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Abstract

Automatic seizure type classification from electroencephalogram (EEG) data can1

help clinicians to better diagnose epilepsy. Although many previous studies have2

focused on the classification problem of seizure EEG data, most of these methods3

require that there is no distribution shift between training data and test data, which4

greatly limits the applicability in real-world scenarios. In this paper, we propose an5

invariant spatiotemporal representation learning method for cross-patient seizure6

classification. Specifically, we first split the spatiotemporal EEG data into different7

environments based on heterogeneous risk minimization to reflect the spurious8

correlations. We then learn invariant spatiotemporal representations and train9

the seizure classification model based on the learned representations to achieve10

accurate seizure type classification across various environments. The experiments11

are conducted on the largest public EEG dataset, the Temple University Hospital12

Seizure Corpus (TUSZ) dataset, and the experimental results demonstrate the13

effectiveness of our method.14

1 Introduction15

Epilepsy is a pervasive neurological disease that affects individuals all over the world, with consid-16

erable cognitive, psychological, and social ramifications [4]. The mainstream approach to epilepsy17

diagnosis relies on EEG data to classify seizures [8, 9]. However, traditional methods based on18

human labor are not only costly, but also susceptible to human uncertainty, as these methods require19

clinicians to meticulously review extensive EEG recordings [17]. As a result, using machine learning20

techniques to automatically classify seizure type attract increasingly attentions.21

Early machine learning methods for accurately classifying EEG data included Support Vector Ma-22

chines (SVM), k-Nearest Neighbors (k-NN), and Bayesian methods [19, 32]. With the advancement23

of deep learning, Convolutional Neural Networks (CNNs) [34] and Recurrent Neural Networks24

(RNNs) [33] have been introduced. CNN-based methods typically aim at learning spatiotemporal25

feature representations of EEG signals through convolutional operations [6], exemplified by EEG-26

DBNet [24] and ACPA-ResNet [41]. RNNs, including CNN-BiRNN and CNN-Bi-LSTM [15, 25],27

capture temporal dependencies and dynamics. To address non-Euclidean geometric properties over-28

looked by CNNs and RNNs, Graph Neural Networks (GNNs) have been proposed to model the29

spatial relationships between EEG electrodes using a graph representation [10, 12, 18]. Methods such30

as REST [1], DCRNN [35], NeuroGNN [11] integrate GNNs with recurrent structures to enhance31

classification by capturing spatiotemporal dependencies and dynamic interactions.32

However, these aforementioned methods are predominantly patient-specific and rely on a consistent33

distribution between training and test sets, which limits their ability to address cross-patient problem34

[40]. This kind of problems can be partially attributed to the spatial-temporal evolution of EEG35

data, which is common in real-world scenario where data from different patients exhibit significant36
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variability [22, 43]. Thus, for a group of new patients, it is very likely that this shift will impact the37

performance of models, leading to less precision and reduced generalizability. These challenges38

underscore the crucial and urgent need to develop robust cross-patient methods.39

Previous methods addressing the cross-patient problem can be broadly categorized into three types.40

The first type involves unsupervised representation learning, particularly domain generalization, to41

initialize more robust representations for downstream tasks [38, 39, 42]. The second type revolves42

around supervised models to enhance generalization by employing techniques such as causal learning43

and invariant risk minimization. These approaches emphasize end-to-end learning strategies, which44

have been shown to improve robustness to distributional shifts [26–28]. The third type involves45

optimization-based approaches, including distributionally robust optimization (DRO), which focuses46

on minimizing the worst-case performance under potential shifts in the data [21, 30]. However, most47

of these methods ignore the spatiotemporal information, which leads to sub-optimal performance.48

In this paper, we proposed a novel spatiotemporal invariant risk minimization loss to solve this49

problem. Specifically, we first use the invariant mask function to separate the raw EEG feature into50

the invariant representation and variant representation, and use the self-supervised learning (SSL) to51

guarantee the preserved invariant information is able to predict the invariant feature at next timestamp.52

In addition, we use the label information to generate the supervised signal to ensure the preserved53

invariant information can predict the seizure type. Finally, we use the variance of the gradient toward54

the mask function to control the time-varying variation of our methods in different patient groups.55

We highlight our contributions as follows:56

• We use the mask function to capture the invariant spatiotemporal information in the raw57

EEG data and use such information for self-supervised learning.58

• To further control the variation of the loss of the classification model, we use the variance of59

the gradient as the penalty to achieve invariant learning.60

• The experiments on the largest public dataset verify the effectiveness of our method.61

2 Preliminary62

2.1 Problem Setup63

The primary objective of the seizure classification task is to predict the seizure type from a given64

EEG signal clip. These clips were sliced from seizure EEGs using non-overlapping sliding windows65

with fixed temporal size T . For each sample, we denote X ∈ RT×N×M as the EEG clip feature66

after preprocessing, where T is the temporal length of the EEG clip, N is the number of EEG67

channels/electrodes, and M is the number of features obtained through Fast Fourier Transform (FFT).68

Meanwhile, we denote y as the seizure class label. For the independent identical distributed scenario,69

different clips from the same patient may appear in both the training and test sets. However, in real70

healthcare scenarios, patients in the test sets (a group of new patients) may completely unseen in the71

training set, leading to the cross-patient problem [44], which can be further formulated as follows:72

The patient set P is divided into two disjoint subsets, PT and PD, such that PT ∪ PD = P and73

PT ∩ PD = ∅. Here, PD is used for training, and PT is used for testing.74

2.2 Previous Graph-Based methods for EEGs75

Graph Representing. Let G = {V, E ,W } denote the graph structure, where V is the set of nodes,76

E refers to the set of edge, and W is the adjacency matrix of the graph. In consideration of the77

distribution of nodes and the physiological properties of the brain, two distinct approaches to graph78

construction on EEG clips are evident. One undirected distance graph-based approach is to utilize the79

Euclidean distance between different nodes on standard 10-20 EEG electrode placement as the basis,80

followed by the threshold Gaussian kernel to determine the weights between vi and vj (vi, vj ∈ V):81

Wij =

exp

(
−dist(vi, vj)2

σ2

)
if dist(vi, vj) ≤ ζ

0 otherwise,

where dist(vi, vj) represents the Euclidean distance between two nodes vi and vj , σ is the standard82

deviation of the distances, while ζ is the threshold for sparsity.83
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Figure 1: Overview of the proposed spatiotemporal invariant learning method.

An alternative approach, based on a directed correlation graph, particularly focuses on the dynamic84

connectivity between different nodes. To evaluate the connectivity, only the weights that fall within85

the most k similar neighbors (including self-edges) are preserved to ensure the sparsity of the graph.86

The weight can be formulated as follows:87

Wij =

{
Corr(X:,i,:,X:j,:) if vj ∈ Ck(vi)
0 otherwise,

whereX:,i,: andX:,j,: denotes the preprocessed signals in vi and vj , Corr(·, ·) represents the pearson88

correlation coefficient, and Ck(vi) referring to the most k similar neighbors of vi.89

Diffusion Convolutional Recurrent Neural Network. Previous works utilize the diffusion convolu-90

tional recurrent neural network (DCRNN) to effectively capture the temporal and spatial dependencies91

in EEG signals. To capture the temporal dependencies in EEG data, modified gated recurrent units92

(GRUs) [5] are employed. For spatial dependency, diffusion convolution provides significant insights93

into the influence exerted by each node on all others, and the extent of this kind of influence can be94

quantified by applying a bidirectional random walk on the directed graph and calculating a K-step95

diffusion convolution. The diffusion convolution is defined by:96

X:,m⋆Gfθ =

K−1∑
k=0

(
θk,1(D

−1
O W )k + θk,2(D

−1
I W ⊺)k

)
X:,m, m ∈ {1, . . . ,M},

where X is the preprocessed segment with N nodes and M features at timestamps t ∈ {1, · · · , T},97

θ ∈ RK×2 are the parameters of the filter, and DO and DI are the out-degree and in-degree diagonal98

matrices of the graph. The transition matrices for the diffusion processes are D−1
O W and D−1

I W ⊺.99

For undirected graphs, the process converts to ChebNet spectral graph convolution [7], where X:,m100

is filtered using Chebyshev polynomial bases. The spectral graph convolution can be expressed as101

X:,m⋆Gfθ = Φ

(K−1∑
k=0

θkΛ
k

)
Φ⊺X:,m =

K−1∑
k=0

θkL
kX:,m =

K−1∑
k=0

θ̃kTk(L̃)X:,m, m ∈ {1, ...,M},

where Φ and Λ are the eigenvector and eigenvalue matrix of the graph Laplacian L. Tk(L̃) is the102

k-th Chebyshev polynomial of the scaled Laplacian L̃, allowing for efficient computation without103

explicit eigenvalue decomposition.104
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3 Methodology105

In a cross-patient scenario, we propose the spatiotemporal invariant risk minimization (ST-IRM) loss,106

making the prediction model achieves both (a) accurately predicting patient’s seizure type in each107

patient group; (b) The variation of prediction between the different groups is small. Specifically,108

for a timestamp t, we derive an invariant mask function m(·) to separate the representations of the109

raw EEG feature into two orthogonal components. We denote the representation of the raw EEG110

feature as ϕ(X:,:,t). For simplification of notations, we use Xt instead of X:,:,t. The representation111

in the present paper is obtained by DRCNN. Through the invariant mask function m(·), ϕ(Xt) is112

decomposed into an invariant representation κ(Xt) = m(ϕ(Xt)), and the variant representation113

ψ(Xt) = (1−m(ϕ(Xt)))⊙ ϕ(Xt), where m(Xt) ∈ [0, 1]N×M .114

In time-series data, especially EEG data, there should be some correlation of the previous representa-115

tions Xt−1 with the current feature Xt [35]. Unlike the previous SSL approach that aims to learn116

a model zt(·) to ensure zt−1(Xt−1) ≈ Xt, we claim that preserve the relation between the variant117

parts, ψ(Xt−1) and ψ(Xt) may not be helpful due to the spurious correlation. We expect only a good118

prediction performance between the invariant representations. The proposed SSL loss is as below:119

Lssl =
1

|nT |

n∑
i=1

T∑
t=1

L(zt−1(m(ϕ(Xi
t−1))),m(ϕ(Xi

t))),

where L(·, ·) is the loss function such as mean-square-error loss andXi
t ∈ RN×M is the preprocessed120

signal for sample i at timestamp t. In addition, we want the information preserved by the mask121

function can not only predict the next invariant representation but also can predict the final seizure122

type, thus we use the following loss to provide the supervised signal for training the mask function:123

Lsup =
1

|n|

n∑
i=1

L(hT (m(ϕ(Xi
T ))), yi),

where hT (·) is the classification model and yi is the ground truth label.124

In addition, an ideal mask function m(·) should be able to capture the invariant representation from125

the raw EGG data. To address this, environments are created using the K-means clustering method to126

separate the samples into groups, ensuring that samples within a group share similar characteristics,127

while those in different groups exhibit distinct features. Thus, a classifier that performs consistently128

across these environments would truly learn the invariant components and suffer the least from129

spurious correlations. Assuming there is a total of G groups/environments, and the group indicator of130

each sample is denoted by gi. The supervised loss at timestamp t for the group g is given by131

Lg,t
sup =

1

♯{i : gi = g}
∑

{i:gi=g}

L(ht(m(ϕ(Xi
t))), yi),

where ♯ denotes the cardinal number of the set. It represents the supervised loss within the g-th group.132

Combining the group-based supervised loss, the overall invariant risk loss at timestamp t is composed133

of two major terms:134

Lt
inv = Eg∈GLg,t

sup + λ
∥∥Varg∈G

(
∇ΘmLg,t

sup ⊙m(ϕ(Xt))
)∥∥2 ,

where Θm is the parameter of the mask function, and λ is the hyper parameter for tuning. The135

previous term can be naively computed by 1
n

∑
g∈G Lg,t

sup, suggesting the overall supervised loss at136

timestamp t; while the second term penalizes the classifier to perform consistently across groups. The137

variance depicts the variation across the environments: the lower the variance is, the more consistent138

performance the classifier obtains, thus, the better invariant presentation the classifier has learned139

with. In the second term, we multiply the gradient with the mask function for scaling. For further140

incorporating the spatiotemporal information, because the more information being observed, the141

more accurate classification should be, we propose the weight decay loss below:142

Linv =

T∑
t=1

wT−tLt
inv,

where w ∈ (0, 1) is the weight decay rate, which is a hyper-parameter for tuning. The final proposed143

ST-IRM loss is:144

LST−IRM = Lssl + αLsup + βLinv,

where α and β are the hyper-parameters. An overview of the proposed method is given in Figure 1.145
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Table 1: Performance comparison of different methods under 12-second and 60-second scenario.
12-s 60-s

Method F1 Recall Precision F1 Recall Precision

CNN-LSTM 0.596 ± 0.035 0.654 ± 0.030 0.647 ± 0.036 0.623 ± 0.028 0.661 ± 0.030 0.647 ± 0.036
LSTM 0.690 ± 0.043 0.724 ± 0.033 0.725 ± 0.041 0.692 ± 0.011 0.718 ± 0.007 0.717 ± 0.017
Dense-CNN 0.657 ± 0.069 0.690 ± 0.053 0.694 ± 0.049 0.653 ± 0.085 0.704 ± 0.057 0.659 ± 0.118
MSTGCN 0.670 ± 0.031 0.719 ± 0.023 0.734 ± 0.029 0.647 ± 0.046 0.696 ± 0.027 0.694 ± 0.030
NeuroGNN 0.647 ± 0.040 0.710 ± 0.024 0.744 ± 0.030 0.698 ± 0.044 0.733 ± 0.042 0.714 ± 0.056
Corr-DCRNN 0.729 ± 0.058 0.756 ± 0.041 0.752 ± 0.047 0.672 ± 0.038 0.712 ± 0.021 0.705 ± 0.029
Dist-DCRNN 0.713 ± 0.044 0.735 ± 0.043 0.734 ± 0.045 0.695 ± 0.028 0.735 ± 0.013 0.738 ± 0.021
PANN-DCRNN 0.728 ± 0.052 0.753 ± 0.042 0.755 ± 0.041 0.684 ± 0.023 0.717 ± 0.016 0.720 ± 0.024
ST-InvDCRNN(ours) 0.748 ± 0.038 0.772 ± 0.028 0.764 ± 0.043 0.713 ± 0.043 0.741 ± 0.024 0.742 ± 0.037

Figure 2: F1 under different numbers of patient groups (the two subfigures on the left) and different
values of hyper-parameter top-k to control the graph sparsity (the two subfigures on the right).

4 Experiments146

4.1 Experimental Settings147

Datasets. Following previous works [20, 31, 36], we utilized the Temple University Hospital EEG148

Seizure Corpus (TUSZ) dataset, which is the largest public dataset for our experiments. Specifically,149

we use the version v1.5.2 of the TUSZ dataset. The TUSZ dataset contains 5,612 EEG signals, and150

3,050 annotated seizure events from over 300 patients, covering eight seizure types. The EEG signal151

was recorded using 19 electrodes from the standard 10-20 system [14].152

Data preprocessing and Experiment Details. Following the preprocessing approach of Tang et al.153

[35], we transform the raw EEG signals into the frequency domain, as seizures are associated with154

brain electrical activity in specific frequency bands [37]. Following prior methodologies [2, 3],155

EEG recordings were resampled to 200Hz and segmented into non-overlapped 60-second windows156

(clips), and only clips that contain a single type of seizure are considered. If a seizure event ends and157

another begins within the same clip, it is truncated and zero-padded to preserve a 60-second duration.158

Each 60-second clip is then segmented into 1-second intervals. The Fast Fourier Transform (FFT)159

algorithm is applied to each segment to obtain the logarithmic amplitudes of non-negative frequency160

components, as is outlined in Tang et al. [35]. Consequently, each 60-second clip is transformed161

into a sequence of 60 log-amplitude vectors. In addition, following recent studies on seizure type162

classification [2, 3, 35], we use weighted F1-score as the main evaluation metric with precision163

and recall as well to measure the classification performance. See Appendix B for more experiment164

protocols and details.165

Baselines. We compare our proposed method with CNN-based method: DenseCNN [29], RNN-166

based method: LSTM [13], and hybrid approach that combine CNN and RNN: CNN-LSTM [2].167

We also compared our method with GNN-based methods: MSTGCN [16], Dist-DCRNN [35],168

Corr-DCRNN [35], NeuroGNN [11], and PANN [44].169

4.2 Performance Analysis170

Table 1 shows the performance of our method compared with various baseline methods, evaluating171

with three metrics, i.e., weighted F1, Recall, and Precision scores. First, DCRNN-based models172

achieve competitive performance among all baselines. Second, our method significantly outperforms173

the baselines under both scenarios with 12-second and 60-second clip windows. Note that we adopt174

DCRNN as a backbone in the experiment, which is shown in Figure 1, and the superior against175

DCRNN-based methods demonstrates the effectiveness of our invariant learning framework.176
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Figure 3: Confusion matrices for four classes of seizures.

Figure 4: 12-second Performance under different penalty weights.

4.3 In-Depth Analysis177

To comprehensively evaluate the proposed invariant learning method, we conduct four in-depth178

analyses on the number of patient groups, the value of hyper-parameter top-k, the classification179

confusion matrix, and the 12-second performance under different penalty weights respectively. Note180

that the patients are clustered into groups according to their EEG recordings, and the two subfigures181

on the left of Figure 2 show that different numbers of groups result in varying performance. In182

the scenario of 12-second clip windows, the best choice for group number is 4, while in the 60-183

second case, the best value is 8. Our method outperforms Corr-DCRNN with top-k ranging from184

1 to 6, and the highest F1 is achieved when top-k is around 3 for both scenarios. In addition, we185

provide the results of the recall metric and the confusion metrics in Appendix B. Figure 3 shows the186

confusion matrices for four seizure classification models, highlighting the superior performance of187

our method. The ST-InvDCRNN reduces misclassifications and confusion between seizure types,188

notably 0.81 for the CT class and 0.54 for GN seizures, outperforming baseline models. Figure 4189

compares ST-InvDCRNN and CNN-LSTM performance across different penalty parameters (α and190

β) for recall and precision. ST-InvDCRNN consistently outperforms CNN-LSTM, especially at191

intermediate penalty values. For Penalty α, ST-InvDCRNN peaks at α = 10−1, achieving 0.772192

recall score and 0.764 precision score, while CNN-LSTM shows lower scores. Similarly, for Penalty193

β, ST-InvDCRNN reaches its best performance at β = 10−1, with 0.762 recall score and 0.761194

prescision score. Overall, ST-InvDCRNN delivers better classification results.195

5 Conclusion196

Epilepsy remains a significant global health challenge, with traditional EEG-based diagnostic methods197

posing limitations due to their reliance on clinician review. With the recent advancement of deep198

learning, techniques such as CNNs, RNNs, and GNNs are proposed to automatically classify the199

seizure type. However, existing methods often lack cross-patient robustness and guarantee, which200

is very common in practice. In addition, most of the methods addressing the cross-patient problem201

ignore the spatiotemporal information. To bridge this gap, we propose a spatiotemporal invariant202

risk minimization approach that addresses these challenges by adopting self-supervised learning and203

capturing time-varying invariant features. Experimental results on the largest public dataset verify204

the effectiveness of our approach, demonstrating its potential to advance epilepsy diagnosis in the205

cross-patient scenario. One of the possible limitations is to investigate a more efficient way to learn206

the model parameters and reduce the complexity while maintaining the classification performance.207
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Appendix339

A Experimental Details340

Following previous works, we divide the clips and patients of the TUSZ dataset into training,341

validation, and test sets. The number of EEG clips is 1,925, 450, and 521 for the three sets respectively,342

while the number of patients is 179, 22, and 34. Note that the patient sets are disjoint for training,343

validation, and test sets to study the cross-patient seizure classification robustness.344

We tune the following hyper-parameters on the validation set.345

• lr_init ∈ [1e− 5, 5e− 3], the initial learning rate;346

• top-k ∈ {1, 2, 3, 4, 5, 6}, the number of neighbors included in the correlation graphs for347

each node;348

• K ∈ {2, 3, 4}, the maximum diffusion step;349

• d ∈ [0, 0.7], the dropout probability in the prediction networks.350

• e ∈ [20, 40, 60, 80, 100], the number of training epochs.351

During the training, each batch has 40 EEG clips and the cosine annealing learning rate scheduler [23]352

is adopted. Our experiments are conducted on a computing platform of NVIDIA GeForce RTX 3090353

and Intel(R) Xeon(R) Gold 6248R CPU @ 3.00GHz.354
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B Additional Evaluation Results355

Figure 5 shows the weighted F1 and the Recall scores to evaluate the performance of our method356

under different number of patient groups, for both 12-second and 60-second clip windows. We can357

observe that as the number of patient groups increases, the Recall-score has a similar pattern as the358

weighted F1-score, achieving the highest value at 4 for the 12-second case and 8 for the 60-second359

case.

Figure 5: Performance under different numbers of patient groups.
360

Figure 6 shows the weighted F1 and the Recall scores to compare the performance of our method361

with Corr-DCRNN under different top-k values, for both 12-second and 60-second clip windows. As362

the value of top-k ranges from 1 to 6, the trend for both weighted F1 and Recall scores is increasing363

until a peak at around 3, followed by a slight decrease.364

Figure 6: Performance under different values of top-k.
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