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Abstract

Cosmological simulations provide a wealth of data in the form of point clouds
and directed trees. A crucial goal is to extract insights from this data that shed
light on the nature and composition of the Universe. In this paper we introduce
COSMOBENCH, a benchmark dataset curated from state-of-the-art cosmological
simulations whose runs required more than 41 million core-hours and generated
over two petabytes of data. COSMOBENCH is the largest dataset of its kind: it
contains 34 thousand point clouds from simulations of dark matter halos and
galaxies at three different length scales, as well as 25 thousand directed trees that
record the formation history of halos on two different time scales. The data in
COSMOBENCH can be used for multiple tasks—to predict cosmological parameters
from point clouds and merger trees, to predict the velocities of individual halos and
galaxies from their collective positions, and to reconstruct merger trees on finer
time scales from those on coarser time scales. We provide multiple baselines on
these tasks, some based on established approaches from cosmological modeling and
others rooted in machine learning. For the latter, we study different approaches—
from simple linear models that are minimally constrained by symmetries to much
larger and more computationally-demanding models in deep learning, such as
graph neural networks. We find that least-squares fits with a handful of invariant
features sometimes outperform deep architectures with many more parameters and
far longer training times. Still there remains tremendous potential to improve these
baselines by combining machine learning and cosmological modeling in a more
principled way, one that fully exploits the structure in the data. COSMOBENCH
sets the stage for bridging cosmology and geometric deep learning at scale. We
invite the community to push the frontier of scientific discovery by engaging with
this challenging, high-impact dataset. The data and code are available at this URL.

1 Introduction

Cosmological simulations are powerful tools to model the distribution of dark matter and galaxies
in the Universe. Astrophysicists use them as virtual laboratories to test hypotheses about the laws
and constituents of our Universe—such as cosmic expansion and galaxy formation—which cannot
be answered through observations alone. These simulations provide a wealth of data in the forms
of point clouds and merger trees. Such data is ripe to be analyzed by methods in geometric deep
learning [1], but cosmologists have yet to observe the same breakthroughs that these methods have
produced in areas such as computer vision [2], structural biology [3, 4], and climate science [5]. In
these areas, rapid progress has been driven by large-scale benchmarks that provide a unified interface
to study multiple related tasks using machine learning (ML). Cosmology stands to benefit similarly,
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as unified benchmarks can facilitate the exchange of ideas between cosmology and ML, driving the
development of novel methods and deeper insights into the Universe.

For these reasons, we introduce COSMOBENCH, a benchmark for geometric deep learning curated
from state-of-the-art cosmological simulations. In total, these simulations required more than 41
million core-hours and generated over two petabytes of data. COSMOBENCH is currently the largest
multiscale and multiview benchmark in cosmology: it contains 34 thousand point clouds across three
different spatial scales, as well as 25 thousand directed trees on two different temporal scales. Table 1
provides an overview of all the datasets in COSMOBENCH, and Fig. 1 provides an illustration of
the data generation process. We briefly describe each of these sources of data (see App. A.1 for a
glossary of cosmology terms).

The point clouds in COSMOBENCH encode the spatial distribution of either dark matter halos or
galaxies, and they are arranged into three datasets based on the simulation suites (Quijote [6],
CAMELS-SAM [7], and CAMELS [8]) that were used to create them. Each point cloud is characterized
(or labeled) by the particular values of cosmological and astrophysical parameters that were used to
govern the evolution of matter in its simulation. These simulations are not deterministic, so that a
variety of point clouds may be generated by simulations with the same underlying parameters but
different randomly sampled initial conditions.

The directed trees in COSMOBENCH are available only within CAMELS-SAM, and they are collected
in another dataset, which we call CS-Trees. Each tree in this dataset represents the formation history
of a present-time dark matter halo. The merger trees are constructed from 100 simulation snapshots
and typically contain on the order of tens of thousands of nodes.

The goal of COSMOBENCH is to unlock the potential of ML in cosmology. With this goal in mind,
COSMOBENCH consolidates multiple tasks of cosmological interest for ML at scale. These tasks
include the prediction of cosmological parameters from point clouds and merger trees (graph-level
regression), the prediction of the velocities of individual halos or galaxies from their collective
positions (node regression), and the reconstruction of fine-scale merger trees from those on coarser
time scales (graph super-resolution). If ML can solve these tasks, then cosmologists will be able to
extract more information from simulations and observational data, and from this information they
will learn more about the fundamental laws and constituents of our Universe.

A few examples underscore the value of these tasks. First, if cosmological parameters can be inferred
from simulated point clouds and merger trees, then one could apply the same models to infer the
parameters from observed galaxy distributions [9–11] or even the present-time properties of a single
galaxy [12]. Second, if galaxy velocities can be predicted from galaxy positions, then this extra
information can be used to vastly improve understanding of the structure and rate of expansion of
the Universe [13–18]. Finally, if merger trees on finer time scales can be predicted from those on
coarser scales, then one could compensate for the hardware constraints when producing simulations
for upcoming cosmological surveys—for observatories such as Euclid [19] or LSST [20]. All of these
are important problems in cosmological research.

We provide multiple baselines for all the tasks in COSMOBENCH. These baselines include well-
established approaches in cosmology, simple linear models constrained by physical symmetries,
and deep learning models such as graph neural networks. Notably, we find that least-squares fits
with a handful of invariant features sometimes outperform graph neural networks with hundreds of
thousands of parameters and significantly higher computational costs. Nonetheless, there remains
huge potential to improve these baselines via more principled methods that combine ideas from
ML and cosmology. We invite the community to push the frontier of cosmology by engaging with
COSMOBENCH. Our key contributions are summarized as follows:

• We present COSMOBENCH, a multiscale, multiview, multitask benchmark for ML to push
the frontiers of cosmology. The datasets are available at this URL.

• We provide a unified PyTorch interface to implement our proposed baselines on multiple
tasks, including cosmological parameter prediction, halo/galaxy velocity prediction, and node
classification in merger trees. This interface is available at this GitHub repository.

• On these tasks we show that ML-based methods sometimes outperform more established
models in cosmology or require less information to solve the same problem. We also find
evidence that simple linear models with invariant features excel at predictions on larger spatial
scales, whereas graph neural networks are more effective at smaller spatial scales.
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Table 1: Summary of Datasets in COSMOBENCH

Dataset Quijote CAMELS-SAM CAMELS CS-Trees

Modality Point Clouds Directed Trees

Box Size 1,000 cMpc/h 100 cMpc/h 25 cMpc/h 100 cMpc/h
Node Entity Halo Galaxy Galaxy Halo
Number of Graphs 32,752 1,000 1,000 24,996
Number of Nodes 5,000 5,000 [588, 4,511] [121, 37,865]

Density 
Field

Time

Point 
Cloud

Merger 
Tree

Figure 1: Illustration of point clouds and merger trees obtained from cosmological simulation.

2 Related Work

Geometric Deep learning for Cosmology Geometric deep learning has emerged as a promising
tool in cosmology, since the cosmic web, along with the dark matter halos and galaxies embedded
within it, can be more efficiently described as point clouds than regular grids. This has motivated
extensive work in learning accurate mappings from point clouds representing galaxy distributions to
cosmological parameters [21–28], accelerating and improving the necessary modeling of galaxies [29–
34], optimizing observations of the large scale structure of the Universe [35, 36], or reconstructing
strong lensing signals [37]. However, recent works also show that off-the-shelf methods from
geometric deep learning sometimes struggle with various tasks, such as predicting cosmological
parameters solely from point cloud positions [23, 38]. To systematically evaluate deep learning
methods, we introduce baselines from cosmology and simple linear models built on interpretable,
symmetry-constrained features.

Benchmarks on Point Clouds Popular benchmarks on point clouds mostly come from computer
vision (e.g., ShapeNet [39], ModelNet [40]) and structural biology (e.g., AlphaFold DB [3], Molecu-
leNet [41], Atom3D [42]). Despite the abundance of point clouds from cosmological simulations
[6–8], there is no unified benchmark that formalizes cosmological tasks for ML at scale. A notable
recent effort by Balla et al. [43] introduced a subset of 3,560 point clouds from Quijote [6] to
evaluate equivariant ML models on predicting cosmological parameters and velocities of individual
halos. Yet this benchmark is limited in size, physical scale, data modality, and task variety. Our
benchmark significantly expands over Balla et al. [43] by providing (i) more than 34 thousand point
clouds across three simulation suites that model the Universe from linear to deeply non-linear scales,
(ii) halo merger tree data, and (iii) more diverse tasks and baselines.

Benchmarks on Graphs Point clouds and directed trees—the central objects in COSMOBENCH—
are structured variants of graph data. While there are many large-scale graph benchmarks [44–47],
most of them are limited to applications in biology and social science. Some graph benchmarks also
suffer from improper graph construction or unreliable benchmarking protocol, as pointed out by [48].
COSMOBENCH offers a high-quality graph benchmark for challenging problems in cosmology, with
varying graph structures, diverse tasks, and a wide spectrum of baselines. It responds to the call in
[48] for improving graph benchmarks to spur further progress in graph ML.
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3 Proposed Dataset and Tasks

3.1 Multiscale Point Cloud Dataset

We consider three cosmological simulation suites: Quijote [6], CAMELS-SAM [7], and CAMELS [8].
Each simulation is defined by a set of cosmological (and astrophysical in CAMELS and CAMELS-SAM)
parameters and random initial conditions, which are then simulated up to present time to produce
theoretical predictions for the temporal evolution and spatial distribution of halos or galaxies. The
simulations differ in several aspects, including the number of sampled cosmological parameters
(five in Quijote, two in CAMELS and CAMELS-SAM), the type of simulation (N -body simulations in
Quijote and CAMELS-SAM, hydrodynamical in CAMELS), as well as box size, mass resolution, and
time resolution. In particular, the time resolution (limited by storage constraints) affects the level of
detail of merger trees. In what follows, we provide a high-level description of these simulation suites.

Quijote. The Quijote Big Sobol Sequence (BSQ) suite comprises 32,768 dark matter-onlyN -body
simulations, each with a box size of 1000 cMpc/h and dark matter particle mass of ∼ 1012 h−1M⊙,
depending on the value of Ωm. The individual simulations are relatively inexpensive to run due to
their low mass resolution, though the full suite required over 35 million core-hours. We exclude
16 simulations due to failures in the halo-finding algorithm, leaving 32,752 simulations in the final
dataset. In total five cosmological parameters (Ωm, σ8,Ωb, h, ns) are sampled in Quijote.

CAMELS-SAM. The CAMELS-SAM suite consists of 1000 dark matter-only simulations with a box size
of 100 cMpc/h, dark matter particle mass of ∼ 108 M⊙/h, and 100 stored snapshots per simula-
tion for constructing dark matter halo merger trees. These trees serve as input to the Santa-Cruz
semi-analytical galaxy formation model [49], which is used to generate synthetic galaxy populations.
Compared to Quijote, the higher mass resolution of CAMELS-SAM allows it to resolve smaller, highly
non-linear scales, at the expense of simulating a smaller volume. Only two cosmological param-
eters are varied in CAMELS-SAM dark matter simulations (Ωm and σ8), though three astrophysical
parameters are also varied within the semi-analytical galaxy formation model.

CAMELS. The CAMELS TNG suite comprises 1000 cosmological hydrodynamical simulations that
model the evolution of dark matter, gas, stars, and black holes. To mitigate the high computational cost
of hydrodynamical modeling, the simulations are performed in relatively small boxes of 25 cMpc/h.
The suite varies two cosmological parameters (Ωm and σ8) alongside four astrophysical parameters.

Dataset Creation and Split In COSMOBENCH, the Quijote, CAMELS-SAM, and CAMELS datasets
contain 32,752, 1,000, and 1,000 point clouds, respectively, from the corresponding simulation suites.
Each point cloud is derived from the present time (z = 0) simulation snapshots and labeled with its
cosmological parameters, whereas the node features describe the 3D position and velocity of halos
(or galaxies). For Quijote and CAMELS-SAM datasets, we provide two samples for computational
tractability: the coarse resolution clouds which contain the 5,000 most massive halos, and the
fine resolution ones store all halos with up to 112,000 points in Quijote and 19,000 points in
CAMELS-SAM. Each dataset is randomly split into training/validation/test sets with a 60/20/20 ratio.
The same split is used across coarse-grained and fine-grained samples.

Task and Evaluation Given the point cloud input with 3D positions {xi = (xi, yi, zi)∈R3}ni=1
stored in rows of a matrix X ∈ Rn×3, we consider a graph-level task and a node-level task. The
graph-level regression aims to predict the cosmological parameters f : X 7→ y = (Ωm, σ8). The
parameter Ωm represents the fraction of the Universe’s energy in the form of matter, and σ8 measures
the amplitude of matter density fluctuations. The node-level regression task aims to predict the 3D
velocity for each point in the cloud, f : X 7→ V ∈ Rn×3, where the ith row of V stores the velocity
vi of the ith point. For each task, the model is evaluated on the same test set, using the coefficient of
determination R2

y for the cosmology prediction and R2
v for the velocity prediction, defined as

R2
y = 1−

∑ntest
i=1(f(Xi)− yi)

2∑ntest
i=1(ȳ − yi)2

, R2
v = 1−

∑ntest,3
i,j (f(X)ij −Vij)

2∑ntest,3
i,j (V̄j −Vij)2

. (1)

To provide uncertainty estimates, we use the standard deviation (std) of the R2 on bootstrap data
drawn from the test set.

4



3.2 Merger Tree Dataset

Data Creation and Split We select all merger trees from CAMELS-SAM with the root node (i.e.
the present-time halo at redshift z = 0) having mass larger than 1013 M⊙/h (∼ 105 dark matter
particles) to ensure that the evolution of the root node’s progenitors is sufficiently well resolved. This
yields a collection of more than 460,000 trees across 1,000 cosmological parameter combinations.
Since some parameter choices produce significantly more large trees or heavier roots, we randomly
select 25 trees per simulation with cosmological parameters y = (Ωm, σ8). The original merger trees
have up to hundred thousands of nodes and consist of long paths. To reduce storage requirement and
condense information, we trim the trees by first removing subtrees with all nodes having mass less
than 1010 M⊙/h. We then prune each path where nodes with mass less than 3 × 1010 M⊙/h are
removed. See Fig. A.1 for an illustration. This procedure reduces the tree size by a factor of 5-10
and prevent information leakage1, while maintaining most of the merger nodes relevant for probing
the merger history, replacing the smooth halo evolution across a path with a single edge. We then
remove any trees with less than 100 nodes. The final CS-Trees dataset contains 24,996 trimmed
trees, split per their cosmological parameter choices (600/204/196) (same as the CAMELS-SAM point
cloud dataset split).

Task and Evaluation For merger trees, we consider a graph-level regression task to predict the
cosmological parameters from tree inputs. We also consider a node-level classification task to
determine missing merger nodes, motivated by merger tree temporal “super resolution” [50, 51]. For
this task, we select the 200 largest trees from CS-Trees to avoid degeneracy. Specifically, given a
(binary) merger tree T0, we coarsen it by masking out all even time steps, effectively reducing the
temporal resolution by half. We arrive at a new (connected) tree by connecting the kept ancestor
nodes to their next kept nodes, and save the unique post-merger node for each masked merger node in
a dictionary D. We then binarize the coarsen tree on nodes with in-degree larger than 2, by keeping
the top two pre-merger nodes ranked by their masses, resulting in T . Finally, we append virtual nodes
to each merger nodes in tree T , and obtain Tc = (V + Ṽ , E+ Ẽ,X ∪0). The virtual nodes represent
the potentially unresolved mergers. We label a virtual node ṽ ∈ Ṽ as positive if its post-merger node
is in the dictionary D, and negative otherwise. See App. A.3 for details of the full procedure. The
node classification task builds a binary classifier for the all virtual nodes given the coarsened (binary)
tree. We split the 200 trees randomly into 120/40/40 training/validation/test sets.

4 Point Cloud Baselines and Results

4.1 Predicting Cosmological Parameters from Point Clouds

Two-Point Correlation Function The task of point cloud regression, particularly of inferring
cosmological parameters from the clustering of objects, is traditionally approached via the two-point
correlation function ξ(r) (2PCF). This statistic quantifies the excess probability dP of finding a pair
of points separated by a 3D distance r, relative to a uniform random distribution [52, 53]. While
a Gaussian field is fully characterized by its 2PCF, the late-time distribution of halos or galaxies
is highly non-Gaussian, particularly at small scales. Consequently, 2PCF becomes an insufficient
statistic for capturing the full information content of the field. To address this limitation, higher-
order correlation functions [7, 10], halo and void abundances [54–56], other alternative clustering
statistics [57, and references within], or field-level inference methods are typically employed [58–61].
Recently, ML has offered promising approaches for mapping point clouds directly to cosmological
parameters, with the potential to capture higher-order information [38, 24]. To predict cosmological
parameters from 2PCF, we fit a multi-layer perceptron (MLP) with tunable hyperparameters; see
App. B.1.

Linear Least Squares with Pairwise-Distance Statistics Motivated by the 2PCF, we also use
simple linear least squares (LLS) models to predict the cosmological parameters Ωm and σ8 from
the statistics of pairwise distances. For these models, we consider the empirical distributions of
pairwise squared distances between points that are closer than some cutoff radius Rc. In particular,
for each point cloud, and for different cutoff radii Rc, we compute the means, standard deviations,

1The simulation starts with particles whose mass is a simple function of the cosmological parameters; a halo
is tracked once 20 particles are clustered close enough. Thus the ML model can “cheat” by focusing on halos of
the smallest mass to predict cosmological parameters, instead of leveraging the halo point cloud structure.
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and ( 13 ,
2
3 )-quantiles of these distributions. To predict Ωm and σ8, we extract 48 features from each

point cloud by computing these 4 statistics for 12 different cutoff radii, and for each model, we
select these cutoff radii greedily from the predictive accuracy of their statistics on the validation data.
Finally, we use least-squares fits with a bias term to estimate linear models over these features, and
we clip their predictions to lie within the limiting values of Ωm∈ [0.1, 0.5] and σ8∈ [0.6, 1].

Graph Neural Networks To capture higher-order clustering information in point clouds, graph neural
networks (GNNs) have recently shown encouraging performance for cosmology prediction [62, 63].
A point cloud naturally induces an Euclidean graph by linking pairs of points within some cutoff
radius Rc, also known as a radius graph. We use the point positions as the node features X ∈ Rn×3.
To respect the underlying translation and reflection symmetries of the cosmological point cloud,
we decorate each edge with 3 features: the normalized pairwise distance dij/Rc, and the two dot
products ⟨xi,xj⟩, ⟨xi, (xi − xj)⟩. To go beyond pairwise operation, we identify edge neighbors
within the same tetrahedron from a 3-dimensional Delaunay triangulation. We also extract E(3)-
invariant features from neighboring node-node, node-edge, and edge-edge pairs using Euclidean and
Hausdorff distances, denoted as Inv(·, ·) .

Given such (higher-order) graphs, we apply GNNs with message-passing among nodes V and edgesE.
Specifically, the message passing neural network maintains node embeddings hx ∈ R|V |×dn and edge
embeddings he ∈ R|E|×de . These embeddings are updated at the lth layer as h(l)

z = m
(l−1)
z +h

(l−1)
z

where z denotes a node or an edge, with the following message function

m(l)
z =


⊕

y∈N0(z)

ψnn(h
(l)
y , Inv(xz,xy))⊗

⊕
y∈N1(z)

ψen(h
(l)
y , Inv(xz,xy)), if z ∈ V⊕

y∈N0(z)

ψne(h
(l)
y , Inv(xz,xy))⊗

⊕
y∈N1(z)

ψee(h
(l)
y , Inv(xz,xy)), if z ∈ E.

(2)

Here, N0(x) denotes the neighboring nodes, and N1(x) the neighboring edges. We use
⊕

for
intra-neighborhood aggregation function and ⊗ the inter-neighborhood aggregation function; both are
permutation-invariant. Finally, ψy,z denotes a non-linear update function determined by the types of
y, z, and σ is an activation function. Our message-passing design is inspired by [64], which supports
extensibility to neural networks operating on combinatorial complex topologies—a direction beyond
the scope of our benchmarking and reserved for future work. We also perform an ablation on GNNs
by removing edge-edge message-passing (denoted as “w/o edgeMP”). Full details on the network
architecture and experiments are deferred to App. B.1.

Results and Analysis Table 2 reports the baseline results for predicting Ωm and σ8. All of the
above methods perform well on the large-scale point clouds in Quijote. In the higher-resolution but
smaller-volume CAMELS-SAM simulations, the methods perform worse at predicting Ωm but similarly
or better at predicting σ8. In CAMELS, which probes the most non-linear scales, the predictions
of Ωm are comparable to those in Quijote, but predictions of σ8 are severely degraded. This is
consistent with the expectation that σ8 primarily affects rare, high-mass halos, of which only a
few are present in CAMELS due to its small volume. Notably, the lightweight LLS model using
pairwise statistics achieves performance competitive with GNNs requiring orders of magnitude more
parameters and compute time. We also find no significant difference when disabling edge-edge
message-passing in GNNs. We remark that a significant body of work has been carried out using the
Quijote simulations2 [6] to quantify the sensitivity of different summary statistics to σ8. However,
many of these were derived using Fisher matrix calculations and therefore we cannot perform an
apple-to-apple comparison. In App. B.1, we include further ablation studies of 2PCF, LLS, and GNN,
as well as the performance of these baselines for predicting three other cosmological parameters in
Quijote to illustrate broader applicability yet increasing difficulty in constraining these parameters.

Table 2: Point Cloud Cosmological Parameter Regression (R2± 1std). Time unit: 1-GPU time.
R2 ↑ Quijote CAMELS-SAM CAMELS

Ωm σ8 Params. Time Ωm σ8 Params. Time Ωm σ8 Params. Time

2PCF 0.85 ±0.004 0.84 ±0.004 11K 2 min 0.73 ±0.03 0.82 ±0.02 10K 10 sec 0.84 ±0.02 0.30 ±0.06 8K 10 sec
LLS 0.83 ±0.004 0.80 ±0.004 49 24 sec 0.77 ±0.03 0.82 ±0.02 49 3 sec 0.78 ±0.03 0.28 ±0.06 49 3 sec
GNN 0.80 ±0.004 0.77±0.005 671K 1 day 0.75 ±0.03 0.83 ±0.02 1003K 3 hr 0.78 ±0.03 0.24 ±0.06 1166K 2 hr
GNN (w/o edgeMP) 0.80 ±0.004 0.79±0.005 128K 1 day 0.72 ±0.03 0.84 ±0.02 506K 3 hr 0.80 ±0.02 0.27 ±0.06 384K 2 hr

2https://quijote-simulations.readthedocs.io/en/latest/publications.html
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4.2 Predicting Velocities from Positions

Linear Theory In cosmology, the velocity field can be predicted from the matter field using the
linearized continuity equation [65]. In the linear regime (i.e., large-scale structure such as the
Quijote point clouds), where density fluctuations are small, mass conservation implies that the
divergence of the peculiar velocity field v is proportional to the time derivative of the density contrast
δ, i.e. ∇ · v ∝ ∂δ(x, t)/∂t. The solution to this is

v(xi) ∝
∫
d3xj

δ(xj)(xj − xi)

|xj − xi|3
, (3)

where the constant of proportionality is dependent on the cosmological parameters. To provide
a cosmology “oracle” for the benchmark, we solve this equation assuming perfect knowledge of
cosmological parameters by fitting for the proportionality constant. We solve for the velocity field in
Fourier space; further details are provided in App. B.2. This solution quantifies the most optimistic
possible result achievable using linear theory, whose descriptions begin to fail at small scales. This
limitation motivates moving beyond linear theory, for example using nonlinear theory with Bayesian
inference [66, 67]; here we explore methods rooted in ML.

Linear Least Squares with Powers of Inverse Distances Inspired by linear theory, we also use
a simple linear model to predict velocities from inverse powers of pairwise distances. Given the
positions {xi=(xi, yi, zi)∈R3}ni=1, the model predicts the velocity vi of the ith halo or galaxy as

vi =

P∑
p=1

K∑
k=1

wpk

n∑
j=1

sin 2πk
B (xi−xj)

dB(xi,xj)p
, (4)

where wpk denotes the linear model’s weights and dB(xi,xj) computes the wrap-around (toroidal)
distance between xi and xj in a box of size B with periodic boundary conditions. We use the
validation set to choose the hyper-parameters P ∈ {2, 3, 4} and K ∈ {10, 15, 25}.

Graph Neural Networks To match linear theory velocity prediction on large scales and surpass it
at small scales, we apply message-passing neural networks (MPNNs) [68], with a message-passing
scheme motivated from linear-theory and exploiting local neighborhood structure. To this end, we con-
struct radius graphs induced from the clouds with radius cutoff Rc = 0.1B, where B is the box size.
Each radius graph has node features as 3D point positions {xi}ni=1, and edge features as (rescaled)
3D position wrap-around difference, i.e. eij =

sign(xi−xj)
Rc

[dB(xi, xj), dB(yi, yj), dB(zi, zj)] ∈ R3.
The linear-theory inspired MPNN maintains the node embedding h ∈ Rn×d, which is updated at the
lth layer as

h
(l)
i =

1

|N (i)|
∑

j∈N (i)

ϕ(h
(l−1)
j )ψ(eij), h

(0)
i = xi, (5)

where ϕ, ψ are MLPs. Further details are reported in App. B.2.

Results and Analysis The baseline results for velocity prediction are reported in Tab. 3. All baselines
perform relatively well at large scales (Quijote) and deteriorate at smaller scales (CAMELS-SAM and
CAMELS). Due to the large number of points in each point cloud, we omit the bootstrap uncertainties on
R2, as they are negligible. In Quijote, a simple LLS model with only a few parameters outperforms
a significantly larger and more computationally expensive GNN. Both LLS and GNN models surpass
the linear theory oracle, likely by capturing non-linear corrections to the velocities. Notably, while
linear theory requires knowledge of the cosmological parameters, ML methods do not and still
outperform it. The GNN is more effective than LLS in CAMELS-SAM, while in CAMELS, linear theory
oracle surpasses both. In Fig. 2 we show the true and predicted projected velocity field in a single
Quijote point cloud. We provide more visualizations, ablation studies, and discussions in App. B.2.

4.2.1 Predicting Velocities from Redshift Positions

Earlier in this section, we assumed access to the real-space positions, representing an idealized case.
In practice, however, galaxy positions are measured in so-called redshift space, where the observed
galaxy distances are shifted by an amount that depends on their peculiar velocities along the observer’s
line of sight. To bridge the gap between simulation data and real observations, we introduce a variant
of our velocity prediction task that directly takes inputs as redshift positions. For simplicity, we
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Figure 2: True vs predicted velocity fields for Quijote, projected and interpolated onto a 2D grid.
Each arrow indicates the direction and magnitude of the field.

Table 3: Point Cloud Velocity Prediction. Time unit: 1-GPU time (or CPU for linear theory). Numbers
marked with a ∗ denote that additional “cosmological oracle” information was used.

R2 ↑ Quijote CAMELS-SAM CAMELS

v Params. Time v Params. Time v Params. Time

Linear theory oracle 0.3769∗ 1 12 sec 0.2372∗ 1 11 sec 0.2970* 1 6 sec
LLS 0.4347 60 5 min 0.2107 75 2 min 0.2494 30 2 min
GNN 0.4100 126k 15 hr 0.2865 126k 1-3 hr 0.2527 126k 1-2 hr

align the line of sight with the z-axis and replace the real-space positions {(xi, yi, zi)}ni=1 with their
redshift counterparts {(xi, yi, z̃i)}ni=1, where z̃i = zi · (1 + vi,z

H0
), vi,z denotes the z-component of

the velocity and H0 = 100 h km s−1 Mpc−1 denotes the “standardized” Hubble constant (since the
galaxy positions are expressed in h−1 Mpc). Note that the redshift effect is more notable at smaller
scales. See more details and visualizations in App. B.3.

As shown in Tab. 4, replacing real-space positions with redshift-space positions leads to moderately
lower performance for the original linear theory and LLS in Quijote, and substantial degradation at
smaller scales. To mitigate such degradation, we propose simple modifications of these baselines
(denoted as “Modified”), essentially shrinking the line-of-sight distance to counteract the redshift
effect, which shows notable improvement in CAMELS-SAM and CAMELS; see details in App. B.3.
In contrast, while the GNN exhibits similar performance drop to other baselines in Quijote, it
performs better in CAMELS-SAM and CAMELS using redshift position inputs. This arises from GNN’s
ability to leverage the line-of-sight velocity information encoded in the redshift positions, effectively
turning the original regression problem into a simpler denoising task, as evidenced by the per-axis
performance reported in Tab. 11.

Table 4: Velocity Prediction from Redshift Positions. Numbers marked with a ∗ denote that additional
“cosmological oracle” information was used. For linear theory and LLS, each dataset column is split
into results from the original baseline (see Sec. 4.2) and modified variants (see App. B.3).

Quijote CAMELS-SAM CAMELS

R2 ↑ Original Modified Original Modified Original Modified

Linear theory oracle 0.3269∗ 0.3269∗ 0.1177∗ 0.1621∗ 0.0615∗ 0.0732∗

LLS 0.3367 0.3362 0.1172 0.2116 0.0801 0.2185
GNN 0.3500 0.3177 0.3197

5 Merger Tree Baselines and Results

5.1 Predicting Cosmological Parameters from Merger Trees

1-Nearest Neighbor Predictor Our first baseline is a simple nearest-neighbor model. This model
considers, for each tree, the empirical distribution of individual features across all nodes and then
evaluates a “distance” between trees by computing the Kolmogorov-Smirnov (KS) statistic [69]
between empirical distributions. The cosmological parameters (Ωm, σ8) of each test tree is predicted
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by the parameters of the closest tree in the training set. More details are given in App. C.1. This
model does not require any training, however each prediction for a test tree is expensive, and so we
restrict the size of the training set to 2,000 trees and the size of the test set to 1,500 trees.

DeepSets To understand the role of the tree topology, we can simplify the merger tree as a set of
node features (i.e., dropping all the directed edges). We then predict cosmological parameters via
DeepSets [70] — a neural network for set inputs, defined as

DeepSet({xi}ni=1) = ρ

(
n∑

i=1

ϕ(xi)

)
, (6)

where ρ, ϕ are 2-layer MLPs with compatible dimensions. We use embedding size d = 16 and train
DeepSets with Adam optimizer (batch size 128, maximum epochs 300).

Graph Neural Networks To fully exploit the tree topology, we use MPNNs [68] to process the
directed tree, where directed edges flow from the ancestor halo nodes (i.e., progenitors) to the
descendant nodes. The lth layer node embedding at node i is computed as

h
(l)
i = ρ

 ∑
j∈N (i)

h
(l)
j

 , h
(0)
i = xi, (7)

where ρ is a 2-layer MLP, and the node neighbors N (i) consists of the ancestors of node i and itself
(i.e. self-loops are added). We train 4-layer MPNNs with the Adam optimizer same as DeepSets.

Results and Analysis We report the results on predicting cosmological parameters from a merger
tree in the left panel of Tab. 5. We ablate the importance of node features, from individual features
including mass M , concentration c, halo maximum circular velocity vmax, and scale factor a (a
measure of time), to all of them combined. Notably, the concentration is highly predictive of Ωm,
whereas the scale factor a is reasonably predictive of σ8. Villaescusa-Navarro et al. [12] demonstrated
that the internal properties of a single galaxy (mainly stellar mass, stellar metallicity, and maximum
circular velocity) are sufficient to predict Ωm with ∼ 10% precision. Given that present-day galaxy
properties encode their formation history, it is reassuring that a single merger tree provides even higher
predictive power for Ωm. We find that GNNs offer an edge over DeepSets, showing the advantage of
exploiting the tree topology. Smaller models (i.e. hidden size d = 16) slightly outperform larger on
the validation set, likely due to the sparse nature of tree graphs where larger models can overfit.

5.2 Reconstructing Fine-Scale Merger Trees

Extended Press-Schechter Merger trees can be generated without a cosmological simulation via
the Extended Press-Schechter (EPS) formalism [71, 72]. EPS provides a statistical framework
for modeling the hierarchical assembly of halos by treating the growth of cosmic structures as a
stochastic process, where the overdense regions (halos) effectively undergo a random walk. A merger
is considered to occur when this random walk crosses a critical mass threshold, indicating the collapse
of a region into a bound structure/halo. EPS starts with a halo at a given time, and probabilistically
iterates back in time to construct the merger tree. However, EPS oversimplifies halo growth by
assuming that all halos collapse ellipsoidally and that all time steps are uncorrelated. We use the
EPS implementation by [73], where the EPS formalism is employed using Monte Carlo sampling,
with corrections based on halo mass and shape. To obtain the EPS prediction for a given potentially
unresolved merger node, we start the EPS algorithm with the features of the post-merger node (and
cosmological parameters associated with the tree), and run the algorithm backwards in time. If the
EPS algorithm predicts any split where both halos are above the minimum mass of the two pre-merger
nodes, in the time set by the time-steps of the coarsened merger tree, we consider that a prediction of
a merger. If not, we take that as the EPS prediction being no merger. Due to the stochastic nature of
EPS, we average the predictions over 5 generated trees. We only test it on 20 test trees due to its slow
sequential implementation; See App. C.2 for more discussion.

k-Nearest Neighbor Classifier We consider a simple node classifier via k-Nearest Neighbors (kNN),
which only utilizes the 1-hop neighborhood information in the merger tree. Specifically, for each
unresolved merger node i, we concatenate features from its post-merger node xpost(i) and its two
pre-merger nodes xpre1(i),xpre2(i), and arrive at a feature vector x̃i = [xpost(i) | xpre1(i) | xpre2(i)].
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For each tree, we perform hyper-parameter search over the number of neighbors k ∈ [5, 25] on the
validation set, and use the chosen k to obtain the test set classification accuracy.

Graph Neural Networks We use the same architecture and training set-up as Sec. 5.1, except for
changing the batch size as 1, i.e. taking a gradient step per tree; See App. C.2 for more details.

Results and Analysis As shown in Tab. 5 (right), all baselines perform better than random but have
vast potential for improvements. We find that the scale factor a is the more discriminative feature
for merger node classification, based on which simple k-NN based on 1-hop neighbor information
performs competitively to GNN with 4-hop message-passing. We also note that, unlike EPS, ML
methods do not require knowledge of the cosmological parameters, yet still matching or surpassing it.

Table 5: Predicting cosmological parameters from merger trees on 24,966 CS-Trees (left) and
classifying unresolved merger nodes on the largest 200 CS-Trees (right). Time unit: 1 GPU time (or
CPU for EPS/1NN). Numbers with ∗ denote that additional cosmological information was used.

Node Feat. Baselines CS-Trees (R2 ↑ ) CS-Trees-200 (Accuracy ↑ )

Ωm σ8 Params. Time Merger Node Label Params. Time

(M,a) EPS 0.53 ±0.073∗ – 9 hr

(c, vmax, a) 1NN 0.64 ±0.063 0.31 ±0.112 – 4h49min

M

DeepSet

0.12 ±0.009 -0.03 ±0.009 0.61k 10 min

k-NN

0.61 ±0.005 – 12 sec
c 0.68 ±0.008 0.21 ±0.010 0.61k 10 min 0.53 ±0.005 – 12 sec
vmax 0.57 ±0.010 0.14 ±0.012 0.61k 10 min 0.59 ±0.005 – 12 sec
a 0.23 ±0.012 0.48 ±0.010 0.61k 10 min 0.72 ±0.005 – 12 sec
(M, c, vmax, a) 0.993 ±0.001 0.80 ±0.005 0.65k 10 min 0.62 ±0.006 – 13 sec

M

GNN

0.16 ±0.010 -0.10 ±0.015 2.7k 13 min

GNN

0.63 ±0.004 2.2k 4 min
c 0.84 ±0.004 0.35 ±0.010 2.7k 13 min 0.61 ±0.005 2.2k 4 min
vmax 0.69 ±0.008 0.19 ±0.009 2.7k 13 min 0.61 ±0.005 2.2k 4 min
a 0.33 ±0.011 0.53 ±0.010 2.7k 13 min 0.70 ±0.005 2.2k 4 min
(M, c, vmax, a) 0.996 ±0.001 0.82 ±0.004 2.8k 13 min 0.69 ±0.005 2.3k 4 min

6 Conclusion

We present COSMOBENCH, a collection of datasets from problems in cosmology designed to
benchmark geometric deep learning. These datasets are curated from over 41 million core-hours
of simulations and two petabytes of data, and they are currently the largest of their kind. Yet not
all of these datasets are large by the standards of ML; many contain only hundreds or thousands of
examples and nodes, particularly in CAMELS. Consequently, there are limits to purely data-driven
or “brute-force” approaches, and there are also risks to overfitting with extremely large models.
COSMOBENCH is an invitation to all researchers in ML, working on all types of models, to engage
with this data and leverage the geometrical ideas and physical insights to produce enduring solutions
in this space.

Looking ahead, we plan to expand COSMOBENCH with more data—at smaller scales and larger
point clouds—to support development of deep architectures and foundation models in more data-
rich regimes. Another promising direction is to utilize ML emulators to produce simulation data
more efficiently, complementing traditional computationally-intensive simulation pipelines. To
bridge the gap between simulations and observational data, we have taken the first step by including
mock observations in redshift space for the velocity prediction task, and aim to further develop our
benchmark with more survey realism and observational challenges.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims made properly reflects the contribution of the dataset and the
baseline results.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in the conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: No theoretical results included.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We release code to reproduce the baseline results at https://github.com/
nhuang37/cosmology_benchmark.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We release the data at https://cosmobench.streamlit.app/ and code at
https://github.com/nhuang37/cosmology_benchmark.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We describe the key details in main paper and all details in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars are reported in the baseline results (see Tab 2,4).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resources are reported in the baseline results (see Tab 2 - 4).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed and follow the code of ethics, as well as the dataset and
benchmark track guidelines on single-blind submission.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our cosmology dataset has no societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our cosmology dataset has no risk for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the publicaly available data suites used to create our dataset.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide documentation at our website https://cosmobench.
streamlit.app/.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not involve crowd-sourcing nor research with humans.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We do not involve crowd-sourcing nor research with humans.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLM is not used for core methods in the research.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Dataset Details

A.1 Cosmology Glossary

▷ Cosmology. The study of the Universe as a whole — its origin, structure, evolution, and fate
— using physics, astronomy, and mathematics. In data-driven cosmology, simulations and
observations are used to model the large-scale structure of the Universe.

▷ Cosmological Simulations. Cosmological simulations are large-scale computational models
that simulate the evolution of the universe over billions of years. They use initial conditions
based on physical laws and cosmological parameters to predict the formation of structures like
galaxies, dark matter halos, and filaments.

▷ N -body Simulations. A type of cosmological simulation that models the gravitational interac-
tion of a large number of particles (typically representing dark matter). These simulations are
computationally intensive and key to studying the growth of structure over time.

▷ Hydrodynamical Simulations. Simulations that include both gravity and baryonic physics (e.g.,
gas dynamics, star formation, feedback). They model where galaxies form, how they evolve, and
require solving coupled differential equations for both dark matter and fluid dynamics. Compared
to the N -body simulations which only account for the force of gravity, the hydrodynamic
simulations also solve the magneto-hydrodynamic equations and model astrophysical processes
such as supernova and active galactic nuclei (AGN) feedback.

▷ Dark Matter. Dark matter is a form of matter that does not emit or absorb light, making
it invisible. However, it makes up most of the universe’s mass and is detectable only via
its gravitational influence on galaxies and cosmic structure. It is a central component in
cosmological models and simulations.

▷ Dark Matter Halo. A dark matter halo is a massive, invisible structure made mostly of dark
matter that surrounds galaxies and galaxy clusters. Although it cannot be directly observed, its
presence is inferred from its gravitational effects. Halos are the basic building blocks of cosmic
structure. Galaxies form and nearly always live within dark matter halos.

▷ Merger Tree. A data structure that represents the hierarchical growth of a dark matter halo
(and associated galaxies) over time. Each node is a halo, and branches show how smaller halos
merged to form larger ones — analogous to a version-control tree of cosmic structure.

▷ Semi-Analytical Models (SAMs). A computationally efficient approach that models galaxy
evolution (processes like star formation, chemical enrichment, and black hole growth) as a set of
coupled differential equations on top of the existing halo merger trees from N -body simulations.
SAMs allow fast exploration of parameter space and are often used in combination with machine
learning.

▷ Large-Scale Structure. The large-scale structure of the universe refers to the distribution of
matter on scales of millions of light-years. It includes filaments, walls, voids, and galaxy clusters,
forming a cosmic web. These patterns emerge naturally in simulations governed by gravity and
initial density fluctuations.

▷ Cosmological parameters. A set of key numerical values that define the properties of the
universe in a cosmological model. They include quantities like the matter density, expansion
rate, amplitude of matter fluctuations.

▷ Astrophysical parameters. A set of numerical values that characterize the physical processes
governing astrophysical objects, such as galaxies. These include parameters related to supernova
feedback, active galactic nuclei, gas cooling, star formation, and other processes occurring
within galaxies.

▷ Ωm. The fraction of the total energy density of the universe made up of matter (including both
dark matter and normal matter). If Ωm is 1, the universe is matter-dominated and flat.

▷ σ8. A measure of how much matter has clumped together at a specific scale (8 Mpc/h). It
quantifies the amplitude of matter fluctuations, and is critical for modeling the growth of structure
(like galaxies and clusters).

▷ Ωb. The fraction of the universe’s energy density made up of baryons, i.e., normal (non-dark)
matter like protons and neutrons. It is a subset of Ωm.
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▷ ns. The spectral index of the primordial power spectrum. It describes how the initial density
fluctuations vary with scale — whether small or large fluctuations were more prominent in the
early universe.

▷ h. The dimensionless Hubble parameter defined as h ≡ H0/(100 km/s/Mpc) where H0 is
the current expansion rate of the universe. Units of length are often given normalized units of
Mpc/h.

▷ Mpc. A megaparsec (Mpc) is a unit of distance used in astronomy equal to one million parsecs,
or approximately 3.26 million light-years, or approximately 1022 meters.

▷ cMpc. A comoving megaparsec (cMpc) is a unit of distance equal to one megaparsec, measured
in comoving coordinates. Comoving coordinates account for the expansion of the Universe,
meaning that the distance between objects remains fixed in time if they are moving with the
Hubble flow.

▷ Concentration c. An astrophysical parameter that describes how centrally dense a dark matter
halo is. It is typically defined as the ratio of the halo’s virial radius to its scale radius in a
Navarro–Frenk–White (NFW) profile. Higher concentration values indicate that more mass is
concentrated toward the center of the halo.

▷ vmax. The maximum circular velocity of a halo or galaxy. The circular velocity is defined as
the velocity of a circular orbit around the center of the halo at radius r.

▷ Redshift z. A measure of how much the wavelength of light has been stretched by the Universe’s
expansion, defined as z = (λobs − λrest)/λrest, where λobs is the observed wavelength and λrest
is the emitted/absorbed wavelength. In cosmology, redshift also serves as a measure of time,
with z = 0 representing the present and z → ∞ corresponding to the Universe’s beginning.

▷ Scale factor a: A dimensionless quantity that describes the relative size of the Universe at a
given time, related to redshift by a = 1/(1 + z).

A.2 Point Cloud Data Details

In this section, we provide more details of the point cloud datasets in COSMOBENCH. First, we give
an overview of the cosmological simulations that produce point clouds of halos or galaxies. Then we
explain in detail the simulation protocols used in Quijote [6], CAMELS-SAM [7], and CAMELS [8].

An N -body cosmological simulation models the universe by numerically evolving a large number
of dark matter particles. Each simulation starts from initial conditions based on a particular set
of cosmological parameters; it then tracks how these particles interact and move over time as the
universe expands. The simulation produces a sequence of snapshots containing particle data (e.g.
positions, velocities, and IDs), from which the halos (or galaxies) are identified using halo finder
algorithms (typically via clustering particles). Each halo (or galaxy) becomes a point in the point
cloud, with features such as its position, mass, velocity, and, concentration.

For the simulation suites in this work, the particles are initialized using second-order Lagrangian
Perturbation theory3 (2LPT): particles are assigned on a regular cubic periodic grid, and then randomly
displaced and assigned peculiar velocities based on the amplitude and shape of the initial power
spectrum. This initialization is stochastic—representing the cosmological uncertainty of the initial
conditions of the Universe—meaning different point clouds were generated using different initial
particle positions and velocities. The values of the cosmological parameters (and the astrophysical
ones in the case of CAMELS) are varied over a broad range. The parameter space is sampled using either
a Latin-Hypercube or a Sobol Sequence. For Quijote, the parameters varied are Ωm,Ωb, h, ns, σ8.
For CAMELS-SAM and CAMELS, the only cosmological parameters varied are Ωm and σ8.

The initial conditions are generated at z = 127 for Quijote and CAMELS and at z = 99 for
CAMELS-SAM. In the hydrodynamic simulations used in CAMELS, the initial conditions for two different
fluids are generated using adiabatic initial conditions: dark matter and gas. The simulations are run to
the present time (z = 0) and snapshots are stored at multiple redshifts from z = 15 to z = 0. The
Quijote simulations use the Gadget-III code [74] , while CAMELS-SAM and CAMELS use AREPO
[75]. CAMELS employs the same subgrid physics model as the IllustrisTNG simulations.

3https://cosmo.nyu.edu/roman/2LPT/
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From the simulation snapshots, the (halo or galaxy) point clouds are extracted by using the halo
and subhalo finders (i.e., Rockstar [76] and Subfind [77]), which identify gravitationally bound
structures based on the spatial distribution or the phase-space of the particles. The resulting point
clouds respect periodic boundary conditions, inherited from the underlyingN -body simulation. When
a particle exits one side of the box, it re-enters from the opposite side, maintaining continuity across
boundaries.

In what follows, we show sample point clouds obtained from (1) Quijote (top), (2) CAMELS-SAM
(middle), and (3) CAMELS (bottom). We observe that as the box size decreases, the point distribution
becomes increasingly sparse and irregular. The difference in point distribution arises from the
cosmological parameters, the initial conditions of the simulation, and the tracer number density.
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A.3 Merger Tree Data Details

Merger trees for the CAMELS-SAMN -body simulations are generated in two steps: first, by identifying
dark matter halos and subhalos from the particle data using Rockstar; and second by running
these halo catalogs through ConsistentTrees [78] to construct the merger trees. The Rockstar
algorithm uses an adaptive hierarchical refinement of friends-of-friends groups in seven dimensions
(one in time; six in phase-space, positions and velocities). Briefly, friends-of-friends algorithms group
two particles if they are within a given distance that scales by the mean particle separation in the
initial conditions. The ConsistentTrees algorithm, especially created to pair with Rockstar, was
built to explicitly ensure the consistency of halo properties like mass, position, and velocity, across
time steps with a novel gravitational method. ConsistentTrees assumes that every halo has at least
one progenitor in an earlier time step (logical if assuming large halos build by accretion and merging
with other halos), and traces halos backwards in time to check for progenitors in previous timestep
catalogs. See Figure 1 of Behroozi et al. [78] for a brief explanation of the algorithm.

This merger tree generation process can be done for any set of particle snapshots, but high temporal
resolution leads to more physically realistic and useful trees. For example, the ConsistentTrees
will give incoherent results if the backwards time steps are too large. Given that Quijote stored just
5 particle snapshots and the bulk of CAMELS TNG suite stored 35 to conserve storage space, merger
trees generated from them do not have the sufficient resolution for cosmological applications. We
thus only make use of the merger trees from CAMELS-SAM generated with 100 snapshots. This also
motivates our task of reconstructing finer-scales merger trees from coarsely sampled ones.

Before formally describing merger trees, we recall some standard terminologies in graph theory. In a
(directed) rooted tree, the parent of a node n is the node connected to n on the (directed) path to the
root node; every node has a unique parent, except the root (which has no parent). A child node of a
node n is a node whose parent is n; each node may have one or more child nodes, except the leaf
nodes (which have no children). For a binary tree, each node except the leaf nodes has exactly two
child nodes.

Merger trees are directed trees, where the root node represents the halo at present time, and the
directed edges describe how the progenitor (ancestor) halo evolves to the more recent halo. We call a
node a merger node if it has more than one child nodes.

Tree Trimming Procedure To reduce storage requirement, condense information, and prevent
information leakage, we trim the trees from CAMELS-SAM by first removing its subtrees with all nodes
having mass less than 1010 M⊙/h (i.e. those with fewer than 100 dark matter particles at all times,
a rough guideline for a numerically well-resolved halo). We then prune each path in the resulting
tree, where nodes with mass less than 3× 1010 M⊙/h are removed, as illustrated in Fig. A.1. This
trimming procedure also avoids potential information leakage, as the mass of the smallest halo (which
always contains 20 particles) is proportional to Ωm.

Figure A.1: Pruning the merger trees: given a tree (left), prune its paths by removing all nodes with
mass less than 3× 1010 M⊙/h (highlighted in red) and connecting the kept nodes within the same
original path. This yields the pruned tree (right) used in CS-Trees.
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Tree Coarsening Procedure In Algorithm 1, we provide the full procedure of constructing the
(binary) coarse-grained trees augmented with unresolved merger nodes for classification.

Algorithm 1 Merger Tree Coarsening

Require: Tree T0 = ([n0], E0, X0) defined over full time steps {1, 2, . . . , T}.
1: Pre-Binarization: For each node with more than two pre-merger nodes in T0, retain only the two most

massive nodes to obtain a binary tree Tbin. Let M0 be the set of merger nodes in Tbin.
2: Coarsening:
3: Remove all nodes from even time steps {2, 4, . . . , T − 1} in Tbin (retrain the root at time T ).
4: Denote the set of kept nodes [n′] and features as X ′.
5: Create a dictionary D ← {parent(m) : m | m is a removed node ∧m ∈M0}
6: For each c ∈ [n′], walk up to first kept parent node p and add an edge (c→ p) if not already visited.
7: Let the resulting tree be Tcoarse = ([n′], E′, X ′)
8: Post-Binarization: Apply binarization (see line 1) to Tcoarse to obtain binary-coarsened tree T = (V,E,X)

9: Virtual Node Augmentation: Maintain the virtual node set Ṽ , virtual edges Ẽ, and labels y.
10: for each n in the set of merger nodes in T do
11: Add virtual node v(n) to Ṽ (i.e., the unresolved merger nodes for classification)
12: Add three virtual edges to Ẽ: (n→ v(n)), (child1(n)→ v(n)), (child2(n)→ v(n)).
13: if n ∈ keys(D) then
14: Label yv(n) ← 1
15: else
16: Label yv(n) ← 0

17: Return: Binarized, coarsened tree Tc = (V + Ṽ , E + Ẽ,X ∪ 0,0 ∪ y) with virtual nodes and labels.
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Figure A.2: An example coarsened merger tree. The coarsened tree has 1,362 nodes (blue dots) and
144 unresolved merger nodes (i.e., virtual nodes, red dots) with node labels attached (1 if there is a
merger in the fine-grained tree, and 0 otherwise).
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Fine-grained Binary Tree (size=1085) Coarse-grained Binary Tree (size=617)

Figure A.3: Visual comparison of the fine-grained binary tree produced after Pre-Binarization in
Algorithm 1 (left), and its corresponding coarse-grained binary tree produced after Post-Binarization
in Algorithm 1 (right).
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B Additional Point Cloud Experimental Results

B.1 Predicting Cosmological Parameters from Point Clouds

2PCF Definition The two-point correlation function quantifies the excess probability dP of finding
a pair of points separated by a 3D distance r, relative to a uniform random distribution,

dP = n [1 + ξ(r)] dV, (8)

where n is the number density of points and dV is the infinitesimal volume element. We use
Corrfunc [53] to compute the two-point correlation function, using the Landy & Szalay estima-
tor [52] defined as

ξi =
1

RRi

[
DDi

(
nR
nD

)2

− 2DRi

(
nR
nD

)
+RRi

]
, (9)

where DDi, DRi, and RRi are the counts of data–data (halo or galaxy), data–random, and ran-
dom–random pairs, respectively, in the ith bin of radial separation. Here, nD and nR denote the
number density of data and random points used.

For all datasets, we adopt logarithmic radial binning. For the Quijote halos, simulated in a 1000
Mpc/h box, we use 25 bins spaced logarithmically between 0.5 and 120 Mpc/h. For the CAMELS-SAM
galaxy catalog, extracted from a 100 Mpc/h box, we use 25 bins spanning 0.0125 to 12 Mpc/h. For
the higher-resolution CAMELS sample, which resides in a 25 Mpc/h box, we use 25 bins between
0.0125 and 3 Mpc/h. To compute DR,RR in Equation (9), we use a random point cloud with 100
times more points than the data. The {ξi} then become the input features for the MLP, as we discuss
next.

MLP on 2PCF Training Details For the two-point correlation function cosmology predictions,
we construct a simple 4-layer MLP, with tunable hyperparameters. When we pass our two-point
correlation function to the MLP, we handle the occasional unphysical (small) negative values at
large radii due to shot noise by taking their absolute values. We further scale the correlation features
logarithmically to reduce their data range, especially as the values for CAMELS-SAM and CAMELS
at lower bins are significantly high. The hidden dimensions of the first and second layers range
[64, 128], and the third layer from [16, 64], with the final layer leading to the prediction of [Ωm, σ8].
We logarithmically tune the learning rate in the range [10−5, 10−2], and apply dropout with a rate
chosen from the interval [0.0, 0.5]. The batch sizes range from {4, 16, 64}, and the model is trained
for a fixed number of 300 epochs. We report the test results from the model selected based on the
best validation performance, tuned over 100 trials using the tree-structured Parzen Estimator sampler
[79, 80].

MLP on 2PCF Ablation We investigate the effect of different 2PCF binning choices: (i) the
scale and number of bins for a fixed bin range; (ii) the bin range for fixed scale and number
of bins. Ablation (i) is carried out for Quijote using the same bin range between 0.5 and 150
Mpc/h, with results shown in Tab. 6. We observe that logarithmic scale is better than linear scale,
especially for predicting σ8 with 25 bins, as it better resolves small distances. Fitting 2PCF-MLP
on a logarithmic scale with 25 bins (first row in Tab. 6) produces a test Mean Squared Error (MSE)
of (2.10± 0.04)× 10−3, (2.16± 0.04)× 10−3 for predicting Ωm, σ8, respectively. Balla et al. [43]
reported a test MSE of (2.03±0.02)×10−3, (4.66±0.06)×10−3 using the same logrithmic 25 bins
and a larger MLP model on a subset of Quijote point clouds (2048/512/512 training/validation/test
split). In comparison, using our full Quijote set (19,651/6,551/6,550 training/validation/test split)
produces similar performance on predicting Ωm while notably better performance on predicting
σ8. We skip log feature normalization for Ablation (i) because the Quijote correlation values are
within a small range unlike CAMELS-SAM and CAMELS, and we observe no difference by applying log
normalization. Ablation (ii) is conducted on all three datasets by comparing 25 logarithmic bins using
Rmin = B

2000 , Rmax = B
25/3 where B is the box size (denoted as “Base” ), with their counterparts that

either reduce the minimal bin size four times (denoted as “Base ×Rmin
4 ”), or quadruple the maximum

bin size (denoted as “Base ×4Rmax”). We report the results in Tab. 7, which shows the effect of the
bin range on the performance. We use the choice of “Base ×4Rmax” for Quijote and CAMELS, and
“Base ×Rmin

4 ” for CAMELS-SAM in the main text Tab. 2.
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Table 6: 2PCF Binning Ablation for Point Cloud Cosmological Parameter Regression (R2± 1std):
(i) The Effect of Scales and Number of Bins

R2 ↑ Bin Choice Quijote

scale bins Ωm σ8

2PCF

log 25 0.84 ±0.004 0.84 ±0.004
linear 25 0.83 ±0.004 0.74 ±0.006
log 250 0.83 ±0.004 0.84 ±0.004

linear 250 0.83 ±0.004 0.83 ±0.004

Table 7: 2PCF Binning Ablation for Point Cloud Cosmological Parameter Regression (R2± 1std):
(ii) The Effect of Bin Range

R2 ↑ Bin Choice Quijote CAMELS-SAM CAMELS

Ωm σ8 Ωm σ8 Ωm σ8

2PCF
Base ×Rmin

4 – – 0.73 ±0.03 0.82 ±0.02 – –
Base 0.84 ±0.004 0.83 ±0.004 0.64 ±0.03 0.74 ±0.03 0.85 ±0.02 0.30 ±0.06

Base ×4Rmax 0.85 ±0.004 0.84 ±0.004 0.65 ±0.04 0.78 ±0.03 0.84 ±0.02 0.30 ±0.06

LLS Ablation We investigate the effect of the cutoff radius in LLS, which are selected using the
validation set to greedily find the 12 best cutoff thresholds given a candidate threshold set, and chosen
separately for each target parameter (Ωm, σ8). We now provide another LLS baseline on a “naive”
set of cutoff features, which are chosen from the candidate set with equi-spaced elements, and applied
to both parameters. As shown in Table 8, this naive choice of cutoff features (first row) yields a
poorer fit from the linear model than the optimized features used in the main paper (second row) and
performs worse than GNNs (third row) in CAMELS-SAM for both parameters and CAMELS for Ωm.

Table 8: The Effect of LLS Features for Cosmological Parameter Regression

R2 ↑ Quijote CAMELS-SAM CAMELS

Ωm σ8 Ωm σ8 Ωm σ8

LLS (naive) 0.83 ±0.004 0.80 ±0.004 0.68 ±0.04 0.73 ±0.03 0.74 ±0.03 0.26 ±0.06
LLS 0.83 ±0.004 0.80 ±0.004 0.77 ±0.03 0.82 ±0.02 0.78 ±0.03 0.28 ±0.06
GNN 0.80 ±0.004 0.77 ±0.005 0.75 ±0.03 0.83 ±0.02 0.78 ±0.03 0.24 ±0.06

GNN Message-Passing Details Our higher-order graphs are minimal examples of combinatorial
complexes, which enables modeling of higher-order relations via the introduction of hierarchies
between higher-order cells (subset of the point cloud with more than two nodes, or higher than
binary relations), while retaining flexibility through allowing set-type relations [64]. By using cells
including galaxies or halos at different distance scales, one is able to effectively abstract information
at diverse scales. Higher-order message-passing thus facilitates modeling long-range information
more efficiently, compared to standard message-passing (between nodes via edges).

The combinatorial complex is a generalization of graphs, defined as (S, χ, rank), where S is a set
(points in the point cloud), χ is a skeleton (set of all cells), and rank(·) maps each cell into its rank in
nonnegative integers (k = 0 . . . n). In our experiments, we use tetrahedral cells constructed from a
3-dimensional Delaunay triangulation to identify edge adjacency structure. We also perform ablation
study using standard graph with node adjacency (edges) only. See Fig. B.1 for an illustration.

From the perspective of combinatorial complex, we can generalize our GNN message-passing scheme
in Equation 2 as follows:

m(l)
z = σ

 n⊗
k=0

⊕
y∈Nk(z)

ψNk,rank(z)(h
(l)
y , Inv(xz,xy))

 . (10)

Here, we employ multiple trainable non-linear functions ψ, for each type of neighborhood and rank
of z. For example, ψne in Equation 2 indicates the function tied to the message-passing from nodes
to edges z ∈ E. Thus, ψNk,rank(z) is a generalized form applied to messages passed from cells with
rank of k to cells with the same rank as z.
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Figure B.1: Illustration of the graphs constructed from one example point cloud in Quijote: (left)
the higher-order graph with tetrahedral cells to identify edge neighbors; (right) the standard graph.

Similar to GNNs, different types of trainable non-linear functions ψ, including attention-based
algorithms, can be utilized. In this study, we modify convolutional push-forward and merge-node
operations for combinatorial complexes introduced in [64, 81, 82]. Briefly, convolutional push-
forward operations generate l-th layer messages K(l)

i→j ∈ RNj×din from rank i-cells to j-cells, as

K
(l)
i→j = GH

(l)
i W , using a neighborhood matrix G ∈ RNj×Ni , feature matrix H(l)

i ∈ RNi×din ,
and trainable matrix W ∈ Rdin×dout . For more flexibility, we generalize the convolution push-
forward operation to mimic multiple aggregation schemes by relaxing the original formula into
K

(l)
i→j = G ∗ (H(l)

i W ), with A ∗B =
⊕

lAklBlm, in Einstein summation convention. The operator⊕
l is a intra-neighborhood, permutation-invariant aggregation function as defined in Equations 2

and 10. Finally, the merge-node operations are simple aggregation of messages K(l)
i→j across different

neighborhoods, or in this case, M (l)
j =

⊗n
i=0K

(l)
i→j . Again,

⊗
denotes the inter-neighborhood

aggregation function.

GNN Training Details For training the GNNs defined in (2), we perform hyper-parameter search
across 100 configurations, including the cutoff radiusRc ∈ [0.01, 0.015, 0.02] controlling the sparsity
of the graph, the types of E(3)-invariant features (Euclidean, Hausdorff, None), the number of GNN
layers L ∈ {1, . . . , 6}, and the GNN hidden dimensions from {32, 64, 128, 256}. We explore
different intra- and inter-aggregation functions (i.e., sum, max, min, and all three combined) and
nonlinear activation functions (tanh or ReLU). For datasets CAMELS-SAM and CAMELS, we limit the
batch size to smaller values ({1, 2, 4, 8}), while for the Quijote we include batch sizes up to 16. We
also search over the learning rate [10−5, 10−3], weight decay [10−7, 10−5], neighborhood dropout
probability [0, 0.2], and the number of epochs for cosine annealing (Tmax ∈ {10, 100}). Each trial
consists of 300 epochs, and we report our test results based on the best validation results. We conduct
100 trials for both CAMELS-SAM and CAMELS, whereas for Quijote, we carry out 25 trials due to
computational limitations.

GNN Ablation We perform an ablation study to see the impact of edge-edge message-passing
defined on the higher-order graphs. We adopt the GNN (w/o edgeMP) model by disabling message-
passing between edges defined on the parent tetrahedron (see Fig. B.1 as a comparison). We observe
marginal differences in the performance metrics mostly within the 1 std, as shown in Tab. 2 and
Fig. B.2. This may arise from multiple factors, including optimization challenges introduced by
increased model complexity, or the possibility that the constructed higher-order graphs do not offer
structural advantages over simpler ones. As a proof of concept, our higher-order graphs operate
on tetrahedral cells identified from the Delaunay triangulation. We note that such tetrahedral cells
are still locally confined, not modeling much larger scales compared to edges in standard graphs.
Incorporating hyper-edges or clusters beyond edges or tetrahedral cells may further improve the
performance on cosmological parameter prediction as shown recently in [63]. Our code base4 allows
exploration to even higher-orders involving a large number of galaxies and halos, at diverse scales.

4https://github.com/Byeol-Haneul/CosmoTopo/tree/benchmark
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In future work, we aim to improve the construction of combinatorial complexes adapted to these
cosmological point clouds for better performance.
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Figure B.2: Cosmological parameter predictions using (a) GNN on higher-order graphs (with both
node and edge message-passing); (b) GNN (without edge message-passing), for test sets in Quijote
(top), CAMELS-SAM (middle), and CAMELS (bottom), respectively.

Discussion of Results Our results reported in Tab. 2 (with further details in Fig. B.2) show that ML
baselines are comparable to 2PCF baseline for Quijote and CAMELS, while being strictly better for
CAMELS-SAM. A promising next step for a more comprehensive evaluation is to test these baselines
on observational data which include experimental noise.

Predicting Additional Parameters. For our baseline tasks, we focus on the two cosmological
parameters Ωm, σ8 due to their significance in astrophysics (they are among the least well-constrained
cosmological parameters from the observational data), as well as the feasibility of predicting them
from the positions of halos and galaxies (other parameters such as Ωb, ns, h are more difficult
to measure from positions alone and typically require information such as the cosmic microwave
background or supernovae). Nonetheless, we are interested to see how well ML can predict additional
parameters and bridge the gap to real-world inference problems. A shown in Tab. 9, these baselines
perform significantly worse on predicting Ωb, ns, h compared to Ωm, σ8, as expected.

Table 9: Cosmological Parameter Regression using Quijote: Ωb, ns, and h.
R2 ↑ Ωb ns h

2PCF 0.29±0.009 0.23±0.009 0.21±0.008
LLS 0.19±0.008 0.21±0.009 0.20±0.008
GNN 0.07±0.006 0.08±0.008 0.14±0.009
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B.2 Predicting Velocities from Positions

Linear Theory Computation Following the discussion Sec. 4.2, the linearized continuity equation
implies that

∇ · v(x) = −aHf δ(x), (11)

where a is the scale factor, H = ȧ/a is the Hubble parameter, f is the linear growth rate (which is a
function of the cosmological parameters). Furthermore, in linear theory, the overdensity of halos (or
galaxies) δh is related to the overdensity of matter δ via linear rescaling by a constant b, such that
δh = b δ. (11) can thus be written in Fourier space, yielding the velocity in Fourier space v(k), as

v(k) = −iaHf
b

k

k2
δh(k), (12)

where k is the Fourier conjugate of the position x, k ≡ |k| is the magnitude of k, and δh(k) is
the Fourier transform of the halo overdensity. Since the linear velocity field is irrotational (its curl
is zero), its Fourier components align with k. The quantity aHf/b is the proportionality constant
discussed in the main text. We refer the reader to [65] for further information on cosmological linear
theory or to [14] where this is used to predict velocities from the observed distribution of galaxies.

While Equation (3) provides an integral solution in position space (i.e. x space), the Fourier exposition
of Equation (12) provides a practical, commonly used, way to infer the velocity field from the density
field. We first compute δh(x) by computing the halo density on a grid of size Ng (effectively by
counting the number of halos in each cell, and interpolating using a triangular-shaped cloud scheme).
We then Fourier transform to obtain δh(k). The value of k on each Fourier grid point is given as
2π/L(i, j, k), where i, j, k ∈ {0, 1, ...Ng − 1}. We choose the value of Ng that gives the best R2

on the velocity prediction for the validation set, considering values between Ng = 10 and 90 in
increments of 10. Up to the proportionality constant, we evaluate v(k) and then Fourier transform
back to obtain v(x). All these computations were performed using the Pylians package5.

The proportionality constant, aHf/b, depends on the cosmological parameters and varies from
point cloud to point cloud. Thus, for our “linear theory oracle” result, we fit for this proportionality
constant (as well as for Ng) on each point cloud while minimizing the R2 on the v(x) prediction.
This gives the upper limit of what can be achieved with linear theory and a perfect knowledge of the
cosmological parameters (which could be achieved from a different cosmological dataset, such as the
cosmic microwave background [65]), thus serving as an oracle to establish a baseline for the other
predictions. On the one hand, the oracle knows extra information about the cosmological parameters,
potentially boosting the velocity prediction accuracy, while on the other hand, it relies on linear
theory which is known to break down on small scales and thus produce inaccurate results.

LLS Ablation We find the results of LLS depends crucially on using the ensembles of features
(inverse of powers of pairwise distances for all power less or equal to P ). In Tab. 10 we run LLS with
a single choice of power order p at a time (where K = 10). We see that the performance of LLS on a
single power order is not superior to GNN.

Table 10: The Effect of LLS Features for Velocity Prediction on Quijote
Model LLS (P=1) LLS (P=2) LLS (P=3) LLS (P=4) LLS (1≤P≤4) GNN

R2 ↑ 0.408 0.404 0.385 0.000 0.435 0.410

GNN Training Details We use hidden dimension size d = 64 and perform hyper-parameter search
over the number of message-passing layers L ∈ [4, 5, 6]. All training is done using Adam optimizer
with batch size 1 (gradient update per cloud), learning rate 0.001, and a maximum of 300 epochs. We
report the test set performance on the best model selected based on the validation set performance.

Discussion of Results and Additional Visualizations To visualize the predicted velocities of
the point clouds, as in Fig. 2, we compute the velocities on a 3D grid, and then project along one
dimension. We use the yt package6. Fig. 2 shows results for Quijote, with the true velocities in the

5https://pylians3.readthedocs.io/
6https://yt-project.org/
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left panel, followed by the linear-theory oracle, LLS, and GNN from left to right. We observe that the
true velocity field contains many complex flow paths, while the linear theory and LLS predictions
tend to predict smoother flows, typically following the large-scale bulk motion. This is expected due
to their linear nature. The GNN also produces smoother predictions than the truth, but it picks up on
some of the more smaller-scale flows. Take Fig. 2 as an example: the GNN predicts a small local
sink towards the lower middle of the panel, while the linear predictions have all flow lines going in
the same direction towards a larger sink.

For further visualization, Fig. B.3 provides a similar plot to Fig. 2, but for two different test set
point-cloud examples from each of the multiscale simulations (Quijote, CAMELS-SAM, and CAMELS).
We additionally report the R2 for the specific point cloud being plotted in the top right corner of
each panel. The trends for the two Quijote examples (first and fourth rows) are similar to Fig. 2,
although it is interesting to note that the fourth row is an example where LLS is better than the GNN.
CAMELS-SAM and CAMELS produce much smoother true velocities in the image, as they are far smaller
scale systems than Quijote, thus the chosen grid resolution traces the velocities more smoothly.
For CAMELS-SAM, the two examples (second and fifth rows) are consistent with the average behavior
reported in Tab. 3, with the GNN performing best, while for CAMELS the linear theory oracle performs
the best. The most accurate performance of the linear theory oracle for CAMELS is a notable result,
as linear theory is known to break down on the small scales probed by CAMELS, but nonetheless,
this implies that a linear relation is sufficient to reasonably predict the velocity (more accurately
so compared to the other methods currently in this benchmark) if one exactly knew the constant
of proportionality, as our oracle does. A future entry to the benchmark could use linear, or even
non-linear, theory without any oracle-like information by performing the non-trivial task of jointly
inferring the density, cosmological parameters, and in turn the velocity via Bayesian hierarchical
modeling (see e.g. [66, 67, 83, 84] for works in this direction).
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Figure B.3: True (left column) vs predicted (right three columns) velocity fields for two random
example point clouds from each simulation suite (e.g., two examples from Quijote are shown in the
top row and the fourth row). The velocities are projected and interpolated onto a 2D grid using the yt
package. Each arrow indicates the direction and magnitude of the velocity at that position. The R2

for each example is shown in the top right corner of each panel.
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B.3 Predicting Velocities from Redshift Positions

Redshift Data Details In cosmology, the redshift position vector s ∈ R3 is obtained by displacing
the real-space position x ∈ R3 along the line of sight proportional by the object’s peculiar velocity,

s = x+
v⊤n̂

aH
n̂, (13)

where a ≡ a(t) is a dimensionless scalar describing the time t, H is the Hubble parameter measuring
the universe expansion rate, and n̂ is the line-of-sight unit vector. For our simulation point clouds
modelling the present-day universe, we have a = 1 and H ≡ H0 = 100h km s−1 Mpc−1. For
simplicity, we align the line of sight direction with the z-axis, namely n̂ = [0, 0, 1]⊤. Thus we arrive
at the redshift position along the z-axis as z̃ = z · (1 + vz

100 ), where the redshift positions along the
x-axis and y-axis remain the same as the real-space positions. Fig. B.4 provides visualizations of the
2D real-space positions (x, z) on the left panel and 2D redshift positions (x, z̃) on the right panel.
We note that the redshift effect is more significant at smaller scales (e.g., CAMELS) than large scale
(e.g., Quijote).

Linear Theory Modification Details Recall in real space, linear theory relates the overdensity
of halos (or galaxies) δh to the overdensity of matter δ linearly, δh = b δ. In redshift space this is
modified by the Kaiser effect [85], such that δh = (b+ fµ2)δ, where f ≈ Ω0.55

m and µ is the cosine
of the angle to the axis of redshift distortion (here the z-axis). This modification essentially stretches
the field to account for the redshift-space distortions. For our linear theory oracle we treat b and f as
free parameters which are fit to the data.

LLS Modification Details For the modified variant of LLS, we scale the z-axis distance by a
shrinkage factor λ, where λ is searched over {0.95, 0.99} for Quijote, and {0.3, 0.4, 0.5, 0.6} for
CAMELS-SAM and CAMELS using the validation set. Note that λ = 1.0 recovers the original LLS
baseline.

Discussion of Results As shown in Tab. 11, all baselines (including their modifications, if applica-
ble) perform similarly in Quijote, with notable worse performance on predicting vz affected by the
redshift line of sight than predicting vx, vy . Applying modifications in linear theory and LLS boosts
their performance in CAMELS-SAM and CAMELS 7. Surprisingly, GNN performs better in CAMELS-SAM
and CAMELS when replacing real-space positions with redshift positions, due to the improvement
along the line-of-sight z-axis. This arises from a simplified learning objective. Recall the redshift
position input is a “noisy” version of the output, given by z̃ = z · (1 + vz

100 ). Therefore the GNN can
learn to solve a simpler denoising task, rather than fitting an arbitrary map from positions (input) to
velocities (output). This is supported by our ablation experiment, where we choose the line-of-sight
direction as the x-axis and train the same GNN model from scratch. We find per-axis R2 in CAMELS
as R2(vx) = 0.5011, R2(vy) = 0.2155, R2(vz) = 0.2215, demonstrating the notable boost along
line-of-sight x-axis compared to the other axes.

Table 11: Velocity Prediction from Redshift Positions. Column header “ALL” denotes overall R2

across the three axes, whereas “vx”, “vy” “vz” denote per-axis R2. Numbers marked with a ∗ denote
that additional “cosmological oracle” information was used.

R2 ↑ Quijote CAMELS-SAM CAMELS

All vx vy vz All vx vy vz All vx vy vz

Linear theory oracle 0.3269∗ 0.3629∗ 0.3629∗ 0.2527∗ 0.1177∗ 0.2401∗ 0.2390∗ -0.1268∗ 0.0615∗ 0.1653∗ 0.1564∗ -0.1467∗

w/ modification 0.3269∗ 0.3628∗ 0.3628∗ 0.2527∗ 0.1621∗ 0.2902∗ 0.2891∗ -0.0938∗ 0.0732∗ 0.1959∗ 0.1840∗ -0.1686∗

LLS 0.3367 0.3914 0.3912 0.2274 0.1172 0.2022 0.2029 -0.0530 0.0801 0.1265 0.1134 0.0029
w/ modification 0.3362 0.3911 0.3910 0.2266 0.2116 0.2518 0.2523 0.1310 0.2185 0.2046 0.1891 0.2604

GNN 0.3500 0.3916 0.3924 0.2643 0.3177 0.3002 0.3042 0.3477 0.3197 0.2280 0.2176 0.5067

7The best shrinkage factor λ for LLS modification is found to be 0.4 for both CAMELS-SAM and CAMELS.
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Figure B.4: Comparison between real-space positions (left panel) and redshift positions (right panel).
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C Additional Merger Tree Experimental Results

C.1 Predicting Cosmological Parameters from Merger Trees

1-Nearest Neighbor predictor In this section we provide further details about the 1-Nearest
Neighbor predictor introduced in Sec. 5.1. We consider for each tree the empirical distribution across
nodes of three features: the concentration c, the maximum velocity vmax, and the scale factor a (a
measure of time). Consider two empirical distributions, P̂A and P̂B of a univariate random variable
X . The Kolmogorov-Smirnov statistic [e.g. 69] is

TX = max
x

|P̂A(X ≤ x)− P̂B(X ≤ x)|. (14)

This statistic only compares univariate distributions and there is no canonical extension to the
multivariate case. In this paper, we define a straightforward discrepancy:

T(c,vmax,a) =
√
T 2
c + T 2

vmax
+ T 2

a . (15)

While this statistics accounts for all variables, it ignores multivariate features, such as correlation
between variables. For example, two distributions with the same marginals will satisfy T = 0, even
though the multivariate distributions may be different, and so, strictly speaking, T is not a distance.

There are many possible variations on this approach, which we leave to future work. First, we can
consider different statistics or distances to compare merger trees, as discussed further in the next
paragraph. Secondly, we can consider more features, including other variables such as the mass
of each halo or the structure of the merger tree. We can also extend the model to k > 1 nearest
neighbors. Finally, we can consider probabilistic models on trees, by viewing each tree as a collection
of independent node partitions and leveraging suitable distributions such as the continuous categorical
distribution proposed in [86].

Distances for Trees We can view a graph neural network as a mapping from the input tree to
a vector representation in the Euclidean space (such Euclidean representations are also known as
embeddings in the graph learning community). From this perspective, another way to define distances
for trees (e.g. merger trees) is to consider the Euclidean distances of their embeddings. Recently,
Böker et al. [87] proved that the Euclidean distance of embeddings from message-passing neural
network (MPNN) is topologically equivalent to the tree distance, a graph distance based on the
fractional isomorphisms, as well as substructure counts via tree homomorphisms. A promising
direction is to leverage these different distances defined on trees (or their embeddings) for predicting
the cosmological parameters.

Discussion of Results and Additional Visualizations As shown in Tab. 5 (left), c and vmax are
the most informative features when inferring Ωm, while a is most informative for σ8. Combining all
nodes features achieves far superior accuracy. To examine the model performance further, we present
scatter plots of the target cosmological parameters (x-axis) and the predicted parameters (y-axis)
from (a) DeepSet and (b) GNN: Fig. C.1 shows the results from using the node feature scale factor a
only, whereas Fig. C.2 shows the results using all features (mass M , concentration c, halo maximum
circular velocity vmax, and scale factor a). We see mild improvements of GNN over DeepSet; both
models are highly predictive of Ωm when using all features. In this work, we make use of the entire
merger tree from CS-Trees to predict cosmological parameters; using a subtree for such prediction
task is an interesting direction for future research (e.g. the main branch used for generative modelling
tasks in [88]).
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Figure C.1: Cosmological parameter predictions using trees with node feature a.
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Figure C.2: Cosmological parameter predictions using trees with node features (M, c, vmax, a).

C.2 Reconstructing Fine-Scale Merger Trees

EPS Details We adopt and extend the EPS implementation from [73]8. The original algorithm is
intended to generate many merger trees in parallel for a given set of constraints s = {Ωm, σ8, . . .},
which include cosmological parameters and halo conditions (e.g., the range of root halo mass, the
minimum mass threshold of the leaf halos). For our application in classifying unresolved merger
nodes, each virtual node v ∈ Ṽ in the coarsened tree Tc (see Algorithm 1) defines a specific constraint
set sv, derived from its post-merger node and pre-merger nodes. We collect a list of constraints
s = [sv(1), sv(2), . . .] induced from 20% of virtual nodes across nT = 97 coarsened trees, and
then iterate through each constraint s ∈ s to generate 5 merger trees using the EPS algorithm.
The sequential processing over all constraints, of total size |s| = O(nT |Ṽ |), is currently the main
computational bottleneck. We note that this step could be significantly accelerated by parallelizing
over constraints, which we leave for future work.

GNN Details For the current GNN baseline, we use small-size GNNs with directed message-
passing layers, as we observe that larger GNNs with higher hidden dimensionality overfit the data
(with only 120 training trees). However, such (directed) message-passing GNNs are designed for
generic (directed) graphs. A promising direction is to propose or leverage GNNs designed for directed
trees, to further exploit the sparse connectivity and the directionality of the merger trees and achieve
better accuracy.

Discussion of Results As reported in Tab. 5 (right), the ML approaches perform equivalently or
better than the cosmology baseline (EPS). Moreover, they require considerably less time. Nevertheless,
all baselines considered still have room for improvement. As a first step, we only consider predicting
the unresolved merger node labels (i.e. whether there exists a merger node or not). Another important
future step is to also predict the unresolved merger node features, which would enable enhanced
inference quality from incomplete or coarse-grained merger trees.

8https://github.com/shergreen/SatGen
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