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Abstract

Reconstructing detailed hand avatars plays a crucial role in various applications.
While prior works have focused on capturing high-fidelity hand geometry, they
heavily rely on high-resolution multi-view image inputs and struggle to generalize
on low-resolution images. Multi-view image super-resolution methods have been
proposed to enforce 3D view consistency. These methods, however, are limited
to static objects/scenes with fixed resolutions and are not applicable to articulated
deformable hands. In this paper, we propose SRHand (Super-Resolution Hand), the
method for reconstructing detailed 3D geometry as well as textured images of hands
from low-resolution images. SRHand leverages the advantages of implicit image
representation with explicit hand meshes. Specifically, we introduce a geometric-
aware implicit image function (GIIF) that learns detailed hand prior by upsampling
the coarse input images. By jointly optimizing the implicit image function and
explicit 3D hand shapes, our method preserves multi-view and pose consistency
among upsampled hand images, and achieves fine-detailed 3D reconstruction
(wrinkles, nails). In experiments using the InterHand2.6M and Goliath datasets,
our method significantly outperforms state-of-the-art image upsampling methods
adapted to hand datasets, and 3D hand reconstruction methods, quantitatively
and qualitatively. Project page: https://yunminjin2.github.io/projects/
srhand.
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Figure 1: From low-resolution multi-view RGB images, SRHand reconstructs highly detailed
animatable hand avatars by super-resolving both images and 3D geometry.

1 Introduction
Human avatars play a crucial role in immersive human-computer interaction within virtual and
augmented reality (VR/AR) environments. To provide realistic user experiences, it is essential to
reconstruct the full body with high fidelity, both in geometry and appearance [1, 14, 22]. Among
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these, hands are particularly challenging due to their fine-grained geometry, frequent occlusions, and
high articulations. In typical full-body capture systems, the hand occupies less than 1.5% of captured
images, making high-fidelity hand reconstruction from low-resolution (LR) regions a difficult task as
illustrated in Fig. 1. In a multi-view setup, the resolution of the captured hand region varies with
human poses and camera positions, making the reconstruction problem even more challenging.

While there are various studies [10, 39, 28, 27] on the hand domain, achieving expressive hand avatars
is an important task for realistic human representation. S2Hand [7] and AMVUR [18] reconstruct on
the MANO model, and they suffer from blurry textures caused by the low resolution of their hand
meshes. This issue is tackled by increasing mesh vertex resolution for clearer textures and more
accurate geometry. MANO-HD [5], HARP [20], UHM [39], and XHand [10] improve their hand
model with surface subdivision, enabling to capture fine geometric details. However, they are heavily
reliant on the high resolution input images from various viewpoints. LR images, shown in Fig. 1,
lead to a substantial loss of details in 3D reconstruction.

Increasing the resolution of LR hand images has not been studied as a mainstream, up to our
knowledge. Super-resolution (SR) of generic images instead has been extensively explored [49,
48, 11, 23], which aim to recover high-frequency details from LR inputs. However, hallucinated
textures and multi-view inconsistencies when applied to individual images stem from being used for
multi-view 3D reconstruction. Several works [26, 47, 57, 55, 9] have tackled SR from LR multi-view
images enforcing 3D view consistency using NeRF [36] and GS [21], but they are limited to static
objects, fixed SR scales, non-respective on 3D shapes, and not appliable to dynamic articulated targets
like hands. Note variation of hand poses in frames makes the problem more challenging.

To address these limitations, we propose SRHand, a novel framework for super-resolving hand
avatars in both 2D images and 3D shapes from limited-resolution multi-view/pose images. We
tightly integrate an image super-resolution module and a 3D hand reconstruction module for high-
fidelity avatar modeling. Considering the variation of captured hand region resolution, we propose
a Geometric-aware Implicit Image Function (GIIF), which super-resolves hand images to arbitrary
scales, while being conditioned on surface normals. Leveraging geometric-structured representation
from explicit mesh-based reconstruction, we optimize the SR module ensuring consistency across
varying view and pose images. This joint formulation removes blurred, overbounded shapes, and
flickering artifacts and maintains accurate 3D structure across poses and viewpoints. We validate
SRHand on real-world datasets, demonstrating significant improvements in appearance and geometry
quality compared to existing SR methods adapted to hand images and 3D hand reconstruction
baselines. The framework enables reconstructing hand avatars with wrinkles, nails, and subtle shape
variations, even from low-resolution image inputs, which is essential for realistic, interactive VR/AR
applications.

In summary, our main contributions are as follows:

• We introduce SRHand, a novel framework that super-resolves both 2D images and 3D shapes
by integrating implicit image representations with explicit 3D meshes from LR images.

• We propose a geometric-aware implicit image function (GIIF), that conditions implicit
neural representations on normal maps from a template model while leveraging adversarial
learning to enhance texture fidelity.

• We jointly fine-tune the hand SR module with the 3D reconstruction process to enforce
multi-view/pose consistency.

2 Related Work

3D Avatar Reconstruction. Human avatar reconstruction has been widely explored using various
representations, including implicit fields such as neural radiance fields (NeRF) [36, 17, 53, 5],
Gaussian Splatting (GS) [25, 16, 38, 44], and explicit meshes [56, 50, 52, 18, 24, 39, 8]. While NeRF
and GS approaches excel in producing photo-realistic renderings, they often require dense viewpoints
and struggle to represent accurate geometry. In contrast, mesh-based methods explicitly represent
geometric structures but are highly dependent on 3D resolution for optimal representation.

Previous studies have achieved expressive hand [3, 20, 24, 39, 8, 10] avatars using explicit mesh-based
methods. Specifically, several works [20, 24, 39, 8, 43, 3] have been proposed to represent hand
appearance based on UV texture map rendering. UV texture rendering provides higher texture details,
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even with low vertex resolutions. I2UV-HandNet [3] focuses on reconstructing a high-resolution
UV-map hand mesh without texture from a single image. However, these approaches fall short of
representing fine-grained 3D geometric details. In contrast, vertex color-based representations have
been studied in [7, 18, 10]. Due to the fixed resolution constraint, S2Hand [7] and AMVUR [18] suffer
from blurry textures caused by the low resolution of their hand mesh (778 vertices). Several works
have been explored to upsample hand meshes. OHTA [62] utilizes MANO-HD (12,337 vertices)
from HandAvatar [5], and URHand [8] relies on a mesh model proposed in UHM [39] (15,930
vertices). Following XHand [10], our mesh representation comprises over 49,000 vertices and 98,000
faces, enabling the capture of fine geometric details. In this way, our mesh representation narrows
the performance gap with UV-based texture rendering methods while surpassing geometric-level
details representation. However, XHand still falls short in capturing detailed geometric shapes on
hand meshes since it does not consider whether the visual appearance is caused by texture colors
or geometric shapes. Our mesh representations better model finer details by learning the geometric
appearance and the texture color appearance. All aforementioned methods remain highly sensitive to
input image resolution. LR images lead to degraded texture fidelity and loss of fine geometric detail,
limiting performance.

Image Super Resolution. Super-resolution (SR) of generic images has been extensively studied.
Since SR is a kind of generative method, there exists a distribution of possible SR results from
LR images. While many research [49, 48, 11, 23, 2] have been proposed, we employ implicit
neural representation methods as those methods are spatially adaptive to the 3D surface and capable
of controlling image resolution per need while achieving plausible results. Local Implicit Image
Function (LIIF) [6], which is the most representative work in 2D space, proposes to represent images
in the continuous space, allowing it to generate arbitrary-resolution images. This approach eliminates
the need for retraining when scaling to arbitrary magnification factors (e.g., ×4, ×12.8), offering a
unified solution for diverse super-resolution tasks. Building on implicit image functions, LIIF-GAN
[19] introduces adversarial learning to enhance sharper textures and more realistic details. We enhance
the fidelity of hand neural representations by leveraging normal maps derived from the MANO [45]
template, while preserving realistic textures and fine-grained details through adversarial learning.

Multi-view Super Resolution with 3D Consistency. Previous works [31, 33, 34, 55, 32, 54, 58, 4,
46] propose to leverage generative 2D image prior using denoising diffusion [15] to reconstruct 3D
objects from single or multi-view images. Especially in [55, 58, 32] multi-view consistency problems
are addressed using confidence obtained from 3D space. Recent works [26, 55, 57, 9] have attempted
to integrate image super-resolution techniques with NeRF for 3D view consistency. DiSR-NeRF [26]
exploits a pre-trained diffusion model to reconstruct details that are missing in a low-resolution NeRF
(LR NeRF) optimization. DiSR-NeRF is dependent on prompt guidance, otherwise the reconstructed
details deviate from the ground truth. Yoon et al. [55] refines SR images by aggregating features from
the SR module, NeRF representation, and uncertainty estimates of NeRF. While effective, this method
relies on several pre-trained components which limit its adaptability. SuperNeRF [57] generates
high-frequency details from LR NeRF consistency by searching the latent space of ESRGAN [49]
for view-consistent solutions. Yet, enforcing multi-view consistency in the LR domain does not
guarantee that obtained high-frequency details remain consistent across views. SRGS [9] utilizes
the Gaussian splatting (GS) [21] method, which is known to be effective for rendering static scenes.
However, GS are well known to fit will in static scenes and likely lose geometric details.

The aforementioned works have attempted to preserve multi-view consistency between super-resolved
images for static scenes. None of these approaches has effectively tackled the challenge of preserving
consistencies for dynamic, deformable objects, i.e. pose as well as view consistency. They are mainly
for rendering novel view images, not offering explit 3D shapes. Besides, the required number of
images dramatically increases for reconstructing animatable avatars, increasing computational costs
and complexities. Our method overcomes these limitations by fine-tuning the SR module, enforcing
multi-view and pose consistency while enhancing the fidelity of fine details in both images and 3D
shapes, making our approach suitable for dynamic hand avatars.

3 Methods
We propose SRHand, a method for reconstructing a detailed hand avatar in both 2D and 3D represen-
tation. Fig. 2 shows the overall framework of SRHand. Sec. 3.1 explains the SR module which is a
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Figure 2: (a) Given LR images, we reconstruct high-resolution images using GIIF. Using these images,
we reconstruct detailed 3D shapes while jointly optimizing the GIIF through adaptive fine-tuning
from 3D shapes. (b) shows the architecture of GIIF. (c) represents the adaptive fine-tuning process.

geometric-aware implicit image function, Sec. 3.2 describes learning explicit hand representation,
and Sec. 3.3 gives the details of 3D shape learning with adaptive fine tuning of the SR module.

3.1 Learning Implicit Image Function

Preliminary. The implicit image function interprets images as coordinate-based neural functions,
enabling resolution-agnostic inference [6]. Its image function gets sampled encoded features using
pixel coordinates x, and cell shape features c to realize the query position of the overall shape cells.
The implicit function is formulated as:

LIIF (Ilr) = fθ(z, [x, c]), where z = Eφ(Ilr) (1)
where Eφ represents a low-resolution image encoder parameterized with φ, and c = [ch, cw] contains
two values specifying the height and width of a query pixel.

Geometric-aware Implicit Image Function. Shown in Fig. 2 bottom left, focusing on hand image
SR, we propose a geometric-aware implicit image function (GIIF) that leverages surface normal
guidance to recover high-frequency texture details via continuous image representations. Inspired by
SuperNeRF-GAN [61], which integrates geometric priors for enhanced SR, GIIF utilizes a normal
map derived from the MANO [45] template hand model. These normal maps provide structural
priors for hand articulation, enabling robust reconstruction of fine-grained geometric details. Normal
embedded features are then concatenated with LR image features, which are represented continuously
through linear layers parameterized with θ with pixel coordinates queries.

Given a LR hand image Ilr, GIIF G extracts hierarchical features using a Residual Dense Network
(RDN) encoder Eφ (parameterized by φ) [60]. In parallel, the normal map N extracted from the
MANO [45] is encoded via a stacked hourglass encoder Eψ (parameterized by ψ) [42] which is
known effective for multi-scale feature extraction. The fused feature ffused is obtained through:

ffused = Eφ(Ilr).⊕ Eψ(N) (2)
where ⊕ denotes channel-wise concatenation. Following LIIF [6], continuous coordinate queries x
are mapped to RGB values via linear layers Fθ (parameterized by θ):

Isr = G(Ilr, N) = Fθ (ffused, [x, c]) (3)

To enhance photorealism and sharper details, we adopt adversarial training loss LGAN with a
discriminator D. The GIIF training loss functions are:

Ltotal = λ1L1 + λLPIPSLLPIPS + λGANLGAN (4)
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3.2 Learning Detailed Explicit Shapes

Preliminary. XHand [10] has achieved expressive hand avatar reconstruction from 2D high-
resolution images. XHand subdivides MANO [45] mesh (M̄) 3 times, denoted as M̄′, increasing the
resolution of the mesh. This approach enables the explicit shape to capture finer detailed geometric
shapes. With subdivided hand meshes, XHand optimizes Linear Blend Skinning (LBS) weights
W , delta values D to calculate vertex displacements, and albedo colors ρ from feature embedding
modules Φ{W,D,ρ} from given input hand joints J . XHand is formulated as:

Îπi = R(πi|M, J) = Φρ(J) · SH(Y,N ′),whereM = Ω(M̄′ +ΦD(J),ΦW (J), θ, β) (5)

where θ and β denote the pose and shape parameters for template mesh Ω, respectively. πi is the
camera parameter on i-th viewpoint, ρ denotes albedo, SH denotes spherical harmonics function
with Y as coefficients, and N ′ is the normals rendered from posed meshM.

Enhancing Geometric Details on the Explicit Shape. We adopt a high-resolution mesh rep-
resentation that enables fine-grained geometric modeling of the hand surface. Our delta feature
embedding module Φρ incorporates the predicted color to disentangle geometric deformations from
texture-driven appearance. To facilitate, we add the mean texture loss function to the training loss
functions. Acquiring mean textures removes the appearance caused by texture color and encourages
the model to learn geometric appearances. Our 3D representation is formulated as:

Mfine = Ω(M̄′ +ΦD(J,Φρ(J)),ΦW (J), θ, β) (6)

3.3 Overall Pipeline.

Algorithm 1 Psuedocode of SRHand fine-tuning.

Require: Dataset of Ilr, J and N , pre-trained GIIF Gψ,φ,θ
and discriminatorD, 3D reconstruction networks Φ involv-
ing subdivided template meshM′, T total epochs, Tfine
total fine-tuning epochs, tfine interval steps for fine-tuning

Ensure: Personalized ΦW,D,ρ and G
1: I0sr ← G(Ilr, N) ▷ Initially upscale Ilr images
2: for t = 0 to T − 1 do
3: {Ît,Mt

fine} ← ΦW,D,ρ(J)

4: Compute L3D(Î
t,Mt

fine, I
t
sr) (Eq. 7)

5: Gradient step to update ΦW,D,ρ
6: if t mod tfine = 0 then ▷ Fine-tuning stage
7: for i = 0 to Tfine − 1 do
8: Iisr ← L(Ilr)

9: Compute Laft(Iisr, I0sr, Ît,Mt
fine)(Eq. 10)

10: Gradient step to update Lθ
11: end for
12: It+1

sr ← L(Ilr) ▷ Update the SR image
13: else
14: It+1

sr ← Itsr ▷ If not, maintain Itsr
15: end if
16: end for

Shown in Fig. 2, we first train
GIIF to learn the implicit image pri-
ors of hand appearances through di-
verse hand subjects. After train-
ing GIIF, we get highly detailed im-
ages from given low-detailed im-
ages. However, similar to prior
works [54, 57, 55, 26], GIIF itself
does not guarantee 3D consistencies.
To preserve 3D consistencies, we
propose to fine-tune the SR model
with 3D reconstructed models.

Adaptive Fine-tuning. Guo et al.
[12] mathematically analyzed fine-
tuning generative diffusion models
with guided self-generated images
to achieve global optima. We adap-
tively fine-tune GIIF with a recon-
structed 3D shape trained on im-
ages generated by GIIF itself. As
the 3D reconstruction model inher-
its consistencies across multi-view /
pose diversities, iterative fine-tuning
GIIF shifts its distribution to the consistency maintained space. We show the pseudo code of our
SRHand fine-tuning in Alg. 1 and the loss functions are introduced in Sec. 3.4.2.

3.4 Training Objectives

3.4.1 3D Geometric Loss.

Our loss function for learning 3D geometry includes a photometric loss Lrgb to minimize rendering
errors via inverse rendering and a regression loss Lreg for hand geometry. Lrgb consists of L1 and
perceptual loss between rendered image Î and SR image Isr. Lreg consists of part-aware Laplacian
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smoothing LpLap and edge regression loss Ledge used in [10]. LpLap is
∑
i ϕpLapA applied to both

albedo ρ and displacements D, where ϕplap is part-level weights and A is Laplace matrix. Ledge is∑
i,j ∥êij − eij∥22, where eij is euclidean length between adjacent vertices Vi and Vj in the refining

meshMfine, and êij is the corresponding edge length in the initially subdivided mesh M̄′.

Mean Texture Loss and Total Loss. To enhance details for geometric appearance, we apply the
mean texture loss function Lmt utilizing the perceptual loss to capture fine details. L3D is defined as:

L3D = Lrgb + Lreg + λmt LLPIPS(R(π|Φ̄tρ), Itsr)︸ ︷︷ ︸
Lmt

(7)

where Φ̄tρ represents the mean texture of albedo colors.

3.4.2 Adaptive Fine-tuning Loss.

Our adaptive fine-tuning loss function consists with three parts; the consistency loss Lcons, frequency
maintenance loss Lwave, and discriminator loss Ldisc.

Consistency Loss. The consistency loss aims to minimize the variation of the vertex queries
Q ∈ RN×3 between multi-view and multi-pose images Isr. We first calculate the mean µt and
variance ρt of the given each queries from multi-view images at sequence t. After earning µt, ρt for
all Q, we create an unconfidence map U t(Q). Pose consistencies are indicated as subtraction of µt
with previous step µt−1 and multi-view consistencies are presented as ρt variances. Having U t(Q)
as (µt − µt−1) + ρv , we formulate Lcons as:

Lcons = L1((R(Mfine) · U t(Q), Isr · U t(Q)) (8)

Frequency Maintenance Loss. Applying Lcons leads to the mean texture value losing high-
frequency details. To maintain total high-frequency details, we adopt Lwave as:

Lwave = L1(ϕ̃(I
t
sr), ϕ̃(I

0
sr))) + L1(

∑
ϕ̂(Itsr),

∑
ϕ̂(I0sr)) (9)

where ϕ̃ and ϕ̂ denote discrete wavelet transform functions with low-pass and high-pass filters.

Discriminator and Total Loss. To improve photometric reality, we propose to use the discriminator
D trained with GIIF. We include the discriminator loss Ldisc to the total adaptive fine-tuning loss
function Laft, which is described as follows:

Laft = Lcons + Lwave + Ldisc where Ldisc = log(1−D(Itsr)) (10)

4 Experiments

4.1 Datasets and Experiment Settings

InterHand2.6M [40]. We mainly use the InterHand2.6M [40] dataset for our super-resolution and
3D reconstruction experiments. The dataset presents diverse views of cameras with a single hand and

Table 1: Quantitative comparisons between compared methods using InterHand2.6M [40] and Goliath
[35] dataset. PSNR / LPIPS (SR) shows the PSNR and LPIPS performance of the super-resolution
modules. Mark "Incon." stands for inconsistency and "ftd." stands for the fine-tuned model. The top
three results are highlighted in red, orange, and yellow, respectively.

SR
Module

3D Recon.
Methods

InterHand2.6M [40] Goliath [35]

PSNR / LPIPS (SR) PSNR LPIPS P2P (mm) Incon. PSNR / LPIPS (SR) PSNR LPIPS P2P (mm) Incon.

Bicubic Ours 22.23 / 0.2645 26.44 0.0895 4.01 0.0131 19.17 / 0.3244 22.52 0.1377 5.80 0.0128

LIIF [6] XHand [10] 27.47 / 0.1063 27.36 0.0691 4.32 0.0151 24.87 / 0.1459 23.64 0.0984 3.34 0.0146
Ours 27.11 0.0755 3.39 0.0151 22.87 0.1123 4.12 0.0140

GIIF
(w/o ftd.)

UHM [39] 22.33 0.1522 72.55 - 23.85 0.1319 24.29 -
XHand 27.71 0.0507 3.43 0.0067 22.76 0.1118 3.70 0.0084
Ours

29.96 / 0.0305
29.17 0.0404 3.09 0.0058

27.91 / 0.0497
23.50 0.0783 3.49 0.0070

GIIF
(w/ ftd.)

XHand 30.03 / 0.0303 28.75 0.0443 3.45 0.0052 28.07 / 0.0495 21.95 0.1139 3.60 0.0082
Ours 30.06 / 0.0302 29.88 0.0362 2.16 0.0050 28.09 / 0.0495 24.31 0.0813 3.50 0.0069
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Figure 3: Qualitative results of 3D reconstructions. Given low-resolution (low-detailed) images,
SRHand reconstructs high-resolution personalized hand meshes.

two hands of different identities. For SR experiments, we divide train and validation data based on
capture subjects to guarantee robustness across subjects in the "train" split. For 3D reconstruction
experiments, we used Capture0 and Capture1 in the "test" split following prior works [5, 41, 13, 10].
We reconstruct 3D hands with 20 views and 20 frames and evaluate with the remaining frames.

Goliath [35]. Goliath [35] dataset has similar experiment settings with InterHand2.6M [40], how-
ever, it presents scanned mesh and high-resolution images. However, as it only presents only 4
subjects, which is insufficient for training the SR module, we used the SR module trained on Inter-
Hand2.6M. More details on preprocessing the Goliath dataset are presented in the supplementary.

Metrics. For the quantitative comparisons of different appearance models, we use a set of metrics
that are often applied to assess the fidelity and quality of rendered images. We mainly use the learned
perceptual image patch similarity (LPIPS) [59], the structural similarity metric (SSIM) [51], and the
peak signal-to-noise ratio (PSNR) for comparison metrics. We also present Point-to-Point (P2P) of
reconstructed meshes against the ground truth meshes. Since InterHand2.6M [40] does not provide
scanned meshes, we trained XHand [10] on 50 frames from 50 viewpoints using high-resolution
ground truth images. The obtained meshes serve as our pseudo ground truth for P2P evaluation.

4.2 Compared Methods

We conduct experiments in three parts to investigate the efficiency of our proposed framework: (1)
3D Reconstruction from SR Images, (2) 3D Consistency Considered Super-Resolution, and (3) Hand
Image Super-Resolution.

3D Reconstruction from SR Images. Our method leverages 3D appearances for both 3D represen-
tation and SR module fine-tuning. As shown in Tab. 1, we evaluate 3D reconstruction performance
and fine-tuned SR model across different alternative methods including UHM [39]. For both In-
terHand2.6M [40] and Goliath [35] datasets, 3D reconstruction results are reported in terms of
PSNR, LPIPS for visual appearance, and point-to-point (P2P) distance for geometric shapes. The
inconsistency is quantified using aggregated variations across reconstructed vertices.

Fig. 3 and Tab. 1 show the experimental results on the InterHand2.6M [40] and Goliath [35] datasets.
Our hand mesh better represents hand shapes than the compared methods. Specifically, UHM
[39] fails to represent hand shapes and textures, losing details and including background artifacts.
Simply attaching GIIF and XHand [10] results in overbounded shapes due to inconsistencies of hand
shape and details in the SR images. Furthermore, the results demonstrate that fine-tuning the SR
module enhances its 3D reconstruction performance compared to its original state. This improvement
highlights the effectiveness of adaptive fine-tuning in enforcing consistency for more accurate 3D
reconstruction while improving photometric quality, as shown by the PSNR/LPIPS (SR) metric. In
conclusion, SRHand achieves the best overall performance, outperforming all tested configurations.
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Table 2: Quantitative comparisons among 3D consistency considered SR methods. (×) denotes an
upscaling factor. Bold and underline denote top two scores.

Upscale factor Methods PSNR LPIPS SSIM

×4
NeRF-SR [47] 28.83 0.1410 0.8638
DiSR-NeRF [26] 28.82 0.1303 0.8736
SRGS [9] 32.74 0.0731 0.9335
SRHand 29.06 0.0475 0.9016

×8 SRGS 29.22 0.1520 0.8739
SRHand 28.86 0.0487 0.9007

×16 SRGS 27.18 0.3872 0.7899
SRHand 27.52 0.0566 0.8858

G
ro

u
n

d
 T

ru
th

N
eR

F
-S

R
 [

4
7
]

D
iS

R
-N

eR
F

 [
2
6

]
S

R
H

an
d

(O
u

rs
)

S
R

G
S

 [
9

]

Figure 4: Qualitative results. Red circles show background artifacts in GT data. All baselines are
compared with upscaling factor 4.

3D Consistency Considered Super-Resolution. We compare SRHand with NeRF-SR [47], DiSR-
NeRF [26] and SRGS [9] for 3D consistency considered super-resolution. Prior works are restricted
to reconstructing static objects rather than human avatars, thus we train our method with only a
single pose assuming it as a static scene with multi-view images for fair comparison. In addition,
prior works are also restricted to × 4 scale upsampling, we present our results with × 4 and × 16
upscaling results. SuperNeRF [57] and Yoon et al. [55] are omitted due to the unavailability of source
codes and lack of implementation details. However, note DiSR-NeRF shows better performance than
SuperNeRF, as reported in [26].

Ground Truth Low Resolution

(Bicubic)

SwinIR [30]Real-

ESRGAN [48]
LIIF [6] LIIF ∗ IDM ∗ [11] GIIF (Ours)

Geometric-aware

Figure 5: Qualitative comparisons among SR modules. Original IDM results are in the supplementary.
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Table 3: Quantitative comparisons of SR modules on InterHand2.6M [40].

(a) Experiments are performed with ×16 upscaling.
(∗ denotes the model has been modified with normal
map conditioning.)

Methods PSNR ↑ LPIPS ↓

Real-ESRGAN [48] 22.39 0.2287
SwinIR [30] 25.51 0.1552
LIIF [6] 25.76 0.1848
IDM [11] 14.58 0.3603

Geometric-
aware

LIIF∗ 29.85 0.0996
IDM∗ 21.49 0.0970
GIIF 31.60 0.0637

(b) Results in (PSNR / LPIPS) of continuous scale
trained on × 16 factor. GIIF achieves best perfor-
mance in all scaling factors.

Methods Upscaling factor

×8 ×21.3 ×32

LIIF [6] 28.62/0.1319 23.91/0.2071 21.46/0.2693

IDM [11] 25.46/0.1215 21.28/0.1796 19.02/0.2426

LIIF∗ 30.20/0.0812 29.17/0.0855 28.55/0.0885

IDM∗ 22.68/0.0696 22.71/0.0780 22.87/0.0878

GIIF 32.70/0.0533 31.53/ 0.0606 30.01/0.0640

Tab. 2 shows quantitative results compared with NeRF-SR [47], DiSR-NeRF [26] and SRGS [9]
trained on 40 view images. SRHand supports arbitrary-scale super-resolution and outperforms prior
methods, even at a 16 times upscaling factor. Fig. 4 shows the qualitative results and illustrates that
our method captures fine hand features compared to prior works. NeRF-SR and DiSR-NeRF still
suffer from blurriness and appear overly synthetic. Considering that GT data and previous works
often include background colors on the hand, our method eliminates these artifacts. Despite having
differences from GT data, our approach still achieves superior performance.

Hand Image Super-Resolution. We compare GIIF with existing image super-resolution models
[48, 30, 6, 11]. We retrained all the baselines to the hand image datasets and extend LIIF [6] to
geometric-aware LIIF (denoted as LIIF∗) and IDM [11] to geometric-aware IDM (denoted as IDM∗)
for a fair comparison. Tab. 3a shows the quantitative comparisons and Fig. 5 shows the qualitative
results. GIIF significantly achieves better results with more realistic hands with detailed appearances.
Comparing LIIF with LIIF∗ and IDM and IDM∗, we observe that the normal conditioning substantially
improves rendering quality, enabling part-aware generation. Furthermore, the discriminator refines
photometric details and realism. Tab. 3b shows that our method achieves the highest performance at
arbitrary upscaling factors, showing robustness across in-distribution and out-of-distribution scales.

Table 4: Ablation study of geometric enhancements and adaptive fine-tuning loss functions.

(a) Ablation study on 3D hand reconstruction meth-
ods using two identities.

PSNR LPIPS SSIM

Identity 1 XHand [10] 27.77 0.0423 0.8977

Ours 28.92 0.0353 0.9089

Identity 2 XHand 28.72 0.0338 0.9125

Ours 29.42 0.0303 0.9189

(b) Ablation study on the adaptive fine-tuning loss func-
tions.

Lcons Lwave Ldisc PSNR (SR) PSNR LPIPS P2P (mm)

29.96 29.17 0.0404 3.09
✓ 23.94 23.39 0.0864 3.72
✓ ✓ 29.93 28.97 0.0410 2.41
✓ ✓ ✓ 30.06 29.88 0.0362 2.16

4.3 Ablation Studies

Geometric Enhancements. We conduct an ablation study to compare our enhanced mesh repre-
sentation with the baseline XHand [10]. As shown in Tab. 4a and Fig. 6c, our representation better
captures fine details while consistently achieving higher performance across all metrics in different
identities.

Effectiveness of Adaptive Fine-tuning Loss. We show the ablation study of adaptive fine-tuning
loss. Tab. 4b and Fig. 6a represent that mesh distance error and texture inconsistencies decrease
when adaptive fine-tuning is applied.
• Consistency Loss. We evaluate the impact of various loss components during fine-tuning, shown
in Fig. 6b, and Tab. 4b. Applying the consistency loss (Lcons) degrades the performance leading
overall hand textures to a mean value. However, regarding Fig. 6, consistencies are well maintained
presenting the mean texture.
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Table 5: Quantitative results of showing the effectiveness of GT parameters.

MPJPE (mm) Super-Resolution 3D Reconstruction

PSNR LPIPS PSNR LPIPS

Non-using GT Param. 9.54 30.11 0.0306 27.18 0.0635
Using GT Param. - 30.06 0.0302 29.88 0.0362

• Frequency Maintenance Loss. The wavelet loss (Lwave) plays a vital role in preserving multi-scale
details in the upsampling and reconstruction process. As shown in Tab. 4b and Fig. 6b, its inclusion
alongside the consistency loss significantly enhances visual quality by maintaining high-frequency
components. This demonstrates that the frequency maintenance loss is effective for maintaining
structural details and fine textures.
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(b) Ablation Study for Adaptive Fine-tuning Loss

ℒ𝑐𝑜𝑛𝑠 ℒ𝑐𝑜𝑛𝑠 +ℒ𝑤𝑎𝑣𝑒 ℒ𝑐𝑜𝑛𝑠 +ℒ𝑤𝑎𝑣𝑒 +ℒ𝑑𝑖𝑠𝑐

(c) Geometric Enhancement

XHand [10] Ours

-   2

-   0

-   1

Variance

Texture InconsistencyMesh Distance Error

Brightness +50%, Contrast -30%

Figure 6: Visualization of ablations studies: (a)
Inconsistencies and mesh distance error. Mark
"aft." stands for adaptive fine-tuning. (b) Laft
loss function. To better highlight the difference,
we adjust brightness and contrast. (c) Enhancing
geometric details.

• Discriminator Loss. Adding the discriminator
loss (Ldisc) further refines the output by pro-
moting photometric consistency and realism.
When integrated with Lcons and Lwave, Ldisc
improves both quantitative and qualitative met-
rics. This adversarial component enhances the
generation of realistic textures, as shown in Tab.
4b and Fig. 6b.

Non-using GT parameters. Although using
ground-truth (GT) template parameters is a
widely adopted strategy in 3D hand and body
avatar reconstruction [5, 20, 29, 10, 62, 37], and
our method follows the same strategy, we addi-
tionally provide results where noise is added to
the GT parameters. Tab. 5 shows that MANO
parameter errors do not have a critical effect on
super-resolution performance, while they affect
the quality of 3D hand reconstruction.

5 Conclusions

In this paper, we present SRHand that inte-
grates view/pose-aware implicit neural repre-
sentations with explicit 3D mesh reconstruc-
tion for high-fidelity hand avatar modeling. Our
approach leverages a geometric-aware implicit
image function (GIIF) to super-resolve low-
detailed hand images in arbitrary scale while
maintaining 3D view/pose consistency through
jointly fine-tuning the SR module and 3D recon-
struction. Extensive quantitative and qualitative results using InterHand2.6M [40] and Goliath [35]
datasets demonstrate that our method efficiently captures fine details in both 2D images and 3D
shapes of hands, and outperforms the baseline methods. We anticipate that our approach can be
applied to a wider scope of avatar creation, providing users with a realistic experience in virtual
environments and accurate 3D human reconstruction.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
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Justification: Please refer to abstract and introduction section.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: It will be discussed in supplemental material.
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
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will be specifically instructed to not penalize honesty concerning limitations.
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• The answer NA means that the paper does not include theoretical results.
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referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please refer to the experiment section.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Justification: We will publicly open code on Git Hub.
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public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please refer to the experiment section, and additional experiments will be
presented on supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: It will be presented in supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: It will be discussed in supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please refer to the conclusion section.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have referenced all used assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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