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Abstract

This study examines student preferences for human versus algorithmic recommendations in college

applications. Conducted across 14 public high schools in Greece, the experiment reveals that students

exhibit aversion to algorithmic recommendations when the recommendation basis is more objective but

not when it is most subjective. We find that student perceptions of the recommender’s intent strongly

drive this aversion, consistently across scenarios and statistical approaches; perceptions of alignment

with personal goals, ability, and comprehension also play significant roles. The results further re-

veal substantial heterogeneity in recommendation adoption rates across several dimensions, including

gender, academic performance, adherence to the norm of “prestige chasing,” and school urbanicity.

Free-text student responses suggest that students seek guidance and information about alternative

study options from human counselors but turn to algorithms for recommendations based on grades

and admissions chances. Using an optimization approach, we demonstrate how a planner can navigate

the heterogeneity in recommendation adoption rates and optimally prioritize the assignment of hu-

man versus algorithmic recommenders, under varying social preferences and limited capacity of human

counselors. We find that a targeting policy relying on few readily available student and school features

can approximate the first-best, personalized targeting policy effectively. These insights underscore the

importance of understanding student preferences in designing effective and equitable recommendation

systems, and highlight the potential of hybrid approaches that integrate human guidance with algo-

rithmic tools.
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1 Introduction

The integration of revolutionary AI (Artificial Intelligence) technology in education—ranging from per-

sonalized learning to curriculum development to college admissions (Claybourn, 2023)—has sparked a

wave of ambitious initiatives, driven by the belief in its transformative potential (Spector, 2024). Policy-

makers around the world are increasingly recognizing this potential and are actively working to support

the adoption and integration of educational technology solutions; see, e.g., the report by the Connecticut

Commission for Educational Technology (2024). As Saavedraez and Molina (2024) at the World Bank

note, AI is “probably the most significant transformation in education since the printing press.”

Despite significant investments in AI for education, adoption is often slowed by low trust and famil-

iarity with AI, along with concerns regarding its impact on effectiveness and equity (Varsik and Vosberg,

2024). Countries like the US and Greece—where our study is based—are actively exploring how best to

integrate AI into schools. In the US, most states remain cautious in offering AI guidance at the school and

district levels (Dusseault and Lee, 2023), and AI’s role in high-stakes decisions like grading and admissions

remains minimal due to fairness concerns (Force, 2024). Greece has launched a national initiative to bring

AI tools into classrooms (AlfaVita, 2024) including curriculum changes and pilot programs (Kathimerini,

2023, 2024). However, student familiarity with AI is high: over 70% of middle and high school students

report using large language models such as ChatGPT for schoolwork (Sidoti et al., 2025; Zhu et al., 2024),

and algorithm-driven platforms are deeply embedded in adolescent culture (Kang and Lou, 2022; Tsitsika

et al., 2014). The ultimate challenge lies not in the ability to create advanced tools—AI’s boundless ca-

pabilities are well-established—but in integrating them into practice in ways that resonate with students

and educators, ensuring their effectiveness and successful adoption.

Recommendation algorithms, for example, hold immense potential to improve educational decision-

making by guiding students through complex choices, such as college applications (Gedrimiene et al.,

2023). Research has documented that lack of awareness about available options and biases in beliefs about

admission chances can lead students to suboptimal decisions (Arteaga et al., 2022; Bobba and Frisancho,

2022; Larroucau et al., 2024). Thus, AI-driven recommendations can aid decision-making by leveraging

massive amounts of data and computational power to process complex information. Furthermore, AI has

the potential to help students at scale, democratizing access to the costly expertise of human counselors.

This is particularly valuable in typically resource-constrained environments such as public education

systems.

However, the effectiveness of such AI-based recommendations may be limited if students resist their

use. Indeed, algorithm aversion, the phenomenon where individuals are reluctant to adopt advice from

algorithms, even when these algorithms consistently outperform human judgment (Dietvorst et al., 2015),

has been observed across several domains, such as medical decision-making (Lin et al., 2021; Longoni

et al., 2019) and consumer preferences (Vodrahalli et al., 2022). Nevertheless, this phenomenon has yet to

be explored in the context of educational decision-making, particularly in high-stakes college admissions.

This paper studies how students respond to AI-based algorithmic recommendations versus those

from human counselors in the college application process. We conducted a lab-in-the-field, survey-based

experiment across 14 public high schools in Greece. Similarly to 40% of countries worldwide (Neilson,

2024), Greece has a centralized system for higher education, utilizing a standardized national exam and a

centralized college admissions process. The experiment compared the adoption rates of identical recom-
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mendations provided by algorithms and human counselors across scenarios that varied in the objectivity

of the recommendation basis. We define an objective recommendation basis as one grounded in quan-

tifiable and measurable facts with minimal ambiguity, whereas a subjective recommendation basis may

reflect personal opinion (Castelo et al., 2019). We examined three hypothetical, third-person scenarios.

In particular, the scenarios test the prestige of a program against students’ personal interests (Heart sce-

nario), geographic location (Geography scenario), and admissions chances (Pragmatism scenario). These

scenarios reflect varying degrees of objectivity of their recommendation basis, with Heart having the most

subjective and Pragmatism having the most objective.

Our results reveal significant student aversion to algorithmic recommendations compared to those

from human counselors when the recommendation basis is more objective. We observe the largest and

statistically significant adoption rate gap of 4.7 percentage points in the most objective scenario (Pragma-

tism). However, when recommendations are based on the most subjective criterion (Heart), algorithmic

recommenders perform similarly to human counselors. Our analysis confirms this general pattern across

multiple dimensions, including gender, prior-year academic performance, adherence to the norm of “pres-

tige chasing”, school locale, grade level, intention to participate in the national exams, and track choice.

Recommendation adoption rates exhibit substantial heterogeneity by various student and school char-

acteristics. Regarding gender, an interesting reversal occurs as the objectivity of the recommendation

basis increases. While female students adopt recommendations at a lower rate than male students in more

subjective scenarios (Heart and Geography), the pattern flips in the most objective scenario (Pragmatism).

Here, female students show larger adoption rates than male students, with an 11.0 percentage-point differ-

ence for human counselors and a 12.2 percentage-point difference for algorithmic recommenders between

the descriptive adoption rates of female and male students. Consistent with our main result, both female

and male students show the greatest algorithm aversion in the most objective scenario (Pragmatism), but

male students exhibit greater aversion than female students, although the difference is not statistically

significant. Overall, although not statistically precise, algorithm aversion persists across all scenarios for

male students. The pattern is different for female students. Specifically, in the most subjective scenario

(Heart), female students marginally prefer algorithmic recommenders over human counselors, whereas

male students continue to exhibit weakly significant algorithm aversion.

Prior academic performance, school urbanicity, and compliance to the social norm of “prestige-

chasing” are further associated with heterogeneity in adoption rates. With respect to prior academic

performance, as reflected in the students’ prior-year GPA, we find a mismatch in the preferences of high-

and low-achieving students. High-achieving students show no preference in the most objective scenario

(Pragmatism). In contrast, low-achieving students significantly prefer human counselors in pragmatic

decision-making, with a significant 8.0 percentage-point gap. High-achieving students, on the other hand,

are more likely to prefer human recommendations in Geography, with a significant 6.9 percentage-point

adoption rate gap. With respect to school locale, we find that rural participants are more sensitive to

the source of recommendations in the objective scenario (Pragmatism), significantly favoring human over

algorithmic recommendations with a 9.3 percentage-point gap. In contrast, urban participants show no

significant preference between recommendation types in any scenario. Moreover, we measure compliance

to the norm of “prestige-chasing” by the students’ intention to pursue the most prestigious academic

programs they can gain admission to, regardless of their personal preferences. On average, students

self-report low norm compliance, but the variance in responses is high. Our results show that higher
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norm compliance scores are associated with higher aversion to algorithmic recommenders in the two more

objective scenarios (Geography and Pragmatism).

To better understand how to overcome these adoption barriers, we further investigate the mechanisms

behind students’ aversion to algorithmic recommendations. Specifically, we examine four mediators that

may explain why students resist algorithmic recommendations. These mediators include perceived intent

(whether the recommender is perceived as acting in the persona’s best interest), ability (confidence in

the recommender’s competence in providing helpful recommendations), comprehension (clarity of the

recommendation basis’s reasoning), and alignment (how well the recommender’s suggestion aligns with

the persona’s study preferences).

Our results reveal that all four mediators influence recommendation adoption across different sce-

narios in varying degrees. Most notably, intent significantly mediates students’ aversion to algorithmic

recommendations, consistently across all scenarios and statistical tests performed. Its effect remains sig-

nificant when we control for the other mediators across all scenarios. In the most objective scenario

(Pragmatism) that also has the highest observed algorithmic aversion, alignment is found to be a statis-

tically significant mediator, while its explanatory contribution is the largest when we control for other

mediators. Combining multiple mediators increases explanatory power, suggesting they capture over-

lapping dimensions of decision-making.

To get insights on the reasons behind students’ algorithm aversion that structured responses on

adoption mechanisms alone may not fully reveaal, we further collected and analyzed free-text responses.

Using a transformer-based natural language inference model, we classified students’ text responses. We

find that students perceive human counselors as more helpful than algorithmic recommenders (a score

of 0.78 for human counselors vs. 0.67 for algorithmic recommenders on helpfulness). For example, a

participant in our study noted in an open-ended question: “I would not trust an algorithm for such

an important decision [college applications].” Our findings indicate that students seek guidance and

exploration of program options from human counselors but interestingly turn to algorithmic recommenders

for decision support based on grades and admissions probabilities, despite their observed aversion to

algorithms.

In a policy application, we use our insights to optimally allocate human counselors versus algorithms

to students. While our experiment showed that human counselors are generally preferred over algorithms,

they are costly and scarce, particularly in resource-constrained public schools. Moreover, the heterogene-

ity in adoption rates of algorithmic versus human recommendations among different student subgroups

presents an opportunity for optimized targeting. In our policy application, we adopt a social planner’s

perspective to differentiate which students receive human counselors and which receive algorithmic rec-

ommendations, with the goal of improving the overall recommendation adoption. We use an optimization

approach to find the first-best (personalized) targeting policy as well as approximation solutions relying

only on a few readily available features. We further take into account that planners may vary in their at-

titudes towards students’ adoption rates; for example, a planner may prefer to allocate human counselors

to students who are most resistant to algorithmic recommendations or to those who are already receptive

to guidance from any source.

We find that prioritizing students with the highest baseline (algorithm) adoption leads to first tar-

geting female students in the Life Sciences track at rural schools, whereas focusing on those with lower

baseline adoption directs resources first to male students in the Exact Sciences track at rural schools. To
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reduce complexity and costs, planners may also consider implementing simpler targeting policies based

on fewer student and school characteristics. We find that a targeting policy using four student and

school characteristics—urbanicity, gender, track, and prior-year GPA—achieves 87.6% of the adoption

gains made by the first-best (personalized) targeting policy. Our policy exercise highlights that targeted

policies can yield significant benefits at manageable complexity, if they rely on the appropriate student

characteristics.

Overall, our paper makes several novel contributions. To the best of our knowledge, this is the

first study to explore algorithm aversion in the educational context, particularly in high-stakes decision-

making (Castelo et al., 2019; Dargnies et al., 2024; Sunstein and Gaffe, 2024), among a new popula-

tion—adolescents. Second, our results shed light on various novel mechanisms behind algorithm aversion.

We find that aversion is strongly driven by perceptions of the intent of the recommender, as well as by

alignment in the most objective scenario, followed by ability and comprehension to a lesser, yet significant

degree. Additionally, we identify substantial heterogeneity in aversion based on the subjectivity of the

recommendation basis, student gender, academic performance, norm compliance, and school urbanicity.

Notably, our study is also the first to investigate gender differences in algorithm aversion, emphasizing

the critical role these differences play in recommendation adoption. In a policy application motivated

by the practical challenge planners face in allocating costly resources like career counselors, we apply

our experiment insights to a targeting problem. We take an optimization approach to determine the op-

timal allocation between human counselors and algorithmic recommenders, considering varying planner

priorities. Our policy insights demonstrate how planners can allocate resources more effectively and cost-

efficiently, following a hybrid human-algorithm targeting approach. More broadly, our study contributes

to the effective design of algorithmic systems and highlights the need for incorporating human-like features

in AI systems.

1.1 Literature Review and Hypothesis Development

Algorithm Aversion and Algorithm Appreciation. Resistance to algorithmic systems has been widely

documented across contexts, including medical decision-making (Cadario et al., 2021; Lin et al., 2021;

Longoni et al., 2019), market demand forecasting (Dietvorst et al., 2015), fraud detection (Boatsman et al.,

1997), crime mitigation (Kleinberg et al., 2017), recruitment (Highhouse, 2008), administrative decision-

making in higher education (Xu et al., 2023), and consumer preferences (Vodrahalli et al., 2022; Yeomans

et al., 2019). Newman et al. (2020) and Dargnies et al. (2024) further investigate the cognitive biases

that exacerbate resistance, such as overconfidence in human judgment and the illusion of control. Recent

studies, such as Xu et al. (2023), also explore interventions to mitigate algorithm aversion, including

providing users with explanatory feedback and enabling human oversight of AI systems.

While much research has focused on aversion to algorithms, individuals may demonstrate a preference

for algorithmic recommendations in contexts where algorithms are perceived as objective and consistent

(Vodrahalli et al., 2022). For example, Logg et al. (2019) show that algorithmic appreciation is more

likely in tasks requiring expertise and objectivity.

Trust in AI and Drivers of Recommendation Adoption: Task characteristics significantly influence trust

in AI. A body of work (Castelo et al., 2019; Glikson and Woolley, 2020; Logg et al., 2019; Sunstein

and Gaffe, 2024; Vodrahalli et al., 2022; Yeomans et al., 2019) finds that people are more likely to trust
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AI in objective, quantitative, or repetitive tasks, but favor human input in subjective tasks requiring

intuition or empathy. Conversely, Lee (2018) finds that people perceive algorithms as lacking subjectivity,

making them less likely to trust algorithmic recommendations if they perceive that the scenario requires

a subjective evaluation (Bogert et al., 2021; Longoni and Cian, 2020).

The adoption of recommendations is influenced by various drivers, such as expectations and ex-

pertise, decision autonomy, incentivization, cognitive compatibility, and divergent rationalities (Burton

et al., 2020). Intent plays a critical role, as users are more likely to adopt recommendations if they

perceive the system as prioritizing their benefit over profit or undue influence (Komiak and Benbasat,

2006). Confidence in the algorithm’s competence (ability) is a stronger predictor of recommendation

adoption than confidence in its good faith (Choung et al., 2023; Prahl and Van Swol, 2017; Zerilli et al.,

2022). Comprehension enhances adoption when users understand the rationale behind recommendations.

Transparency, explainability, and control over the recommendation process build trust and enable users to

integrate automated suggestions while maintaining autonomy (Bartmann, 2023; Kizilcec, 2016). Finally,

alignment with users’ initial beliefs fosters adoption, as users tend to accept recommendations closer to

their existing views, providing validation and reinforcing confidence in their judgments (Bonaccio and

Dalal, 2006). However, individuals often prefer to exercise agency and stick to the default choice. When

the default choice is different than the recommendation, and the recommender does not provide sufficient

explanation, there might be a lack of perceived alignment (Shoval et al., 2022).

Operations for Educational Policy and EdTech. Applications of operations research methods to education

policy have gained increasing attention in recent years (see, e.g., Allman et al. 2022; Arteaga et al. 2022;

Bastani et al. 2024; Faenza et al. 2020; Garg et al. 2020; Goulas and Monachou 2024; Goyal et al. 2024;

Keppler et al. 2022; Smilowitz and Keppler 2020). A subset of these works has focused on EdTech,

with studies examining the impact of generative AI on students’ learning (Bastani et al., 2024) and

teachers’ backwards planning (Keppler et al., 2024), optimizing parental engagement (Goyal et al., 2024),

crowdfunding for teachers (Keppler et al., 2022), and technology-based nudges in school choice (Arteaga

et al., 2022). Our work contributes to this growing field by combining experimental methods with an

optimization approach, and to the best of our knowledge, it is the first to explore the use of algorithmic

recommendations in college applications.

Hypothesis Development

The existing literature has largely overlooked the specific contexts of college admissions and educational

technology (EdTech), as well as the unique decision-making characteristics of adolescents. On the one

hand, adolescents may be more inclined to use technology (Gibbons and Poelker, 2020), but they are

also still developing the metacognitive ability to accurately assess the quality of their own knowledge

and make independent decisions (Moses-Payne et al., 2021). Moreover, factors such as gender and other

demographic variables remain underexplored in this area. Motivated by this gap and building upon

the previous literature, we now propose hypotheses regarding the adoption of algorithmic recommenders

versus human counselors in the context of college applications:

Hypothesis 1a Students prefer human counselors over algorithmic recommenders for college application

recommendations.
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Hypothesis 1b Students prefer algorithmic recommenders over human counselors for college application

recommendations.

Given the role of task subjectivity in adoption of recommendations (Castelo et al., 2019), we intend

to test our hypothesis across three scenarios of college application recommendations, each varying in the

objectivity of the recommendation basis. The first two scenarios will require more subjective judgment,

focusing on geographic preferences and personal interests. The third scenario will present a rather objec-

tive recommendation criterion, based on admission chances and grades. Further details on the scenarios

are provided in Section 2.3.

2 Experimental Design

This section outlines the education system in Greece and describes the experiment’s design, treatment

conditions, and implementation procedure.

2.1 The Education System in Greece

The Greek education system provides a highly standardized setting for studying college application be-

havior. It is characterized by universal access to college education and identical infrastructure and funding

across schools (Organisation for Economic Co-operation and Development, 2018). Over 90% of high school

students in Greece attend public schools, with grade 10 marking the beginning of high school. For grades

11 and 12, students select one of four specialization tracks: Economics and Information Technology (IT),

Exact Sciences, Humanities, or Life Sciences. These tracks are universally available in all schools, and

students must finalize their selection before the start of grade 11. Each track requires students to complete

a distinct set of courses to graduate.1 The selected track also determines the set of degree programs to

which students can apply for admission. For example, students in the Humanities track are eligible for

humanities-related degree programs but cannot apply to programs in engineering or health sciences.

College education in Greece is tuition-free, and the admissions process is highly centralized. Nearly

all tertiary students in Greece attend public universities (Eurostat, 2024). At the end of grade 12, students

take externally graded and proctored national exams, which serve as the primary determinant for college

admissions. After the exams, students submit a ranked list of preferred postsecondary programs to the

Ministry of Education. A centralized, computerized system then ranks students nationwide by their exam

scores and sequentially assigns each to their highest-ranked program with available seats, based on the

fixed admission capacities determined annually by the Ministry. Submitting a list of preferences incurs

no financial cost, and students receive only one admission offer, corresponding to their highest-ranked

program for which they qualify. At the end of the process, each department announces its “admission

threshold score,” which reflects the score of the lowest-ranked student admitted that year. These thresh-

olds are shaped by the demand for specific programs, as indicated by students’ top-choice applications

and the available supply of seats. Programs with higher admission threshold scores are typically perceived

as more prestigious.

1While students have the option to remain in their chosen track or switch tracks between the end of grade 11 and the

beginning of grade 12, fewer than 1% make such changes (Goulas et al., 2024).
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2.2 Experimental Setting

The experiment was conducted in 14 public high schools in Greece.2 These schools were selected in

collaboration with a Regional Directorate of Primary and Secondary Education (“RDE”), which oversees

all public schools in the region, serving more than 100,000 students. The selection process aimed to ensure

a representative sample of schools based on location, size, and socioeconomic factors, thereby providing

a diverse and balanced participant pool. All schools included in the study were regular day schools,

excluding special education institutions.

The target population consisted of students in grades 10, 11, and 12. These students are already

familiar with career orientation and university track choices, as Greek high schools play a key role in

guiding students through the college admissions process. Table S1 compares the characteristics of the

sampled schools to the overall population of high schools in Greece. The sampled schools represent a

diverse range of student and school characteristics and align closely with the population across all variables.

Key characteristics such as gender distribution, student age, track choice proportions, STEM application

rates, and university admission scores are broadly similar between the sample and the population. The

proportion of students admitted to higher education institutions is slightly lower in the sampled schools

(53% vs. 57%), but this difference is not statistically significant. Moreover, the sampled schools are

statistically comparable to the population in terms of the share of rural schools and the average annual

income of their locations. Overall, the sampled schools provide a reasonably representative subset of

Greek high schools, with minor differences likely reflecting regional variation in socioeconomic contexts.

2.3 Treatments

The experiment involves two treatment conditions: (1) recommendations for college applications provided

by a human counselor, and (2) recommendations for college applications provided by an algorithmic

recommender. These treatments investigate differences in students’ perceptions and adoption rate based

on the source of the recommendations.

Participants were randomly assigned to one of the two conditions and completed a survey featuring

three hypothetical third-person scenarios involving fictional students making college application decisions.

These scenarios were chosen to address the absence of real-world algorithmic recommenders for college

admissions while mitigating the limitations of hypothetical, self-referential scenarios. Third-person sce-

narios offer less abstraction, greater control over situational details, and reduce the likelihood of eliciting

aspirational rather than actual behavioral responses (Logg and Schlund, 2024).

The scenarios were as follows:

1. Prestige vs. Personal Interests (Heart): The recommendation encouraged the student to

pursue a prestigious program over prioritizing their own personal academic and career interest.

The recommendation discouraged the student from prioritizing their personal academic and career

interests over pursuing a prestigious program.

2. Prestige vs. Geographic Location (Geography): The recommendation encouraged the student

to prioritize a program closer to home over a more prestigious college program in the capital city.

2The study was IRB-approved through an affiliated university and pre-registered in the AEA RCT Registry.
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3. Prestige vs. Admission Chances (Pragmatism): The recommendation encouraged the student

to apply to an attainable program with lower prestige to improve their admission chances.

The experiment aimed to explore how students respond to recommendations from human counselors

versus algorithmic systems. Except for the recommendation source, all scenario details were identical

across treatment conditions. Each scenario featured a female student deciding how to rank specific

degree programs on her application form. Between varying the persona’s gender or not, we chose the

latter to ensure sufficient statistical power and comply with external logistical constraints. Each scenario

included a brief profile describing the student’s national exam performance, personal circumstances, or

preferences to provide context and plausibility, along with her preliminary ranking of degree programs.

The competitiveness of each program was indicated by its prior-year admission cutoff (i.e., the national

exam score of the last admitted student). A recommendation was then presented, along with the criterion

used to generate it. For example, in the first scenario, the recommender prioritized proximity to the

student’s home location. To ensure students had sufficient background knowledge to understand the

scenarios, the bottom half of the first page of the survey—before the scenarios—provided information

about the national exams (Panelladikes) and the college application and admission process.

The recommendation criteria across the three scenarios vary in objectivity. We consider an objective

recommendation basis as one grounded in quantifiable and measurable facts with minimal ambiguity,

whereas a subjective recommendation basis may reflect personal opinion (Castelo et al., 2019).The Heart

scenario has the least objective recommendation basis, as prioritizing a popular field over a student’s

explicitly stated passion may seem subjective, arbitrary, or even unreasonable. Encouraging students to

pursue a popular field with little regard for personal interests is less likely to resonate with many students.

In contrast, the Pragmatism scenario seems the most objective, as basing recommendations on admission

chances is widely perceived as rational, commonsensical, and unambiguous; however, it may also appear

impersonal and lacking empathy. The Geography scenario falls somewhere in between: recommending

studying close to home may be seen as practical due to cost savings but could also appear arbitrary

or at odds with a student’s desire to experience new places. Prior research suggests that algorithmic

aversion is less likely in objective tasks (Vodrahalli et al., 2022; Yeomans et al., 2019), while users often

prefer human advice for tasks requiring subjective judgment (Longoni et al., 2019); Castelo et al. (2019)

reports mixed results. Nevertheless, it remains unclear how the objectivity of the recommendation basis

influences recommendation adoption. The variation across the three scenarios in this study allows us to

explore how students respond to different levels of objectivity in the recommendation criteria.

Moreover, we varied how well the subjective recommendations aligned with students’ personal study

preferences in the first two scenarios. Prior research suggests that users are more likely to adopt algorith-

mic recommendations when they feel personalized (Dietvorst et al., 2018). In the Geography scenario, the

persona expresses no explicit preference for studying near home, whereas in the Heart scenario, the per-

sona is passionate about the field that the recommender discourages. This contrast allowed us to examine

whether acknowledging and validating students’ preferences influences their acceptance of algorithmic

advice.

The survey design included measures for primary outcomes and secondary outcomes (mediators).

The primary outcome was recommendation adoption, measured as a binary variable indicating whether

the participant accepted the recommendation or not. The mediators included trust in intent (whether
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the recommender is perceived as acting in the persona’s best interest), perceived ability (confidence in

the recommender’s competence in providing helpful recommendations), rationale comprehension (clarity

of the recommendation basis’s reasoning), and preference alignment (how well the recommender’s sug-

gestion aligns with the persona’s study preferences). Mediators were measured using agreement scores

on a Likert-type scale ranging from -5 (Completely Disagree) to +5 (Completely Agree). To limit bias,

questions related to mediators appeared before the primary outcome question regarding recommendation

adoption. By comparing responses across the treatment groups, the study identifies systematic differ-

ences in students’ perceptions of human versus algorithmic recommendation systems in a centralized

college admissions context. The full questionnaires can be found in Appendix Section S1.

2.4 Experimental Procedure

Prior to the school visits, parental consent forms were distributed and collected with the assistance of

school administrators, while student assent forms were distributed and collected by the research team on

the day of the survey. On the day of the survey, participating students were randomly assigned to one of

two treatment conditions—evaluating recommendations from either a human counselor or an algorithmic

recommender—through the distribution of shuffled paper-based surveys, ensuring an even allocation across

treatments. During the experiment, participating students remained in their designated classrooms. The

surveys were completed anonymously in approximately 15 minutes, collected by the research team, and

digitized for analysis. The survey design, administration process, and classroom setting ensured that data

collection was consistent across schools and minimally disruptive to regular school activities.

Table 1 provides summary statistics of participant characteristics across the two treatment condi-

tions: human counselors and algorithmic recommenders. Panel A indicates that prior academic perfor-

mance is comparable between groups, with no significant differences observed in GPA or subject scores.

Panel B shows that the majority of participants are female,3 and approximately one-third of participants

are from each grade level. Most participants (over 83%) intend to take the national exams. Track choice

distributions are balanced across conditions. Panel C explores norm compliance, measured by agreement

with the statement, “I will apply to the most competitive programs I have a chance of being admitted

to regardless of my other interests.” The average scores on this scale (ranging from -5 to 5) reflect low

agreement with the statement, indicating low average norm compliance, with no significant differences be-

tween the treatment groups; however, the high standard deviation in the responses (2.8-2.9, almost twice

the mean) indicates great variability in students’ views as a whole. Overall, the two treatment groups

are well-balanced, supporting the validity of comparisons between the human counselor and algorithmic

recommender treatments.

2.5 Identification

We estimate the impact of human versus algorithmic recommendations on the likelihood of recommenda-

tion adoption using the following specification:

P(Adoptionis = 1) = F (α+ βAlgorithmic Recommenderi + γXi + ηs + ϵis) (1)

3Female students are generally more likely to respond to survey requests, a tendency linked to their greater pro-social

behavior (DellaVigna et al., 2013).
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Table 1: Participant Characteristics

Human Counselor Algorithmic Recommender

Panel A: Prior Performance

Mean SD N Mean SD N Diff. p-value

GPA 17.2 1.9 1,052 17.1 2.1 999 -0.090 0.313

Mathematics 13.9 5.4 1,016 14.2 5.1 946 0.377 0.113

Greek Language 15.9 2.9 1,018 15.9 2.8 955 0.007 0.960

Panel B: Participant Characteristics

% N % N Diff. p-value

Gender

Female 62.3 1,064 59.0 1,009 -3.343 0.120

Male 35.3 1,064 38.7 1,009 3.314 0.118

Grade

10 35.9 1,053 35.8 1,001 -0.133 0.950

11 33.1 1,053 36.2 1,001 3.020 0.151

12 31.0 1,053 28.1 1,001 -2.887 0.152

Track

Humanities 28.9 1,042 27.3 993 -1.596 0.424

Life Sciences 20.5 1,042 20.7 993 0.208 0.908

Exact Sciences 24.5 1,042 23.2 993 -1.310 0.488

Economics and IT 26.1 1,042 28.8 993 2.698 0.173

National Exam Participation

Yes 83.7 1,063 83.7 1,011 -0.046 0.978

No 4.6 1,063 3.7 1,011 -0.950 0.277

Undecided 11.7 1,063 12.7 1,011 0.996 0.488

Panel C: Norm Compliance

“I will apply to the most competitive programs I have a chance of being admitted to regardless of my other interests.”

Mean SD N Mean SD N Diff. p-value

Score -1.6 2.8 1,041 -1.5 2.9 981 0.095 0.462

Notes: Panel A presents the moments of students’ prior performance and their differences across treatment conditions.

Grade Point Average (GPA) refers to the overall GPA from the prior year. Prior performance in Mathematics and Greek

Language refers to students’ scores on the final exams from the prior year. Both scores and GPA range from 0 to 20.

Panel B reports participant characteristics for each treatment condition, along with the differences between them. Track

choice for grade 10 students refers to their intended choice, as only grade 11 and grade 12 students are formally assigned to

tracks. National Exam Participation refers to each student’s intention to participate in the national exams for university

admission at the end of grade 12. Panel C reports moments of the norm compliance score. Norm compliance is measured

on a scale from -5 to 5, based on students’ agreement with the statement: “I will apply to the most competitive programs

I have a chance of being admitted to regardless of my other interests.” A total of 1,068 students were assigned to the

Human Counselor treatment condition, while 1,014 students were assigned to the Algorithmic Recommender treatment

condition. N represents the number of non-missing records within each characteristic group.

In this specification, P(Adoptionis = 1) denotes the probability that student i at school s adopts the

recommendation provided. Algorithmic Recommenderi is an indicator variable taking the value 1 for

students assigned to the algorithmic recommender condition. Students assigned to the human counselor
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condition serve as the reference group. β is the parameter of interest and captures the difference in

recommendation adoption rates between algorithmic recommenders and human counselors, holding all

other variables constant; we refer to β̂ as the estimated adoption rate gap. Vector Xi includes student-

level covariates, such as gender, grade level, track choice, intention to take the national exams, and prior

academic performance in GPA and key subjects. To minimize record loss, indicators for missing covariate

information are also included. School fixed effects (ηs) are included in all specifications to address potential

location-level unobserved heterogeneity. Specification (1) is estimated using a linear probability regression

model. For robustness, we report similar estimates using a logistic regression model in the Appendix

(see Table S2). Standard errors are clustered at the school level to account for potential within-school

correlation in responses.

Heterogeneity analyses are conducted by replacing the treatment variableAlgorithmic Recommenderi

in specification (1) with group-specific treatment indicators. These analyses examine differential adop-

tion rate gaps based on gender, prior academic performance, norm compliance levels, and school locale

(urbanicity). For academic performance, students are categorized into tertiles of their prior-year GPA.

Similarly, we investigate heterogeneity by tertiles of norm compliance scores.

With random assignment, simple comparisons of adoption rates can identify the relative effects of

recommendation sources. The main assumption for obtaining causal estimates of β in specification (1) is

that no omitted variables are correlated with both treatment assignment and the adoption outcome. Table

1, which compares student characteristics across the human and algorithmic recommendation treatment

groups, helps assess the validity of this assumption. The results indicate no statistically significant

differences in characteristics such as gender, grade level, GPA, track choice, or intention to take the

national exams. This balance ensures that random assignment successfully eliminates confounding factors,

providing confidence that the treatment assignment is orthogonal to both observed and unobserved student

characteristics.

3 Results

3.1 Main Estimates

Table 2 presents the estimated recommendation adoption rates (i.e., the proportion of students following

recommendation over persona’s original choice) across the three scenarios that differ in the objectivity of

their recommendation criteria. As we move from the most subjective scenario (Heart) to the most objec-

tive one (Pragmatism), we find that the overall recommendation adoption rate increases, regardless of the

recommendation source. Importantly, the adoption rate gap between human counselors and algorithmic

recommenders also increases. Significant differences emerge in the Geography and Pragmatism scenar-

ios, where adoption rates for algorithmic recommendations are lower by 3.0 and 4.7 percentage points,

respectively (β̂ = −0.030, SE=0.016; β̂ = −0.047, SE=0.023). In contrast, the Heart scenario shows no

significant difference between human and algorithmic recommendations (β̂ = −0.008, SE=0.023).

Our results indicate that algorithmic recommendation systems perform comparably to human coun-

selors in subjective scenarios but face greater aversion when recommendations are based on more objective

criteria. Interestingly, these findings partially contrast with prior work, such as Yeomans et al. (2019)

and Vodrahalli et al. (2022), which show that higher task objectivity is associated with lower algorithm
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aversion, as well as Castelo et al. (2019) which reports mixed results on the role of objectivity. However,

these studies have not considered the role of the recommendation basis’ objectivity in algorithm aversion.

Table 2: Estimated Recommendation Adoption Rates

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

Heart 0.315 0.318 -0.003 0.024 -0.008 0.023 2,048

Geography 0.365 0.343 -0.030* 0.016 -0.030* 0.016 2,057

Pragmatism 0.471 0.419 -0.050** 0.022 -0.047** 0.023 2,039

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a

female indicator, grade level indicators, track indicators, an indicator for intending to participate in the

national exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators.

To minimize record loss, indicators for missing values were also included. All specifications include school

fixed effects. Standard errors clustered at the school level are reported. * p < 0.1; ** p < 0.05; *** p < 0.01.

3.2 Heterogeneous Treatment Effects

By Gender. Table 3 examines heterogeneity in recommendation adoption rates by gender. Consistent

with our main result, the adoption rate gap is the highest in the scenario with the most objective rec-

ommendation basis for either gender. We observe aversion to algorithms across all scenarios, with the

exception of female students in the most subjective scenario (Heart), who show a marginal, not statistically

significant preference for algorithmic recommenders over human counselors, with a 0.8 percentage-point

gap (β̂=0.008, SE=0.032). In the two more objective scenarios (Geography and Pragmatism), female

students adopt recommendations from human counselors at a higher rate than algorithms, with a larger

adoption rate gap in the most objective scenario, i.e., we observe a significant 4.9 percentage-point gap

in Pragmatism versus a—not statistically significant—3.0 percentage-point gap in Geography (β̂=-0.049,

SE=0.021; β̂=-0.030, SE=0.030). For male students, the largest adoption rate gap of 6.5 percentage

points is observed in the Pragmatism scenario but it is not statistically significant (β̂=-0.065, SE=0.040).

Given the same recommendation source (algorithmic recommender or human counselor), the mag-

nitude of the adoption rate also differs by gender. For the two more subjective scenarios (Heart and

Geography), female students show consistently lower adoption rate than male students, for both human

counselors and algorithmic recommenders. Specifically, there is a 3.4 percentage-point gap (p = 0.267) in

the descriptive adoption rates of algorithmic recommendations between male and female students in the

Heart scenario; this gap doubles to 8.1 percentage-points (p = 0.008) in the Geography scenario. This

descriptive gender gap in recommendation adoption reverses in Pragmatism, the scenario with the most

objective recommendation basis: female students adopt recommedations from either source at a much

higher rate than male students. The gender gap is 12.2 percentage points (p < 0.001) for algorithmic rec-

ommenders and 11.0 percentage points (p < 0.001) for human counselors. Despite this, in the Pragmatism

scenario, we also observe the highest level of algorithm aversion for female, as mentioned above.4

By Tertile of Prior-year GPA. Table 3 examines heterogeneity in adoption rates by tertiles of prior-year

4Table S4 compares the recommendation adoption rate gap between female and male students.
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Table 3: Estimated Recommendation Adoption Rates, by Gender and by GPA

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Gender

Heart

Female 0.294 0.304 0.005 0.034 0.008 0.032 1,246

Male 0.361 0.338 -0.030 0.022 -0.039* 0.022 747

Geography

Female 0.339 0.314 -0.032 0.032 -0.030 0.030 1,249

Male 0.417 0.395 -0.030 0.030 -0.027 0.028 752

Pragmatism

Female 0.514 0.462 -0.047** 0.020 -0.049** 0.021 1,242

Male 0.404 0.340 -0.065* 0.039 -0.065 0.040 742

By Tertile of Prior-year GPA

Heart

Bottom 0.344 0.368 0.015 0.051 0.008 0.050 674

Middle 0.289 0.298 0.006 0.029 -0.005 0.028 668

Top 0.317 0.280 -0.039 0.028 -0.029 0.028 678

Geography

Bottom 0.424 0.405 -0.027 0.019 -0.022 0.020 683

Middle 0.309 0.312 -0.003 0.036 -0.004 0.037 666

Top 0.369 0.308 -0.067*** 0.022 -0.069*** 0.023 680

Pragmatism

Bottom 0.420 0.336 -0.082** 0.034 -0.080** 0.033 674

Middle 0.494 0.430 -0.064* 0.036 -0.059 0.038 664

Top 0.500 0.492 -0.004 0.036 -0.006 0.037 673

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a

female indicator, grade level indicators, track indicators, an indicator for intending to participate in the

national exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators.

To minimize record loss, indicators for missing values were also included. All specifications include school

fixed effects. Standard errors clustered at the school level are reported. * p < 0.1; ** p < 0.05; *** p < 0.01.

GPA.5 In the Geography scenario, participants in the top GPA tertile adopt algorithmic recommendations

at significantly lower rates compared to human recommendations, with a 6.9 percentage-point gap (β̂=-

0.069, SE=0.023). In the Pragmatism scenario, participants in the bottom GPA tertile exhibit a similar

preference for human recommendations, with a significant 8.0 percentage-point gap (β̂=-0.080, SE=0.033).

No significant differences are observed in the Heart scenario across GPA tertiles. These results indicate a

potential mismatch in the preferences of high- and low-achieving students. High-achieving students are

more likely to prefer human recommendations in scenarios emphasizing geographic considerations, but

show no preference in pragmatic decision-making. In contrast, low-achieving students significantly prefer

5Figure S1 shows the histogram of prior-year student performance across all participants.
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human counselors in pragmatic decision-making.6

By Norm Compliance Levels. Table 4 reports adoption rates by norm compliance tertiles.7 Participants

with high norm compliance scores show a stronger preference for human recommendations in the Ge-

ography scenario, with a significant 8.3 percentage-point gap (β̂=-0.083, SE=0.026). Similarly, in the

Pragmatism scenario, those in the top and middle tertile of norm compliance adopt human recommen-

dations at significantly higher rates (β̂=-0.066, SE=0.030; β̂=-0.063, SE=0.033). These findings suggest

that norm compliance influences how participants perceive the reliability of recommendation sources,

particularly in scenarios where objectivity is central to the recommendation. This result aligns with prior

research showing that algorithmic recommendations are more likely to be adopted when they align with

social norms (Starke et al., 2021).8

By Urbanicity. Table 4 examines differences in adoption rates between rural and urban participants. In

the Pragmatism scenario, rural participants significantly favor human over algorithmic recommendations,

with a 9.3 percentage-point gap (β̂=-0.093, SE=0.042). In contrast, urban participants show no significant

preference between recommendation types in any scenario. These results indicate that rural participants

are more sensitive to the source of recommendations in the objective scenario.9

By Intent to Participate in National Exams. In Table 4, we explore heterogeneity by participants’ intent

to take national exams. Focusing on students who intend to participate, we observe a trend similar to

the main results, that is, algorithm aversion is the largest and statistically significant in the scenario

with the most objective recommendation basis (Pragmatism) with an adoption rate gap of 5.0 percentage

points (β̂=-0.050, SE=0.021). In the Geography scenario, participants not intending to take the exams

exhibit a notably high preference for human recommendations over algorithmic ones, with a significant

12.1 percentage-point difference (β̂=-0.122, SE=0.037).10

Our investigation of heterogeneous algorithm aversion sheds light on the underlying mechanisms.

Concerns about algorithmic bias against personal characteristics, such as gender, study preferences, and

social compliance, may increase aversion to algorithmic recommendations.11 Section 5 leverages this

6Table S5 compares the recommendation adoption rate gap between tertiles of prior-year GPA.
7Figure S2 illustrates the distribution of norm compliance scores across all participants.
8Table S6 compares the recommendation adoption rate gap between tertiles of the norm compliance score.
9Table S7 compares the recommendation adoption rate gap between students in rural and urban schools.

10Table S8 compares the recommendation adoption rate gap between students who intend to participate in the national

exams for university admission and those who do not.
11Tables S9 and S10 present results from additional heterogeneity analyses based on students’ reported intention to use

the recommender and their grade level, respectively. We find that students who would not use an algorithmic recommender

(if available) exhibit a high level of aversion to algorithmic recommendations in the scenario with the most subjective

recommendation basis (Heart). Conversely, students who would use the algorithmic recommender show greater aversion in

the scenario with the most objective recommendation basis (Pragmatism). Moreover, we observe substantial and statistically

significant aversion to algorithmic recommenders among grade 10 students in the Geography scenario and grade 11 students

in the Pragmatism scenario. Grade 10 students exhibit statistically comparable recommendation adoption rates between

human and algorithmic recommenders across all scenarios. In the Pragmatism scenario, the recommendation adoption rate

gap for grade 12 students is sizeable but statistically imprecise. Table S12 reports differential adoption rate gaps by tertile of

prior-year performance, defined as the average reported scores in mathematics and Greek language. The findings align with

the results from the heterogeneity analysis by tertile of prior-year GPA. Table S11 reports differential adoption rate gaps by

student track choice. Table S13 compares the recommendation adoption rate gap between students who intend to use the

depicted recommender and those who do not. Table S14 examines this gap across different grade levels. Table S15 presents
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heterogeneity to propose a framework for policymakers to design effective counseling initiatives.

3.3 Reasons for Resistance to Algorithmic Recommendations

Table 5 presents results from a mediation analysis (Baron and Kenny, 1986),12 examining how four me-

diating channels—perceived intent, ability, comprehension, and alignment—affect the recommendation

adoption rates in the Heart, Geography, and Pragmatism scenarios. These mediators represent key di-

mensions influencing students’ evaluation of recommendations.13

We examine how algorithmic recommender assignment influences recommendation adoption through

identified mediators. We separate the total effect of the algorithmic recommender assignment on recom-

mendation adoption into indirect effects mediated by each of the four channels and the remaining direct

effect. Indirect effect estimates capture the impact of assignment on adoption via each mediator, while

direct effect estimates reflect the unmediated effect of assignment on adoption. For example, if recom-

mendations are assigned either by an algorithm or a human counselor, perceived ability may mediate

adoption—users might be more likely to follow recommendations from the source they deem more knowl-

edgeable. If human counselors are perceived as having greater expertise in understanding users’ needs,

their recommendations may be adopted at higher rates, whereas algorithmic recommendations may face

skepticism. In this case, the indirect effect captures the extent to which assignment influences adoption

through perceived ability, while the direct effect reflects any remaining impact beyond this mechanism.

Perceived recommender intent and ability are statistically significant mediators of the difference in

recommendation adoption rate between human counselors and algorithmic recommenders across all three

scenarios. The indirect effect of perceived intent ranges from -0.017 (Heart scenario) to -0.034 (Geography

and Pragmatism scenarios), leaving small and statistically no significant direct effects of the algorithmic

recommender on recommendation adoption. The indirect effect of perceived ability ranges from -0.030

(Pragmatism scenario) to -0.056 (Heart scenario). The direct effects of the algorithmic recommender on

recommendation adoption are not statistically significant except for the Heart scenario. The positive and

significant effect in the Heart scenario suggests that when students do not perceive algorithms as having

lower ability, they may actually prefer algorithmic recommendations over those from human counselors.

In every case, the magnitude of the indirect effect exceeds the magnitude of the direct effect. These results

suggest that students who reject algorithmic recommendations do so because they are suspicious of the

algorithm’s good will and have little faith in how knowledgeable it is. Put differently, there may be little

intrinsic aversion to algorithmic recommenders beyond these identified mechanisms.

Reported comprehension of the recommender’s rationale is found to be a significant mediator of

the recommendation adoption rate gap between humans and algorithms only in the two most subjective

scenarios of Heart and Geography. Specifically, the estimated indirect effect in the two scenarios is around

1 percentage point, with the direct effect being almost four times larger and statistically significant

the recommendation adoption rate gap by tertile of prior-year performance, measured as the average score in Mathematics

and Greek Language. Table S16 presents the recommendation adoption rate gap by track choice.
12We provide an explainer of Mediation Analysis in Appendix Section S9.
13Table S17 presents the estimated difference in mediator scores between students in the algorithmic recommender and

human counselor conditions. Students in the algorithmic recommender condition have statistically significantly lower scores in

the mediators intent and ability compared to those in the human counselor condition across all scenarios. The corresponding

difference in comprehension is positive and statistically significant only in the Geography scenario, while the difference in the

alignment mediator is negative and statistically significant only in the Pragmatism scenario.
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in the Geography scenario. The estimated direct effect associated with the algorithmic recommender

after accounting for perceived comprehension is not statistically significant in the Heart scenario. In

the Pragmatism scenario, the indirect effect of comprehension is small and statistically not significant,

leaving a large, negative, and significant direct effect on recommendation adoption associated with the

algorithmic recommender. These results suggest that in the Geography and Heart scenarios, where the

recommendation basis is more subjective, the algorithmic recommender is associated with higher reported

comprehension (see Table S17). This suggests that the algorithmic recommender may appear less nuanced

compared to human counselors when it gives recommendations that are not as objective.

Perceived alignment of the recommendation with the personal preferences does not significantly me-

diate the adoption rate gap between human counselors and algorithmic recommenders in the Geography

and Heart scenarios. However, alignment is found to significantly mediate algorithmic aversion in the

Pragmatism scenario. In other words, students who reject the algorithmic recommendation in the Pragma-

tism scenario may do so because they consider it as invalidating of personal preferences. After accounting

for the indirect effect of perceived alignment on recommendation adoption, the algorithmic recommemder

is associated with a negative direct effect of equal magnitude, albeit statistically not significant.

Each mediator captures distinct yet somewhat overlapping dimensions of students’ decision-making

processes. Table S22 reports Cronbach’s alpha coefficients for different combinations of mediators across

the three decision-making scenarios.14 The results show that combining more mediators generally increases

reliability, with the highest alpha values observed when all four mediators are included. Individual

mediator pairs, such as comprehension and alignment, exhibit relatively low reliability, while broader

combinations yield stronger consistency across scenarios. Importantly, none of the pairs yield extremely

high alpha values, underscoring the robustness of the mediators in capturing a wide range of underlying

factors influencing students’ decision-making processes.

We also investigate the collective mediating influence of all four mediators. Table S18 presents the

results of this collective mediation analysis, examining how specific mediators contribute to the observed

adoption rate gap between human counselors and algorithmic recommenders across the three scenarios.15

The results reveal that all four mediators significantly explain part of the effect of the algorithmic recom-

mender, albeit with varying degrees of contribution depending on the scenario. In the Geography scenario,

intent and alignment emerge as the two largest significant mediators, with indirect effects of 0.036 and

0.047 (both p < 0.01), respectively. Similarly, comprehension plays a notable role in the Pragmatism

scenario, with an indirect effect of 0.030 (p < 0.01). Notably, the Heart scenario highlights intent as the

strongest mediator, with an indirect effect of 0.021 (p < 0.01). At the same time, the direct effect of

the algorithmic recommender in magnitude and loses statistical significance when all mediators are in-

cluded, indicating that the algorithmic recommender’s influence operates primarily through the identified

mediators rather than independently.

Overall, our results highlight that all four mediators influence recommendation adoption across dif-

14Cronbach’s alpha is a measure of internal consistency, indicating how well a set of variables in a test or survey measures

a single latent construct. A low Cronbach’s alpha can indicate that the questions in a test measure different aspects of a

topic rather than a single, unified idea, i.e., capture multiple dimensions or perspectives.
15Tables S19-S21 present the mediating effects of different mediator combinations on the impact of the algorithmic recom-

mender on recommendation adoption in each scenario. Each model iteratively excludes one mediator to assess the sensitivity

of the remaining mediator coefficients.
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ferent scenarios, albeit to varying extents. However, consistently across all scenarios and various statistical

tests presented in Table 5 and Appendix Section S4, intent stands out as a key mediator. Its indirect

effect on recommendation adoption is significant across all scenarios (Table 5) and its effect remains sig-

nificant when we control for the other mediators in all scenarios (Appendix Section S4). Focusing on the

scenario with the highest algorithmic aversion (Pragmatism), alignment also proves to be an important

and statistically significant channel, with its effect on recommendation adoption being the largest when

we control for the other mediators.
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Table 4: Estimated Recommendation Adoption Rates, by Norm Compliance Levels, by

School Urbanicity, and by Intention to Participate in National Exams

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Tertile of Norm Compliance Score

Heart

Bottom 0.229 0.241 0.011 0.038 0.005 0.037 630

Middle 0.305 0.296 -0.018 0.039 -0.019 0.039 585

Top 0.403 0.397 -0.015 0.043 -0.015 0.043 788

Geography

Bottom 0.339 0.313 -0.031 0.043 -0.034 0.041 631

Middle 0.315 0.359 0.034 0.030 0.029 0.027 590

Top 0.421 0.340 -0.090*** 0.028 -0.083*** 0.026 788

Pragmatism

Bottom 0.498 0.487 -0.014 0.033 -0.017 0.037 633

Middle 0.487 0.406 -0.073** 0.031 -0.066** 0.030 590

Top 0.439 0.372 -0.064** 0.033 -0.063* 0.033 791

Rural vs. Urban

Heart

Rural 0.322 0.395 0.051 0.056 0.045 0.053 593

Urban 0.313 0.288 -0.024 0.024 -0.024 0.022 1,455

Geography

Rural 0.362 0.367 -0.032 0.038 -0.028 0.043 596

Urban 0.367 0.334 -0.031* 0.017 -0.030* 0.017 1,461

Pragmatism

Rural 0.454 0.350 -0.089** 0.038 -0.093** 0.042 592

Urban 0.479 0.445 -0.032 0.024 -0.033 0.023 1,447

By Intent to Participate in National Exams

Heart

Yes 0.315 0.314 -0.004 0.022 -0.009 0.021 1,719

No/Other 0.316 0.335 0.007 0.058 0.012 0.056 329

Geography

Yes 0.339 0.335 -0.010 0.019 -0.012 0.018 1,722

No/Other 0.494 0.384 -0.125*** 0.035 -0.122*** 0.037 335

Pragmatism

Yes 0.491 0.435 -0.054*** 0.021 -0.050** 0.021 1,710

No/Other 0.372 0.331 -0.038 0.072 -0.041 0.069 329

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a

female indicator, grade level indicators, track indicators, an indicator for intending to participate in the

national exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators.

To minimize record loss, indicators for missing values were also included. All specifications include school

fixed effects. Standard errors clustered at the school level are reported. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 5: Mediation Analysis

Intent Ability Comprehension Alignment

Scenario β̂ SE β̂ SE β̂ SE β̂ SE

Heart

Indirect Effect -0.017*** 0.006 -0.056*** 0.009 0.010** 0.005 0.012 0.009

Direct Effect 0.010 0.020 0.047** 0.024 -0.018 0.022 -0.020 0.016

Mediator Mean 1.217 1.066 1.704 -1.500

Mediator SD 2.851 2.735 2.791 3.190

Geography

Indirect Effect -0.034*** 0.007 -0.038*** 0.014 0.011*** 0.004 -0.001 0.007

Direct Effect 0.004 0.019 0.009 0.020 -0.042** 0.017 -0.029** 0.014

Mediator Mean 1.392 1.328 2.469 0.386

Mediator SD 2.365 2.620 2.378 2.918

Pragmatism

Indirect Effect -0.034*** 0.008 -0.030*** 0.008 -0.002 0.004 -0.024*** 0.007

Direct Effect -0.013 0.020 -0.017 0.023 -0.045** 0.023 -0.024 0.024

Mediator Mean 2.047 1.637 2.290 1.320

Mediator SD 2.387 2.503 2.547 2.845

Notes: Participants rated each mediating channel’s associated statement on a scale ranging from -5 to 5. β̂ is

the estimated effect from a linear probability model. Regression controls include a female indicator, grade level

indicators, track indicators, an indicator for intending to participate in the national exams for university admission,

norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for

missing values were also included. All specifications include school fixed effects. Standard errors clustered at the

school level are reported. * p < 0.1; ** p < 0.05; *** p < 0.01.
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4 Insights from Students’ Free-text Responses

In addition to the quantitative analysis presented in Section 3.3, we conducted a qualitative analysis of

students’ free-text responses to the question, “How could such a counselor [as in the recommendation

source] be more helpful to you?” Students were asked to provide their input with respect to the specific

recommendation source that was assigned to them, that is, either a human counselor or an algorithmic

recommender. The framework provides a structured approach to understanding how students value and

interpret human and algorithmic guidance in their educational decisions.

The responses, originally provided by the students in Greek, were translated into English using DeepL

Translate, with additional manual quality checks performed by the research team. These responses were

then thematically categorized into three key themes: Helpfulness, Purpose, and Recommendation

Basis. Under the topic of Helpfulness, responses were categorized as Helpful, Not Helpful, or Unknown,

based on how students perceived the value of the recommender. The Purpose theme captured students’

intended use of the recommender, distinguishing between Decide for Me (deferring the decision to the

recommender), Direction (seeking guidance), Exploration (considering new options), and Validation (con-

firming intended choices). Finally, the Recommendation Basis theme reflected the factors students

considered important in the recommendation process, such as Career Prospects, Grades and Chances, and

Interests. Select responses and their corresponding classifications are listed in Table 6.

Table 6: Select Text Responses

Topic Text Responses

Helpfulness

Helpful [H] “The counselor would help me with more information.”

Unknown [A] “I have no idea.”

Not Helpful [A] “I wouldn’t trust an algorithm for such an important decision. No matter how much

it improved, I wouldn’t use it.”

Purpose

Decide for Me [H] “To direct me to the school that he thinks suits me based on his experience.”

Direction [H] “To guide me according to my interests and performance.”

Exploration [A] “It could be useful for me to see what suits me and to see what other options I have.”

Validation [A] “It would confirm if the profession I have chosen to study is suitable for me.”

Recommendation Basis

Career Prospects [H] “Telling me which school has the best professors and programs, but also the weight

or value of the school’s degree in finding a job.”

Grades and Chances [A] “Make suggestions for schools that I can get into depending on my grades.”

Interests [H] “Suggest something that fits their character and build on what the student likes.”

Notes: The table lists select student responses for a free-text question, “How could such a counselor [as in the

recommendation source] be more helpful to you?”, and the corresponding classification. [A] and [H] denote the

recommendation sources, where [A] represents the algorithmic recommender and [H] represents the human counselor

for the student response.

We conducted zero-shot classification using a pre-trained large language model to determine the
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classification scores of student responses for each topic-category combination. We employed the DeBERTa-

v3 transformer model, which is pre-trained and fine-tuned for natural language inference, to independently

classify responses and score the topic categories (Sileo, 2024). These scores reflect the probability of the

response belonging to the respective topic-category combination. The approach enabled classification

without the need for additional training or labeled data, ensuring both consistency and adaptability across

our diverse topics. The analysis focused on the text responses of students who, in a prior survey question,

expressed a willingness to receive personalized recommendations from either a human or algorithmic

counselor. The question asked, “I would like to receive personalized recommendations on my college

program choices from a counselor [as in the recommendation source] like the one in the stories,” with

students scoring it on a Likert-type scale from -5 to +5. Only responses from students who scored zero or

above on this question were included. These students are referred to as usage-inclined. Out of the 1,823

text responses, 1,402 (77%) came from usage-inclined students.

Table 7: Text Classification Scores

Topic Human Counselor Algorithmic Recommender Difference

Helpfulness

Helpful 0.78 (0.76-0.80) 0.67 (0.65-0.70) -0.105***

Unknown 0.12 (0.11-0.13) 0.16 (0.14-0.18) 0.040***

Not Helpful 0.01 (0.01-0.01) 0.02 (0.01-0.03) 0.010***

Purpose

Decide for Me 0.15 (0.14-0.17) 0.16 (0.14-0.17) 0.005

Direction 0.34 (0.32-0.36) 0.27 (0.25-0.29) -0.070***

Exploration 0.28 (0.27-0.30) 0.30 (0.28-0.32) 0.014

Validation 0.30 (0.29-0.32) 0.30 (0.28-0.31) -0.006

Recommendation Basis

Career Prospects 0.44 (0.42-0.46) 0.37 (0.35-0.40) -0.064***

Grades and Chances 0.29 (0.28-0.31) 0.33 (0.31-0.35) 0.040***

Interests 0.52 (0.50-0.54) 0.47 (0.44-0.49) -0.053***

Notes: This table shows the mean classification scores (with 95% confidence intervals in parentheses)

of usage-inclined students’ response to the question, “How could such a counselor [as in the recom-

mendation source] be more helpful to you?”, across three topics. Usage-inclined students are those who

scored zero or higher on a Likert-type scale ranging from -5 to +5, indicating their willingness to use

a recommender for college application decisions. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 7 shows the classification scores for student responses across the three topics. Consistent with

the analysis in Section 3, the results indicate that students are more likely to find human counselors

more helpful overall, compared to algorithmic recommenders. They are also more likely to find human

counselors more effective in providing direction for decision-making. In terms of the recommendation

basis, students are slightly more inclined to find algorithmic recommenders helpful for determining grade

requirements and their chances of getting into college programs. However, when the recommendation

requires a more subjective or highly personalized assessment of personal interests or career prospects,
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students considered human counselors more helpful.16 Our results align with findings from a study on

learning analytics tools in Finland, where users valued the ability to explore career options and decision

support but sought further personalization and direction on career paths (Gedrimiene et al., 2023).17 We

also conducted a sentiment analysis, with responses categorized as Positive, Negative, and Neutral. Our

results, illustrated in Table S24, are in line with the primary analysis in Table 7.18

5 Policy Application: Targeted Treatment Assignment

The findings in Section 3.2 highlight that there is significant heterogeneity in adoption rates among differ-

ent student subgroups. In an ideal setting with no cost constraints, a social planner seeking to maximize

recommendation adoption would allocate human counselors and algorithmic recommenders on an indi-

vidual basis, selecting the most effective intervention for each student’s characteristics. However, the

cost and limited availability of human counselors, coupled with varying levels of students’ resistance to

(or preference for) algorithmic recommenders, create an inherent trade-off: Should the available human

counselors be allocated to students who exhibit the greatest aversion to algorithmic recommenders, or

should they be directed toward those more receptive to recommendations, regardless of the source? Ulti-

mately, we show that the optimal allocation critically depends on the planner’s priorities. Since a tailored

approach to this allocation requires collecting potentially costly information about each student, we also

ask: Can targeting policies that rely on coarser, less personalized criteria be sufficiently effective?

In Section 5.1, we begin by estimating the distribution of heterogeneous treatment effects within the

sample. In Section 5.2, we formulate an optimization problem where the objective reflects the planner’s

varying prioritization of adoption rates. In Section 5.3, we identify the first-best targeting policy and

compare it to simple heuristics that rely on small sets of student characteristics, quantifying the resulting

loss. Finally, we examine optimal targeting under different planner priorities.

16We conducted text classification analysis of free-text responses by student characteristics (see Tables S30 to S35).
17Tables S25-S27 report the correlation coefficients between text topic classification scores and our mediators in each

scenario. While the identified text topics are associated with our mediators—particularly in the Pragmatism scenario—Table

S28 indicates that their mediating influence on algorithmic aversion is weak. This suggests that the preference for human

versus algorithmic recommendations may depend more on scenario-specific contextual details than on student-level beliefs.
18For completeness, we also conducted the text classification analysis for the free-text responses of students who, in a prior

survey question, expressed a willingness to not receive recommendations from either a human counselor or an algorithmic

recommender. This comprised 23% (421) of all respondents. The results, presented in Table S29, show no significant

differences across topic categories except for helpful between human counselors and algorithmic recommenders for students

not inclined to use recommenders.
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5.1 Estimating CATEs using a Causal Forest

Figure 1: Heterogeneity in Treatment Effect

Notes: This figure shows the frequency distribution of treatment effect estimates derived from the Causal Forest for the

Pragmatism scenario. Figures S6 and S7 plot the corresponding treatment effect distribution in the Heart and Geography

scenarios, respectively. The spread of the histogram reflects the heterogeneity in treatment effects, indicating variations in

adoption gains when a human counselor is provided compared to an algorithmic recommender. We illustrate the heterogeneity

of CATE across gender in Figure S4, and find that female students tend to experience higher treatment effects on average

compared to male students, but the spread of the effect is higher among male students.

To better understand the heterogeneity in intervention efficacy, we adopt a Causal Forest19 model to

estimate Conditional Average Treatment Effects (CATEs). CATE measures the expected treatment effect

for a specific subgroup of participants with similar features; the Causal Forest model is a machine-

learning method that flexibly estimates these effects by leveraging decision trees to identify patterns of

heterogeneity (Athey and Wager, 2019, 2021). In this context, we define algorithmic recommenders (A) as

the control group and human counselors (H) as the treatment group. Figure 1 illustrates the distribution

of treatment effects across the whole population, indicating the presence of potential heterogeneity in

treatment effects.20 In Figure S3, we assess the relative importance of participant characteristics in

predicting treatment effects and observe significant variation across different characteristics. We find that

GPA and norm compliance have the highest importance scores.

5.2 Setting up the Optimization Problem of Treatment Assignment

The optimization problem aims to assign human counselors or algorithmic recommenders to student sub-

groups to maximize the planner’s objective, subject to the limited number of available human counselors.

The process involves three main steps. First, student subgroups are defined based on relevant features

19Causal Forests, an extension of the Random Forest algorithm, are specifically designed to estimate the causal effect of a

treatment on an outcome variable. Unlike traditional Random Forests, which focus on predictive accuracy, Causal Forests

aim to uncover the heterogeneity in treatment effects by maximizing the difference in treatment effects across various data

splits within the tree structure. This approach allows for the identification of population subgroups within the data where

treatment effects may differ. We provide an explainer in Appendix S10.
20We fit the Causal Forest on the data from the Pragmatism scenario; this scenario aligns with students’ intended use of

algorithmic recommenders (prediction of admission chances based on grades), as shown in the text analysis in Section 4.

Results based on data from the Heart and Geography scenarios are provided in Appendix S7.
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such as gender, GPA, urbanicity, and norm compliance. We test policies that use either finer distinctions

to capture granular differences or coarser groupings to reduce model complexity and information collection

costs. Second, outcomes for these subgroups are estimated using a Causal Forest model (as in Section 5.1),

which predicts treatment effects by leveraging both individual- and group-level characteristics. Third, an

optimization model is used to determine the optimal allocation of human counselors, while the remainder

of the population is assigned to algorithmic recommenders.

Formally, let X denote the collection of all subgroups defined in the first step. For a specific group

x ∈ X , the planner’s objective is given by:

f(x) = A(x)S(x)g(θ̂H(x)) + (1−A(x))S(x)g(θ̂A(x))

= A(x)S(x)
(
g(θ̂H(x))− g(θ̂A(x))

)
+ S(x)g(θ̂A(x)).

A(x) denotes the allocation decision for group x, ranging between 0 and 1, and represents the

proportion of the group allocated to human counselors. S(x) is a weighting function, indicating the

proportion of individuals in the population with features x. The outcomes (recommendation adoption)

are denoted by θ̂H(x) and θ̂A(x), respectively, representing the expected probabilities of adoption for an

individual with features x when assigned to the human counselor(H or Algorithmic recommender (A. For

instance, the group of male students in Exact Sciences at rural schools (comprising S(x) = 3.8% of the

population) have the lowest algorithmic adoption rate (θ̂A = 0.323), and the highest estimated gain in

adoption rate when assigned to human counselors (θ̂H = 0.407, θ̂H − θ̂A = 0.084).

Given the limited capacity of human counselors, the choice of g(p) reflects the planner’s prioritization

of different control subgroups. The planner must decide whether to (i) maximize adoption rate improve-

ments (i.e., they have an equal preference for adoption rate increments at any baseline level of adoption),

or (ii) prioritize adoption rate improvements among individuals with lower baseline adoption rates, or

(iii) prioritize adoption rate improvements among individuals with higher baseline adoption rates. Here,

the baseline adoption rate refers to the likelihood of adoption under assignment to the algorithmic recom-

mender. The planner prioritization preferences align with the framework proposed by Fernández-Loŕıa

and Provost (2022) and are referred to as the planner’s focus on Persuadables, Lost Causes, and Sure

Things respectively. The planner’s preference is formalized using a function g(p), where g(p) determines

the priority assigned based on the baseline adoption probability p. The planner’s preference is reflected

in the sign of the second derivative: (i) ∂2g(p)
∂p2

= 0 implies prioritizing the maximization of adoption rate

(focus on Persuadables), (ii) ∂2g(p)
∂p2

< 0 implies prioritizing individuals with lower baseline adoption (focus

on Lost Causes), and (iii) ∂2g(p)
∂p2

> 0 implies prioritizing individuals with higher baseline adoption (focus

on Sure Things).

Given a capacity constraint C, representing the proportion of students that can be assigned to a

human counselor, the corresponding optimization problem is defined as follows:

max
A(x) ∀x∈X

A(x)S(x)
(
g(θ̂H(x))− g(θ̂A(x))

)
+ S(x)g(θ̂A(x))

s.t.
∑
x

A(x)S(x) ≤ C,

and 0 ≤ A(x) ≤ 1.

(2)
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5.3 Optimized Treatment Assignment

Figure 2: Targeting Policy Performance

Notes: This figure shows the overall adoption rate under different targeting policies as the share of the targeted population

increases in the Pragmatism scenario. Figures S8 and S9 plot the corresponding targeting policy performance in the Heart

and Geography scenarios, respectively. For these results, we assume the planner focuses on Persuadables (i.e., g(p) = p). The

area under each curve (AUC) represents the overall adoption rate when the entire population is targeted. The performance

of a targeting policy is measured by the difference between the AUC under a specific policy and the AUC under a baseline

policy. (In Table 8, we consider either the adversarial policy or the random policy as the baseline.) The first-best targeting

policy prioritizes the allocation of human counselors to individuals with the highest estimated treatment effects, representing

the best possible allocation policy in terms of efficiency. Conversely, the adversarial targeting policy prioritizes the allocation

of human counselors to individuals with the lowest estimated treatment effects, representing the worst possible allocation

policy in terms of efficiency. Both the first-best and adversarial targeting policies involve individual-level targeting based

on estimated individual treatment effects. The random targeting policy allocates human counselors uniformly at random,

independent of the student’s characteristics. The remaining strategies involve subgroup-level targeting, utilizing information

about school locale (urbanicity), student gender, track choice, prior-year Grade Point Average (GPA), and norm compliance.

In this section, we present our optimization results for various classes of targeting policies and planner

priorities. Figure 2 illustrates the performance of targeting policies that use varying combinations of school

and student information to determine the treatment assignment. The recommendation adoption (on the

y-axis) is presented across different capacity constraints (i.e., the proportion of population assigned to

available human counselors). We assume that the planner focuses on Persuadables (i.e., g(p) = p), with

results for other planner priorities shown in Figure S5.

First-best Targeting Policy. Under the first-best targeting policy, the planner would know each individual’s

likelihood of adopting a recommendation under both a human counselor and an algorithmic recommender,
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thus allowing for personalized treatment assignment. The first-best policy minimizes misallocation at the

most granular (individual) level. It assigns human counselors to individuals who experience the highest im-

provement in recommendation adoption from human counselors compared to algorithmic recommenders.

This represents the best outcome achievable by a policymaker who can tailor decisions to each individual

based on their adoption behavior. Other targeting policies can be evaluated against this benchmark to

assess their relative effectiveness.

Table 8: Targeting Policy Performance

Targeting Policy AUC Performance (%)

First-best 0.45830 100.0

Urbanicity, Gender, Track, GPA, Norm Compliance 0.45682 92.3

Urbanicity, Gender, Track, GPA 0.45591 87.6

Urbanicity, Gender, Track 0.45375 76.4

Urbanicity, Gender 0.45031 58.6

Urbanicity 0.45000 57.0

Random 0.44865 50.0

Adversarial 0.43901 0.0

Notes: AUC (Area Under the Curve) represents the overall adoption rate under a counterfactual targeting policy,

such as adversarial or random allocation. Targeting policy performance is calculated as the difference between the

AUC under a specific policy and the adversarial policy relative to the performance of the first-best policy over the

adversarial policy. For these results, we assume that the planner focuses on Persuadables (i.e., g(p) = p). The

first-best targeting policy prioritizes the allocation of human counselors to individuals with the highest estimated

treatment effects, representing the best possible allocation policy. Conversely, the adversarial targeting policy

prioritizes the allocation of human counselors to individuals with the least estimated treatment effects, representing

the worst possible allocation policy. Both the first-best and adversarial targeting policies assume individual-

level targeting based on estimated individual treatment effects. The remaining strategies assume subgroup-level

targeting, using information on school locale (urbanicity), student gender, track choice, prior Grade Point Average

(GPA), and norm compliance.

Adversarial and Random Targeting Policies. We calculate the adoption rate of the first-best policy

relative to the adversarial policy, which prioritizes assigning human counselors to the individuals with

least improvement in adoption. Assigning human counselors at random would generate 50% of the first-

best policy’s adoption rate gains relative to the adversarial policy.

Targeting Policies with Varying Levels of Granularity. Policymakers must balance the potential gains in

adoption from more nuanced targeting strategies against the added complexity and cost. For example,

targeting based solely on urbanicity is more straightforward than using urbanicity, gender, GPA, track

choice, and norm compliance. Similarly, collecting additional information on personality and psychological

measures, such as norm compliance, is costly. We explore how targeting policies using subsets of urbanicity,

gender, track, GPA, and norm compliance perform.

We find that using five school and student characteristics—school locale (urbanicity), student gender,

track choice (e.g., humanities or science), prior-year Grade Point Average (GPA), and a student’s norm

compliance in college applications—produces 92.3% of the adoption rate gains achieved by the first-best

targeting policy relative to the adversarial policy (Table 8). Further, we observe that, relying solely

on data typically found in administrative records—such as school locale (urbanicity), student gender,
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track choice (e.g., humanities or science), and prior-year Grade Point Average (GPA)—still achieves

87.6% of the first-best policy’s adoption gains. We view these gains as satisfactory for a first-round

policy aimed at achieving meaningful impacts with manageable costs. The effectiveness of the targeting

approach influences how many students a planner needs to assign to human counselors in order to achieve

a desired adoption rate. For example, to achieve a 45% adoption rate, targeting with four characteristics

performs nearly as well as first-best (personalized) targeting, requiring only 33% of students assigned to

human counselors, compared to 30% with the first-best targeting policy. In contrast, relying on just two

characteristics is drastically less effective, requiring 54% of students to be assigned to human counselors.

Targeting under Different Planner Priorities. Planner priorities shape resource allocation, with different

objectives driving distinct counselor allocations across demographics. Yet, certain subgroups consistently

emerge as critical, as seen when focusing on Lost Causes versus Persuadables. In Table 9, we illustrate

the differences in targeted subgroups under different planner priorities. For example, with a focus on Sure

Things (g(p) = p2), which places greater emphasis on assigning human counselors to individuals with

higher baseline (algorithmic) adoption, the planner would first allocate counselors to female students in

the Life Sciences track at rural schools. However, if the planner focuses on Lost Causes, i.e., prioritizes

groups with lower baseline adoption using g(p) = p0.5, they would assign human counselors first to male

students in the Exact Sciences track at rural schools. The results for the various planner preference

scenarios, when the prior-year GPA information is included for targeting, are presented in Tables S36,

S37, and S38.21 We present the results for different targeting policies under different planner priorities

in Figure S5. We find similar trends of marginal reduction in adoption gains as we reduce the number of

characteristics used for targeting across all three planner priorities.

21Table S39 presents the results from an alternative approach that uses a decision tree to identify target student subgroups

based on estimated outcomes from a causal forest, incorporating all available school and student attributes to optimize

human counselor assignment. The results are similar to the primary analysis, though the number of characteristics to define

each subgroup varies.
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Table 9: Subgroup Prioritization for Human Counselor Assignment

Order Urbanicity Gender Track Share Adoption Rate

Focus on Persuadables

1 Rural Male Exact Sciences 0.0378 0.4267

2 Urban Male Exact Sciences 0.1307 0.4335

3 Rural Female Life Sciences 0.1691 0.4361

4 Rural Female Humanities 0.2469 0.4413

Focus on Lost Causes

1 Rural Male Exact Sciences 0.0378 0.4267

2 Urban Male Exact Sciences 0.1307 0.4335

3 Rural Female Humanities 0.2085 0.4386

Focus on Sure Things

1 Rural Female Life Sciences 0.0384 0.4261

2 Rural Female Humanities 0.1162 0.4313

3 Urban Male Exact Sciences 0.2091 0.4381

Notes: The table displays the top subgroups that the planner should prioritize for human counselor assignment

across three priority scenarios. The baseline (algorithmic) adoption is 0.4235. In the first scenario (Persuadables),

the planner aims to maximize adoption rate improvements by treating all baseline adoption levels equally in terms

of preference for adoption rate increments (g(p) = p). In the second scenario (Lost Causes), planners prioritize

adoption rate improvements among individuals with lower baseline adoption rates (g(p) = p0.5). In the third

scenario (Sure Things), planners prioritize adoption rate improvements among individuals with higher baseline

adoption rates (g(p) = p2). We assume that the planner has access to information regarding school locale, student

gender, and track choice.

6 Discussion and Implications for Policy and Algorithm Design

Our main results in Section 3 show that human counselors outperform algorithmic recommenders in rec-

ommendation adoption when the criteria are least subjective, even though some student subgroups exhibit

a clear preference for algorithmic recommendations (see Figures 1, S4, S6, and S7). Algorithm aversion is

strongest when the recommendation basis is the most objective (Pragmatism). An objective recommen-

dation is one grounded in quantifiable and measurable facts with minimal ambiguity (Castelo et al., 2019).

Conversely, algorithmic recommenders achieve comparable effectiveness only when the recommendation

basis is the most subjective. This pattern underscores a limitation of algorithms in studies or career

counseling: delivering objective and potentially grounding recommendations may require incorporating

human-like qualities such as empathy, social understanding, ability to accommodate exceptions—qualities

that algorithms are perceived to lack (Lee, 2018).

Our mediation analysis further supports this argument. Perceived intent of the recommendation

source is the most consistent driver of the recommendation adoption gap. As recommendation basis

shifts from being the least to the most objective, the mediating influence of perceived ability on algo-

rithm aversion narrows. At the same time, the mediating influences of intent and alignment increase (see

Table 5). Put differently, increasing the objectivity of the recommendation basis erodes trust in algorith-
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mic recommenders’ intentions and alignment with individual goals compared to human counselors (see

Table S17 and 5). Interestingly, alignment plays a stronger mediating role than intent in the most objec-

tive scenario (Pragmatism) where the recommender optimizes for admissions chances (see Tables S18).

One possible hypothesis for future research is that students fear that the algorithm’s global optimization

objective clashes with their personal goals. While an algorithm may optimize for social welfare (similar

to the planner in Section 5), a human counselor, advising fewer students on a personal level, may offer

recommendations that feel more tailored to individual needs rather than optimizing for the broader col-

lective. Beyond the above findings, we observe statistically not significant direct effects of algorithmic

recommendations on adoption, suggesting that, aside from the identified mechanisms, there may be little

intrinsic aversion to algorithmic recommenders.

An important insight from our analysis is that students’ adoption rates exhibit substantial het-

erogeneity across various characteristics, especially gender, urbanicity, prior academic performance, and

norm compliance. For example, in the most objective scenario (Pragmatism), we find that female students

adopt recommendations at a notably higher rate than male students, but continue to exhibit significant al-

gorithm aversion. Similarly, rural students as well as low-achieving students also show significant aversion

to algorithms. Even though the Pragmatism scenario features an objective recommendation criterion, the

actual recommendation still challenges the norm. This helps explain why students with higher compliance

to the norm of “prestige-chasing” show a stronger preference for human counselors in this scenario.

Overall, these results highlight that mistrust in algorithms is intertwined with social characteristics.

Efforts such as auditing data and algorithms for discrimination, increasing algorithmic transparency,

and addressing misconceptions through educational campaigns can help improve algorithm reliability,

mitigate self-selection biases, and ensure equitable access to algorithmic recommendations for all students.

Furthermore, incorporating human-like attributes, like relatability or compassion, could help deliver norm-

breaking recommendations, as they may reduce the resistance associated with such advice. An open

question for future research is whether algorithmic recommendations should be tailored to a student’s

gender or other characteristics, especially if training data contain inherent biases (Goldfarb and Tucker,

2019).

Another takeaway from our policy exercise in Section 5 is the potential of combining algorithmic

recommenders with human counselors for two main reasons. First, students’ preferences for human

counselors vary across student subgroups (see Sections 3.2 and 5.1). For example, male students in

the Economics track at rural schools tend to resist recommendations irrespective of the source, while

female students in the Exact Sciences track at rural schools have the highest adoption rate of algorithmic

recommendations. Second, algorithmic recommenders are more cost-effective and scalable, making them

a practical solution for broader implementation when human counselor availability is limited. We show

that targeting policies relying solely on data commonly available in administrative records can achieve

satisfactory results with respect to the first-best solution at manageable costs. We acknowledge that such

hybrid targeting approaches could potentially lead to unintended inequities across student subgroups

depending on the planner priorities and availability of human counselors. For example, if the planner had

about 25% capacity of human counselors and cared about maximizing recommendation adoption, then

the optimal allocation shown in Table 9 would be both efficient and balanced in terms of gender.

Our study also creates research opportunities for exploring different experimental design choices. In

our experiment, participants evaluated decision-making scenarios in a third-person context—–a common
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approach in the literature (Sunstein and Gaffe, 2024)—which allowed for more controlled observations

and reduced the likelihood of aspirational responses. However, as theorized by Logg and Schlund (2024),

willingness to follow algorithmic advice may be greater in real judgments than in hypothetical scenarios.

Future research could test whether in real-world, high-stakes decisions, students are more likely to adopt

algorithmic advice.

The findings of this study can extend beyond the specific context of Greece. Approximately 40% of

countries have centralized systems for higher education, similar to Greece (Neilson, 2024). For example,

India, China, Chile, and several European countries utilize national exams and centralized admissions

systems. Further, the widespread use of social media and AI has fostered a generation—including Greek

adolescents, as in our sample—with high technological familiarity and a predilection for algorithmic

systems (AlfaVita, 2024; Kathimerini, 2023, 2024; Tsitsika et al., 2014; Zhu et al., 2024). These factors

may amplify the relevance and adaptability of the study’s insights to other settings.

Finally, our approach of understanding students’ preferences before deploying a recommendation

system can serve as a blueprint for developing effective systems for college applications, education, and

beyond, as several of our insights may extend to other algorithmic applications. High-stakes decision-

making systems, like those used in college admissions, carry several potential risks and must be designed

with the utmost attention to ethical considerations, ensuring fairness, transparency, and accountability.

Specifically, certain subgroups may ignore the recommendations, or the system might not be used as

intended. For example, our text analysis in Section 4 shows that students perceive algorithmic recom-

menders as better suited for assessing admission chances. Since biases in beliefs about admission chances

can lead students to suboptimal decisions (Bobba and Frisancho, 2022; Larroucau et al., 2024), this high-

lights a promising opportunity for algorithms to help guide students towards more informed decisions.

However, misuse or skewed use of such algorithms could exacerbate disparities. For instance, if female

and male students adopt algorithmic recommendations at different rates, as shown in our study, any

improvements from the recommendation system might inadvertently increase gender disparities in the

outcomes. A user-first approach can guide the successful design of AI systems that better align with

students’ needs and resonate with the target audience, prior to real-world implementation.

7 Conclusion

This paper contributes empirical evidence to theoretical discussions in artificial intelligence applications

to education and highlights the critical need for reliable, data-driven behavioral insights. We are the first

to examine algorithmic recommendation adoption among adolescents and the factors driving aversion

to algorithmic recommendations in educational decisions. Our findings suggest that this aversion stems

from concerns about an algorithm’s intent, ability, and alignment with students’ preferences, highlighting

broader challenges in AI explainability and trust. These concerns underscore the need for more human-

aligned recommendation systems and the strategic integration of human oversight. Our experimental

approach provides a generalizable framework for addressing a wide range of questions about leveraging

AI across domains.
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Supplementary Appendix

Students Choose Human Counselors Over Algorithms in College Applications, but

Not Always



S1 Questionnaires

S1.1 Human Counselor

Q1. What is your grade level and class number?

Q2. What is your gender identity? (Mark only one answer.)

□ Female □ Male □ Other □ Prefer to not answer

Q3. What is your track choice, or what track choice are you planning to make? (Mark only one answer.)

□ Humanities □ Life Sciences □ Exact Sciences □ Economics and IT

Q4. Do you intend to participate in the national exams, Panelladikes? (Mark only one answer.)

□ Yes □ No □ I have not decided yet

Q5. What was your final GPA in the previous academic year? /20

Q6. What were your scores in the previous final exams (June 2024)?

• General-track Mathematics/ Algebra:

• Greek Language:

For the questions that follow, imagine the following hypothetical situation.

After the Panelladikes exams, candidates submit an ordered preference list of their preferred college pro-

grams to the Ministry of Education. Every year, the Ministry calculates the score (admission threshold)

that a student needs to have to enter each school. If the student’s grades are good enough to get into

more than one school on their list, they are admitted to the school that is the highest on their list.

The Ministry wants to help high school students choose the right schools for them. Therefore, there will be

career counselors in each school who will provide recommendations to the students. These counselors

have worked with many students and professionals in Greece.

Three high school students, Eleni, Maria, and Anna, asked for help from these counselors to fill out their

preference lists after the Panelladikes exams.
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Eleni’s story:

Eleni shared the following information with the counselor:

• She has scored 17,800 in the Panelladikes exams.

• She is ambitious and hard-working.

• She loves technology and has learned to code on her own.

• She lives in Heraklion in Crete with her family, and has no family in Athens.

• She wants to list the following schools in this order:

1. Informatics at Athens University of Economics and Business (Last year’s Threshold: 17,220)

2. Computer Science at University of Crete - Heraklion (Last year’s Threshold: 15,813)

Using students’ home location as criterion, the counselor suggested the following order of programs (#1

being highest priority):

1. Computer Science at the University of Crete - Heraklion (Last year’s Threshold: 15,813)

2. Informatics at the Athens University of Economics and Business (Last year’s Threshold: 17,220)

Please mark your opinion (X on the opinion line) for the following statements:

Q7. I trust the counselor has Eleni’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q8. I believe the counselor knows more about college choices than Eleni.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q9. I understand why the counselor made this recommendation to Eleni.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q10. I believe the counselor’s recommendation is compatible with Eleni’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q11. If you were Eleni, what would be your final decision? Please number the options as #1 and #2

(with #1 as your top priority).

□ Informatics at the Athens University of Economics and Business (Last year’s Threshold: 17,220)

□ Computer Science at the University of Crete - Heraklion (Last year’s Threshold: 15,813)
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Maria’s story:

Maria shared the following information with the counselor:

• She has scored 18,500 in the Panelladikes exams.

• She is ambitious and hard-working.

• Her favorite subject is History and she regularly posts Archaeology explainers on her Youtube

channel with millions of views.

• She resides in Athens with her family.

• She wants to list the following schools in this order:

1. Archaeology at the University of Athens (Last year’s Threshold: 11,958)

2. Law School at the University of Athens (Last year’s Threshold: 18,025)

Using the programs’ popularity reflected in last year’s threshold as criterion, the counselor suggested the

following order of programs (#1 being highest priority):

1. Law School at the University of Athens (Last year’s Threshold: 18,025)

2. Archaeology at the University of Athens (Last year’s Threshold: 11,958)

Please mark your opinion (X on the opinion line) for the following statements:

Q12. I trust the counselor has Maria’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q13. I believe the counselor knows more about college choices than Maria.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q14. I understand why the counselor made this recommendation to Maria.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q15. I believe the counselor’s recommendation is compatible with Maria’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q16. If you were Maria, what would be your final decision? Please number the options as #1 and #2

(with #1 as your top preference).

□ Archaeology at the University of Athens (Last year’s Threshold: 11,958)

□ Law School at the University of Athens (Last year’s Threshold: 18,025)
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Anna’s story:

Anna shared the following information with the counselor:

• She has scored 17,700 in the Panelladikes exams.

• She’s ambitious and hard-working.

• Anna has always dreamed of becoming a doctor and is interested in biological sciences.

• She is not sure about her future career but wants to study something she will enjoy.

• She lives in Crete with her family but is willing to move for her studies.

• She wants to list the following schools in this order:

1. Medicine at University of Athens (Last year’s Threshold: 18,775)

2. Medicine at University of Thessaly (Last year’s Threshold: 18,125)

She is also considering adding one of the following options as her third choice:

• Medicine at the University of Crete (Last year’s Threshold: 18,050)

• Pharmacy at the University of Patras (Last year’s Threshold: 17,760)

• Molecular Biology and Genetics at the University of Thrace (Last year’s Threshold: 16,570)

Using the admission chances as criterion, the counselor suggested the following as the third choice:

3. Molecular Biology and Genetics at the University of Thrace (Last year’s Threshold: 16,570)

Please mark your opinion (X on the opinion line) for the following statements:

Q17. I trust the counselor has Anna’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q18. I trust the counselor knows more about college choices than Anna.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q19. I understand why the counselor made this recommendation to Anna.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q20. I believe the counselor’s recommendation is compatible with Anna’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O
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Q21. As Anna, what would be your final decision? (Mark only one answer.)

□ I would choose Medicine at the University of Crete as the third choice (Last year’s Threshold:

18,050).

□ I would choose Pharmacy at the University of Patras as the third choice (Last year’s Threshold:

17,670).

□ I would choose Molecular Biology and Genetics at the University of Thrace as the third choice (Last

year’s Threshold: 16,570).

□ I would make no changes to Anna’s original preference list.

The following questions are about your own college program choices.

Q22. I will apply to the most competitive programs I have a chance of being admitted to regardless of

my other interests.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q23. I would like to receive personalized recommendations on my college program choices from a counselor

like the one in the stories.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q24. How could such a counselor be more helpful to you?

Q25. What are your interests? For e.g, you might like painting, sports, or mathematics.

Q26. Please rank the following disciplines based on your interests:

□ Engineering

and Informatics

□ Health

Sciences

□ Law and

Humanities

□ Economics □ Other:
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S1.2 Algorithmic Recommender

Q1. What is your grade level and class number?

Q2. What is your gender identity? (Mark only one answer.)

□ Female □ Male □ Other □ Prefer to not answer

Q3. What is your track choice, or what track choice are you planning to make? (Mark only one answer.)

□ Humanities □ Life Sciences □ Exact Sciences □ Economics and IT

Q4. Do you intend to participate in the national exams, Panelladikes? (Mark only one answer.)

□ Yes □ No □ I have not decided yet

Q5. What was your final GPA in the previous academic year? /20

Q6. What were your scores in the previous final exams (June 2024)?

• General-track Mathematics/ Algebra:

• Greek Language:

For the questions that follow, imagine the following hypothetical situation.

After the Panelladikes exams, candidates submit an ordered preference list of their preferred college pro-

grams to the Ministry of Education. Every year, the Ministry calculates the score (admission threshold)

that a student needs to have to enter each school. If the student’s grades are good enough to get into

more than one school on their list, they are admitted to the school that is the highest on their list.

The Ministry wants to help high school students choose the right schools for them. Therefore, there

will be an AI algorithmic system (“algorithm”) available in each school’s computer lab to provide

recommendations to the students. This algorithm uses data from students across all of Greece.

Three high school students, Eleni, Maria, and Anna, asked for help from these counselors to fill out their

preference lists after the Panelladikes exams.
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Eleni’s story:

Eleni shared the following information with the counselor:

• She has scored 17,800 in the Panelladikes exams.

• She is ambitious and hard-working.

• She loves technology and has learned to code on her own.

• She lives in Heraklion in Crete with her family, and has no family in Athens.

• She wants to list the following schools in this order:

1. Informatics at Athens University of Economics and Business (Last year’s Threshold: 17,220)

2. Computer Science at University of Crete - Heraklion (Last year’s Threshold: 15,813)

Using students’ home location as criterion, the algorithm suggested the following order of programs (#1

being highest priority):

1. Computer Science at the University of Crete - Heraklion (Last year’s Threshold: 15,813)

2. Informatics at the Athens University of Economics and Business (Last year’s Threshold: 17,220)

Please mark your opinion (X on the opinion line) for the following statements:

Q7. I trust the algorithm has Eleni’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q8. I believe the algorithm knows more about college choices than Eleni.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q9. I understand why the algorithm made this recommendation to Eleni.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q10. I believe the algorithm’s recommendation is compatible with Eleni’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q11. If you were Eleni, what would be your final decision? Please number the options as #1 and #2

(with #1 as your top priority).

□ Informatics at the Athens University of Economics and Business (Last year’s Threshold: 17,220)

□ Computer Science at the University of Crete - Heraklion (Last year’s Threshold: 15,813)
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Maria’s story:

Maria shared the following information with the counselor:

• She has scored 18,500 in the Panelladikes exams.

• She is ambitious and hard-working.

• Her favorite subject is History and she regularly posts Archaeology explainers on her Youtube

channel with millions of views.

• She resides in Athens with her family.

• She wants to list the following schools in this order:

1. Archaeology at the University of Athens (Last year’s Threshold: 11,958)

2. Law School at the University of Athens (Last year’s Threshold: 18,025)

Using the programs’ popularity reflected in last year’s threshold as criterion, the algorithm suggested the

following order of programs (#1 being highest priority):

1. Law School at the University of Athens (Last year’s Threshold: 18,025)

2. Archaeology at the University of Athens (Last year’s Threshold: 11,958)

Please mark your opinion (X on the opinion line) for the following statements:

Q12. I trust the algorithm has Maria’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q13. I believe the algorithm knows more about college choices than Maria.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q14. I understand why the algorithm made this recommendation to Maria.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q15. I believe the algorithm’s recommendation is compatible with Maria’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q16. If you were Maria, what would be your final decision? Please number the options as #1 and #2

(with #1 as your top preference).

□ Archaeology at the University of Athens (Last year’s Threshold: 11,958)

□ Law School at the University of Athens (Last year’s Threshold: 18,025)
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Anna’s story:

Anna shared the following information with the counselor:

• She has scored 17,700 in the Panelladikes exams.

• She’s ambitious and hard-working.

• Anna has always dreamed of becoming a doctor and is interested in biological sciences.

• She is not sure about her future career but wants to study something she will enjoy.

• She lives in Crete with her family but is willing to move for her studies.

• She wants to list the following schools in this order:

1. Medicine at University of Athens (Last year’s Threshold: 18,775)

2. Medicine at University of Thessaly (Last year’s Threshold: 18,125)

She is also considering adding one of the following options as her third choice:

• Medicine at the University of Crete (Last year’s Threshold: 18,050)

• Pharmacy at the University of Patras (Last year’s Threshold: 17,760)

• Molecular Biology and Genetics at the University of Thrace (Last year’s Threshold: 16,570)

Using the admission chances as criterion, the algorithm suggested the following as the third choice:

3. Molecular Biology and Genetics at the University of Thrace (Last year’s Threshold: 16,570)

Please mark your opinion (X on the opinion line) for the following statements:

Q17. I trust the algorithm has Anna’s best interest in mind.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q18. I trust the algorithm knows more about college choices than Anna.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q19. I understand why the algorithm made this recommendation to Anna.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q20. I believe the algorithm’s recommendation is compatible with Anna’s preferences.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O
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Q21. As Anna, what would be your final decision? (Mark only one answer.)

□ I would choose Medicine at the University of Crete as the third choice (Last year’s Threshold:

18,050).

□ I would choose Pharmacy at the University of Patras as the third choice (Last year’s Threshold:

17,670).

□ I would choose Molecular Biology and Genetics at the University of Thrace as the third choice (Last

year’s Threshold: 16,570).

□ I would make no changes to Anna’s original preference list.

The following questions are about your own college program choices.

Q22. I will apply to the most competitive programs I have a chance of being admitted to regardless of

my other interests.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q23. I would like to receive personalized recommendations on my college program choices from an

algorithmic counselor like the ones in the stories.

Neutral Somewhat 
Agree

Completely 
Agree

Completely 
Disagree

Somewhat 
Disagree

-5 +5O

Q24. How could such a algorithmic counselor be more helpful to you?

Q25. What are your interests? For e.g, you might like painting, sports, or mathematics.

Q26. Please rank the following disciplines based on your interests:

□ Engineering

and Informatics

□ Health

Sciences

□ Law and

Humanities

□ Economics □ Other:

10



S2 Descriptive Statistics

Figure S1: Distribution of Prior-year Student Performance

Notes: Panel A displays the histogram of students’ reported prior-year Grade Point Average (GPA). Panel B shows the

histogram of reported mathematics scores from the prior-year final exams. Panel C illustrates the histogram of reported

Greek language scores from the prior-year final exams.
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Figure S2: Distribution of Norm Compliance Score

Notes: This figure shows the histogram of the norm compliance score. Norm compliance is measured on a scale from -5 to

5, based on students’ agreement with the statement: “I will apply to the most competitive programs I have a chance of being

admitted to regardless of my other interests.”
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Table S1: Representativeness of Sampled High Schools

Sample
(14 Schools)

Mean

Population
(1,223 Schools)

Mean
Difference

(s.e.)

Student Characteristics

Female (1=Yes) 0.56 0.58 -0.015

(0.013)

Age (Years) 17.96 17.93 0.027

(0.018)

Born in 1st Quarter of Year (1=Yes) 0.13 0.13 -0.002

(0.007)

Tertiary Education Enrollment (1=Yes) 0.75 0.78 -0.029

(0.024)

Admitted to Higher Educational Institutions (1=Yes) 0.53 0.57 -0.036

(0.029)

Apply to STEM Degree Programs (1=Yes) 0.62 0.63 -0.016

(0.013)

University Admission Score (/20,000) 13,358.38 13,587.04 -228.664

(291.163)

Track Choice (1=Yes):

Humanities Track 0.43 0.40 0.031

(0.019)

Science Track 0.12 0.16 -0.036

(0.020)

Information Technology 0.45 0.45 0.005

(0.020)

School Characteristics

Postcode Income (in 2009 Euros, Annual) 19,512.31 18,359.62 1,152.687

(778.481)

Rural (1=Yes) 0.24 0.29 -0.044

(0.126)

Notes: The table reports the differences in student and school characteristics between the schools in the sample used in this analysis

(column 1) and all remaining schools in Greece (column 2), along with the standard errors for the significance of these differences

(column 3). Data come from the Ministry of Education for all students across the nation in the graduating cohorts between 2003

and 2011. The population includes all traditional and experimental public schools; evening, private, and special schools are excluded.

Track structure has changed as shown in Table 1. * p < 0.1; ** p < 0.05; *** p < 0.01.
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S3 Main Estimates and Heterogeneous Treatment Effects

Table S2: Estimated Recommendation Adoption Rates, Logistic Regression

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

Heart 0.315 0.318 -0.003 0.024 -0.008 0.023 2,048

Geography 0.365 0.343 -0.030* 0.017 -0.030* 0.016 2,051

Pragmatism 0.471 0.419 -0.050** 0.021 -0.047** 0.023 2,039

Notes: Parameter β̂ is the estimated marginal effect from a logistic regression model. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm

compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values

were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported. *

p < 0.1; ** p < 0.05; *** p < 0.01.

Table S3: Estimated Choice Adoption In Pragmatism Scenario

Means With Controls

Choice Human Algorithm β̂ SE

Medicine 0.197 0.223 0.023 0.018

Pharmacy 0.236 0.243 0.008 0.019

Molecular Biology (Recommendation) 0.471 0.419 -0.047** 0.023

None of the Above 0.095 0.114 0.016 0.014

Notes: The table presents the estimated choice adoption rates in the Pragmatism scenario. Parameter β̂ is the estimated

marginal effect from a linear probability model. In the pragmatism scenario, respondents had four choice options and the

recommendation source (Human Counselor or Algorithmic Recommender) suggested the third option (Molecular Biology).

Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in the

national exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize

record loss, indicators for missing regressor values were also included. All specifications include school fixed effects. Standard

errors clustered at the school level are reported. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S4: Heterogeneous Recommendation Adoption Rate Gap by Gender

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm -0.030 -0.039* -0.030 -0.027 -0.065 -0.065

(0.022) (0.022) (0.030) (0.028) (0.039) (0.040)

Algorithm × Female 0.034 0.047 -0.003 -0.003 0.018 0.016

(0.036) (0.035) (0.053) (0.049) (0.034) (0.035)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear

probability model, with the human counselor condition as the reference group. Female is a binary indicator that equals

one if the respondent reports being female and zero if male. Controls include a female indicator, grade level indicators, track

indicators, an indicator for intending to participate in the national exams for university admission, norm compliance score tertile

indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All

specifications include school fixed effects. Standard errors clustered at the school level are reported in parentheses. * p < 0.1;

** p < 0.05; *** p < 0.01.

Table S5: Heterogeneous Recommendation Adoption Rate Gap by GPA Tertile

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm 0.015 0.008 -0.027 -0.022 -0.082** -0.080**

(0.051) (0.050) (0.019) (0.020) (0.034) (0.033)

Algorithm × Middle Tertile [1] -0.009 -0.012 0.025 0.018 0.018 0.021

(0.042) (0.043) (0.043) (0.045) (0.046) (0.048)

Algorithm × Top Tertile [2] -0.054 -0.037 -0.040 -0.048* 0.078* 0.074*

(0.058) (0.056) (0.024) (0.024) (0.039) (0.036)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

P-value for H0: [1] = [2] 0.328 0.600 0.144 0.168 0.273 0.346

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Middle Tertile is a binary indicator equal to one if the respondent’s prior-year GPA

falls in the middle tertile of the sample distribution and zero otherwise. Top Tertile is defined similarly for the top tertile of the GPA distribution.

Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in the national exams for

university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor

values were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported in parentheses.

* p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S6: Heterogeneous Recommendation Adoption Rate Gap by Norm Compliance Ter-

tile

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm 0.011 0.005 -0.031 -0.033 -0.014 -0.017

(0.038) (0.037) (0.043) (0.041) (0.033) (0.037)

Algorithm × Middle Tertile [1] -0.006 -0.003 0.038 0.040 -0.051 -0.043

(0.048) (0.046) (0.049) (0.046) (0.039) (0.041)

Algorithm × Top Tertile [2] -0.064 -0.058 -0.100 -0.091 -0.062 -0.057

(0.079) (0.077) (0.076) (0.072) (0.048) (0.050)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

P-value for H0: [1] = [2] 0.395 0.422 0.023 0.027 0.820 0.783

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Middle Tertile is a binary indicator equal to one if the respondent’s norm compliance

falls in the middle tertile of the sample distribution and zero otherwise. Top Tertile is defined similarly for the top tertile of the norm compliance

distribution. Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in the national

exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for

missing regressor values were also included. All specifications include school fixed effects. Standard errors clustered at the school level are

reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table S7: Heterogeneous Recommendation Adoption Rate Gap by Urbanicity

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm -0.023 -0.024 -0.030 -0.030 -0.035 -0.033

(0.024) (0.022) (0.018) (0.017) (0.023) (0.023)

Algorithm × Rural 0.076 0.069 0.001 0.002 -0.058 -0.060

(0.061) (0.057) (0.040) (0.048) (0.046) (0.047)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear

probability model, with the human counselor condition as the reference group. Rural is a binary indicator that equals one for

respondents in rural schools and zero otherwise. Controls include a female indicator, grade level indicators, track indicators, an

indicator for intending to participate in the national exams for university admission, norm compliance score tertile indicators,

and GPA tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All specifications

include school fixed effects. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05;

*** p < 0.01.
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Table S8: Heterogeneous Recommendation Adoption Rate Gap by College Aspiration

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm 0.003 0.007 -0.127*** -0.124*** -0.034 -0.037

(0.060) (0.059) (0.030) (0.033) (0.071) (0.069)

Algorithm × Exam Participation: Yes -0.007 -0.016 0.117*** 0.112** -0.020 -0.013

(0.055) (0.056) (0.038) (0.040) (0.072) (0.066)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Exam Participation: Yes is a binary indicator that equals one if the respondent

reports an intention to participate in the national exams for university admission and zero otherwise. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm compliance score

tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All specifications

include school fixed effects. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table S9: Heterogeneity in Recommendation Adoption by Intention to Use Recommender

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Intention to Use Recommender

Heart

Yes 0.305 0.332 0.021 0.024 0.015 0.023 1,612

No 0.391 0.282 -0.114** 0.048 -0.117** 0.048 394

Geography

Yes 0.367 0.353 -0.022 0.024 -0.022 0.024 1,613

No 0.331 0.282 -0.056 0.040 -0.051 0.039 398

Pragmatism

Yes 0.490 0.442 -0.041** 0.020 -0.038* 0.021 1,619

No 0.376 0.350 -0.034 0.060 -0.041 0.061 397

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm

compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values

were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S10: Heterogeneity in Recommendation Adoption by Grade

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Grade

Heart

10 0.378 0.333 -0.051 0.046 -0.053 0.048 718

11 0.295 0.346 0.042 0.029 0.044* 0.026 704

12 0.256 0.270 0.014 0.046 0.009 0.044 602

Geography

10 0.385 0.329 -0.074*** 0.023 -0.082*** 0.023 724

11 0.354 0.345 -0.013 0.026 -0.007 0.025 706

12 0.353 0.353 -0.003 0.040 -0.002 0.043 604

Pragmatism

10 0.455 0.408 -0.039 0.041 -0.029 0.043 713

11 0.488 0.424 -0.060** 0.027 -0.061** 0.031 700

12 0.471 0.421 -0.054 0.049 -0.058 0.049 605

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm

compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values

were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S11: Heterogeneity in Recommendation Adoption by Track

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Track

Heart

Humanities 0.316 0.345 0.013 0.045 0.005 0.045 564

Life Sciences 0.344 0.259 -0.082* 0.047 -0.072 0.047 417

Exact Sciences 0.317 0.305 -0.018 0.050 -0.020 0.043 478

Economics and IT 0.294 0.349 0.053 0.038 0.045 0.038 547

Geography

Humanities 0.336 0.332 -0.017 0.050 -0.016 0.053 566

Life Sciences 0.338 0.294 -0.045 0.047 -0.043 0.046 417

Exact Sciences 0.378 0.374 -0.012 0.047 -0.015 0.044 481

Economics and IT 0.397 0.368 -0.031 0.031 -0.031 0.034 552

Pragmatism

Humanities 0.478 0.426 -0.036 0.049 -0.033 0.050 558

Life Sciences 0.507 0.456 -0.057 0.062 -0.056 0.061 415

Exact Sciences 0.478 0.416 -0.061 0.055 -0.059 0.057 474

Economics and IT 0.433 0.394 -0.043 0.044 -0.044 0.043 550

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm

compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values

were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S12: Heterogeneity in Recommendation Adoption by Prior-year Performance (Math-

ematics + Greek Language)

Means Without Controls With Controls

Scenario Human Algorithm β̂ SE β̂ SE N

By Tertile of Prior-year Performance (Mathematics + Greek Language)

Heart

Bottom 0.307 0.358 0.039 0.047 0.026 0.047 692

Middle 0.321 0.303 -0.020 0.029 -0.026 0.028 583

Top 0.307 0.286 -0.020 0.042 -0.013 0.042 644

Geography

Bottom 0.391 0.359 -0.047* 0.028 -0.041 0.028 697

Middle 0.360 0.337 -0.022 0.045 -0.028 0.047 587

Top 0.327 0.321 -0.015 0.034 -0.020 0.034 645

Pragmatism

Bottom 0.453 0.366 -0.079*** 0.022 -0.080*** 0.023 687

Middle 0.500 0.440 -0.063 0.054 -0.051 0.053 587

Top 0.495 0.472 -0.019 0.036 -0.016 0.036 639

Notes: Parameter β̂ is the estimated marginal effect from a linear probability model. Controls include a female indicator, grade

level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm

compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values

were also included. All specifications include school fixed effects. Standard errors clustered at the school level are reported. *

p < 0.1; ** p < 0.05; *** p < 0.01.

Table S13: Heterogeneous Recommendation Adoption Rate Gap by Intention to Use Rec-

ommender

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm -0.114** -0.117** -0.056 -0.051 -0.034 -0.041

(0.048) (0.048) (0.040) (0.039) (0.060) (0.061)

Algorithm × Would Use Recommender 0.135*** 0.133** 0.034 0.030 -0.008 0.003

(0.044) (0.046) (0.055) (0.055) (0.057) (0.056)

Observations 2,006 2,006 2,011 2,011 2,016 2,016

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Would Use Recommender is a binary indicator that equals one if the respondent

reports an intention (score greater than or equal to zero) to use a recommender like the one depicted in the scenarios (algorithm or human)

and zero otherwise. All specifications include the indicator Would Use Recommender as well as an indicator for missing values in the relevant

question. Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in the national

exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for

missing regressor values were also included. All specifications include school fixed effects. Standard errors clustered at the school level are

reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S14: Heterogeneous Recommendation Adoption Rate Gap by Grade

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm -0.051 -0.053 -0.074*** -0.082*** -0.039 -0.029

(0.046) (0.048) (0.023) (0.023) (0.041) (0.043)

Algorithm × Grade 11 [1] 0.093* 0.097* 0.062** 0.075** -0.020 -0.032

(0.050) (0.050) (0.028) (0.029) (0.058) (0.063)

Algorithm × Grade 12 [2] 0.065 0.062 0.071 0.080 -0.014 -0.029

(0.067) (0.068) (0.048) (0.048) (0.059) (0.059)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

P-value for H0: [1] = [2] 0.598 0.512 0.862 0.925 0.917 0.962

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Grade 11 is a binary indicator equal to one if the respondent reported being in grade

11 and zero otherwise. Grade 12 is defined similarly for respondents reporting being in grade 12. Controls include a female indicator, grade level

indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm compliance score tertile

indicators, and GPA tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All specifications

include school fixed effects. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table S15: Heterogeneous Recommendation Adoption Rate Gap by Tertile of Prior-year

Performance (Mathematics + Greek Language)

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm 0.039 0.025 -0.047 -0.042 -0.079*** -0.080***

(0.047) (0.048) (0.028) (0.028) (0.022) (0.023)

Algorithm × Middle Tertile [1] -0.060 -0.051 0.025 0.013 0.016 0.029

(0.049) (0.050) (0.047) (0.049) (0.049) (0.048)

Algorithm × Top Tertile [2] -0.059 -0.038 0.033 0.021 0.060 0.064

(0.069) (0.068) (0.049) (0.047) (0.040) (0.037)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

P-value for H0: [1] = [2] 0.991 0.824 0.914 0.911 0.524 0.592

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Middle Tertile is a binary indicator equal to one if the respondent’s prior-year

performance (Mathematics + Greek Language) falls in the middle tertile of the sample distribution and zero otherwise. Top Tertile is defined

similarly for the top tertile of the performance distribution. Controls include a female indicator, grade level indicators, track indicators, an

indicator for intending to participate in the national exams for university admission, norm compliance score tertile indicators, and prior-year

performance tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All specifications include school

fixed effects. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

21



Table S16: Heterogeneous Recommendation Adoption Rate Gap by Track

Scenario

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm 0.015 0.005 -0.048 -0.016 -0.026 -0.033

(0.041) (0.045) (0.027) (0.053) (0.043) (0.050)

Algorithm × Life Sciences [1] -0.069 -0.078 -0.022 -0.026 0.002 -0.022

(0.045) (0.058) (0.045) (0.078) (0.047) (0.063)

Algorithm × Exact Sciences [2] -0.035 -0.025 0.061* 0.001 -0.037 -0.026

(0.051) (0.057) (0.030) (0.063) (0.057) (0.078)

Algorithm × Economics and IT [3] 0.017 0.040 0.039 -0.014 -0.048 -0.010

(0.039) (0.050) (0.038) (0.079) (0.053) (0.075)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

P-value for H0: [1] = [2] 0.551 0.523 0.161 0.727 0.420 0.966

P-value for H0: [1] = [3] 0.065 0.039 0.066 0.796 0.330 0.894

P-value for H0: [2] = [3] 0.377 0.330 0.613 0.776 0.762 0.834

Controls ✓ ✓ ✓

Notes: Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a linear probability model,

with the human counselor condition as the reference group. Life Sciences is a binary indicator equal to one if the respondent’s track is Life

Sciences and zero otherwise. Exact Sciences and Economics and IT are defined analogously for students in the Exact Sciences and Economics and

IT tracks, respectively. Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in

the national exams for university admission, norm compliance score tertile indicators, and prior-year performance tertile indicators. To minimize

record loss, indicators for missing regressor values were also included. All specifications include school fixed effects. Standard errors clustered at

the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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S4 Mediation Analysis

Table S17: Effect of Algorithmic Recommender on Perceived Mediators

Outcome Variable

Intent Ability Comprehension Alignment

(1) (2) (3) (4)

Heart Scenario

Algorithm -0.353** -1.250*** 0.279* 0.194

(0.128) (0.128) (0.140) (0.139)

Observations 2,058 2,055 2,057 2,057

Geography Scenario

Algorithm -0.578*** -1.876*** 0.408*** -0.006

(0.103) (0.120) (0.111) (0.131)

Observations 2,061 2,059 2,056 2,051

Pragmatism Scenario

Algorithm -0.668*** -1.199*** -0.042 -0.414***

(0.090) (0.108) (0.067) (0.097)

Observations 2,052 2,051 2,047 2,051

Notes: This table presents the estimated difference in mediator scores between students in the algorithmic recommender and human

counselor conditions. Algorithm represents the estimated marginal effect of assignment to the algorithmic recommender condition in a

linear probability model, with the human counselor condition as the reference group. All specifications include controls and school fixed

effects. Controls include a female indicator, grade level indicators, track indicators, an indicator for intending to participate in the national

exams for university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators

for missing regressor values were also included. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; **

p < 0.05; *** p < 0.01.
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Table S18: Mediated Recommendation Adoption Rates Gap

Heart Geography Pragmatism

(1) (2) (3) (4) (5) (6)

Algorithm -0.008 -0.003 -0.030* -0.005 -0.047* -0.015

(0.023) (0.016) (0.015) (0.021) (0.023) (0.024)

Mediators:

Intent 0.021*** 0.036*** 0.017**

(0.003) (0.004) (0.007)

Ability 0.010*** 0.003 0.000

(0.003) (0.005) (0.004)

Comprehension 0.014*** 0.005 0.030***

(0.003) (0.005) (0.004)

Alignment 0.056*** 0.047*** 0.047***

(0.004) (0.004) (0.005)

Observations 2,048 2,048 2,057 2,057 2,039 2,039

Controls ✓ ✓ ✓ ✓ ✓ ✓

Notes: Participants rated each mediating channel’s associated statement on a scale ranging from -5 to 5. Estimates come

from a linear probability model. Controls include a female indicator, grade level indicators, track indicators, an indicator

for intending to participate in the national exams for university admission, norm compliance score tertile indicators,

and GPA tertile indicators. To minimize record loss, indicators for missing regressor values were also included. All

specifications include school fixed effects. Standard errors clustered at the school level are reported in parentheses. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S19: Mediated Recommendation Adoption Rates Gap, Heart Scenario

Outcome: Recommendation Adoption

(1) (2) (3) (4) (5) (6)

Algorithm -0.008 -0.007 -0.014 0.005 0.023 -0.003

(0.023) (0.017) (0.016) (0.017) (0.020) (0.016)

Mediators:

Intent 0.024*** 0.026*** 0.039*** 0.021***

(0.003) (0.003) (0.003) (0.003)

Ability 0.015*** 0.012*** 0.019*** 0.010***

(0.002) (0.003) (0.002) (0.003)

Comprehension 0.020*** 0.015*** 0.019*** 0.014***

(0.003) (0.002) (0.003) (0.003)

Alignment 0.061*** 0.057*** 0.057*** 0.056***

(0.004) (0.004) (0.004) (0.004)

Observations 2,048 2,048 2,048 2,048 2,048 2,048

Student Controls ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table presents the mediating effects of different mediator combinations on the impact of the algorithmic

recommender on recommendation adoption in the Heart scenario. Each model iteratively excludes one mediator to assess

the sensitivity of the remaining mediator coefficients. Participants rated each mediating channel’s associated statement

on a scale ranging from -5 to 5. Estimates come from a linear probability model. Controls include a female indicator,

grade level indicators, track indicators, an indicator for intending to participate in the national exams for university

admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss, indicators for

missing regressor values were also included. All specifications include school fixed effects. Standard errors clustered at

the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S20: Mediated Recommendation Adoption Rates Gap, Geography Scenario

Outcome: Recommendation Adoption

(1) (2) (3) (4) (5) (6)

Algorithm -0.030* -0.016 -0.011 -0.000 0.012 -0.005

(0.015) (0.020) (0.017) (0.023) (0.022) (0.021)

Mediators:

Intent 0.037*** 0.038*** 0.055*** 0.036***

(0.004) (0.004) (0.003) (0.004)

Ability 0.010* 0.004 0.008 0.003

(0.005) (0.005) (0.005) (0.005)

Comprehension 0.014*** 0.005 0.011** 0.005

(0.004) (0.005) (0.005) (0.005)

Alignment 0.055*** 0.047*** 0.047*** 0.047***

(0.004) (0.003) (0.003) (0.004)

Observations 2,057 2,057 2,057 2,057 2,057 2,057

Student Controls ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table presents the mediating effects of different mediator combinations on the impact of the algorithmic

recommender on recommendation adoption in the Geography scenario. Each model iteratively excludes one mediator

to assess the sensitivity of the remaining mediator coefficients. Participants rated each mediating channel’s associated

statement on a scale ranging from -5 to 5. Estimates come from a linear probability model. Controls include a female

indicator, grade level indicators, track indicators, an indicator for intending to participate in the national exams for

university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss,

indicators for missing regressor values were also included. All specifications include school fixed effects. Standard errors

clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S21: Mediated Recommendation Adoption Rates Gap, Pragmatism Scenario

Outcome: Recommendation Adoption

(1) (2) (3) (4) (5) (6)

Algorithm -0.047* -0.020 -0.015 -0.001 -0.017 -0.015

(0.023) (0.026) (0.024) (0.023) (0.023) (0.024)

Mediators:

Intent 0.017** 0.028*** 0.032*** 0.017**

(0.007) (0.008) (0.008) (0.007)

Ability 0.005 0.004 0.005 0.000

(0.004) (0.005) (0.004) (0.004)

Comprehension 0.035*** 0.030*** 0.045*** 0.030***

(0.005) (0.005) (0.004) (0.004)

Alignment 0.050*** 0.047*** 0.054*** 0.047***

(0.005) (0.004) (0.004) (0.005)

Observations 2,039 2,039 2,039 2,039 2,039 2,039

Student Controls ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table presents the mediating effects of different mediator combinations on the impact of the algorithmic

recommender on recommendation adoption in the Pragmatism scenario. Each model iteratively excludes one mediator

to assess the sensitivity of the remaining mediator coefficients. Participants rated each mediating channel’s associated

statement on a scale ranging from -5 to 5. Estimates come from a linear probability model. Controls include a female

indicator, grade level indicators, track indicators, an indicator for intending to participate in the national exams for

university admission, norm compliance score tertile indicators, and GPA tertile indicators. To minimize record loss,

indicators for missing regressor values were also included. All specifications include school fixed effects. Standard errors

clustered at the school level are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table S22: Cronbach’s Alpha Coefficients for Mediator Combinations

Scenario

Mediator Combination Heart Geography Pragmatism

Ability, Alignment 0.436 0.297 0.475

Ability, Comprehension 0.443 0.192 0.540

Comprehension, Alignment 0.397 0.328 0.626

Intent, Ability 0.610 0.463 0.647

Intent, Alignment 0.574 0.552 0.612

Intent, Comprehension 0.608 0.500 0.695

Ability, Comprehension, Alignment 0.526 0.366 0.648

Intent, Ability, Alignment 0.639 0.540 0.672

Intent, Ability, Comprehension 0.655 0.492 0.718

Intent, Comprehension, Alignment 0.628 0.564 0.730

Intent, Ability, Comprehension, Alignment 0.679 0.567 0.750

Notes: This table reports Cronbach’s alpha coefficients for different combinations of mediators across

the three decision-making scenarios.
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Table S23: Proportion of Students by Variance Levels in Each Mediator

Variance

Mediator Low Medium High

Intent 0.609 0.318 0.072

Ability 0.737 0.225 0.038

Comprehension 0.609 0.298 0.093

Alignment 0.349 0.439 0.212

Notes: This table presents the proportion of students categorized into Low, Medium, and High

variance groups for the four mediators. The variance categories were determined based on predefined

cutoffs: Low ≤ 3, Medium : 3–10 and High ≥ 10. The maximum possible variance for this scale

(range -5 to 5) is 16.67. A low variance indicates consistent responses across the three scenarios,

while a high variance suggests significant fluctuations in responses.
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S5 Text Analysis

Table S24: Sentiment Ratings by Recommendation Source

Sentiment Human Algorithm Difference

Positive 0.71 (0.68-0.73) 0.64 (0.62-0.67) -0.061***

Negative 0.06 (0.05-0.07) 0.09 (0.07-0.11) 0.034***

Neutral 0.19 (0.18-0.21) 0.22 (0.20-0.24) 0.027**

Notes: This table presents the mean sentiment ratings (with 95% confidence intervals in

parentheses) of recommendation source sentiment classification. The Difference column repre-

sents the mean difference (Algorithm - Human) with * p < 0.1; ** p < 0.05; *** p < 0.01.

Table S25: Correlation of Text Topic Scores with Mediators, Heart Scenario

Mediators

Topic Intent Ability Comprehension Alignment

Helpfulness

Helpful 0.054** 0.143*** 0.030 -0.012

Unknown -0.034 -0.102*** -0.023 0.031

Not Helpful -0.021 -0.077*** 0.024 0.002

Purpose

Decide for me 0.065*** 0.032 0.033 0.018

Direction 0.038 0.063** 0.013 -0.003

Exploration -0.027 -0.003 -0.016 -0.021

Validation 0.034 0.016 0.044* 0.001

Recommendation Basis

Career Prospects 0.020 0.032 0.011 -0.030

Grades and Chances 0.044* 0.019 0.003 0.016

Interests -0.017 0.044* 0.010 -0.096***

Notes: This table reports Pearson correlation coefficients between text classification scores for each topic and agreement

scores for each mediator in the Heart scenario. Text classification scores are derived from the DeBERTa-v3 transformer

model, which is pre-trained and fine-tuned for natural language inference to classify responses and score topic categories

independently (Sileo, 2024). Participants rated each mediating channel’s associated statement on a scale from -5 to 5. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S26: Correlation of Text Topic Scores with Mediators, Geography Scenario

Mediators

Topic Intent Ability Comprehension Alignment

Helpfulness

Helpful 0.120*** 0.190*** 0.084*** 0.090***

Unknown -0.026 -0.072*** -0.088*** -0.018

Not Helpful -0.063** -0.106*** -0.062** -0.047*

Purpose

Decide for me 0.024 0.004 0.048** 0.004

Direction 0.038 0.094*** 0.014 0.028

Exploration -0.006 0.025 -0.002 0.011

Validation 0.016 0.015 0.065*** -0.019

Recommendation Basis

Career Prospects 0.029 0.078*** 0.028 0.040

Grades and Chances 0.062** 0.026 0.090*** 0.057**

Interests -0.015 0.031 0.033 -0.014

Notes: This table reports Pearson correlation coefficients between text classification scores for each topic and agreement

scores for each mediator in the Geography scenario. Text classification scores are derived from the DeBERTa-v3 transformer

model, which is pre-trained and fine-tuned for natural language inference to classify responses and score topic categories

independently (Sileo, 2024). Participants rated each mediating channel’s associated statement on a scale from -5 to 5. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S27: Correlation of Text Topic Scores with Mediators, Pragmatism Scenario

Mediators

Topic Intent Ability Comprehension Alignment

Helpfulness

Helpful 0.134*** 0.174*** 0.088*** 0.097***

Unknown -0.096*** -0.126*** -0.102*** -0.042*

Not Helpful -0.099*** -0.112*** -0.064*** -0.056**

Purpose

Decide for me 0.068*** 0.058** 0.083*** 0.037

Direction 0.098*** 0.091*** 0.052** 0.046*

Exploration 0.043* 0.017 0.005 0.049**

Validation 0.052** 0.031 0.074*** -0.008

Recommendation Basis

Career Prospects 0.071*** 0.042* 0.050** 0.074***

Grades and Chances 0.062** 0.054** 0.079*** -0.012

Interests 0.080*** 0.079*** 0.089*** 0.099***

Notes: This table reports Pearson correlation coefficients between text classification scores for each topic and agreement

scores for each mediator in the Pragmatism scenario. Text classification scores are derived from the DeBERTa-v3 transformer

model, which is pre-trained and fine-tuned for natural language inference to classify responses and score topic categories

independently (Sileo, 2024). Participants rated each mediating channel’s associated statement on a scale from -5 to 5. *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S28: Mediation Analysis Using Text Topics

Helpfulness Purpose Recommendation Basis

Scenario Helpful Unknown
Not

Helpful
Decide
for me Direction Exploration Validation

Career
Prospects

Grades and
Chances Interests

Heart

Indirect Effect -0.003 -0.003 -0.003** 0.000 -0.002 0.000 0.000 -0.003 0.000 -0.001

(0.006) (0.002) (0.001) (0.001) (0.005) (0.001) (0.000) (0.004) (0.002) (0.002)

Direct Effect -0.010 -0.010 -0.011 -0.013 -0.011 -0.013 -0.013 -0.010 -0.013 -0.013

(0.026) (0.025) (0.023) (0.024) (0.025) (0.023) (0.023) (0.026) (0.022) (0.024)

Topic Score Mean 0.688 0.159 0.024 0.148 0.293 0.283 0.289 0.386 0.293 0.476

Topic Score SD 0.329 0.223 0.095 0.185 0.249 0.256 0.202 0.298 0.249 0.329

Geography

Indirect Effect 0.002 0.000 -0.003 0.000 0.008 0.000 0.000 0.000 -0.002 0.000

(0.007) (0.003) (0.002) (0.001) (0.006) (0.001) (0.000) (0.003) (0.003) (0.003)

Direct Effect -0.039* -0.037** -0.034* -0.037** -0.045** -0.037** -0.037** -0.036* -0.035* -0.037**

(0.020) (0.018) (0.019) (0.018) (0.019) (0.018) (0.018) (0.019) (0.018) (0.019)

Topic Score Mean 0.688 0.159 0.024 0.148 0.293 0.283 0.289 0.386 0.293 0.476

Topic Score SD 0.329 0.223 0.095 0.185 0.249 0.256 0.202 0.298 0.249 0.329

Pragmatism

Indirect Effect -0.002 0.002 -0.002 0.000 0.008* 0.000 0.000 -0.001 0.004* -0.006***

(0.009) (0.003) (0.003) (0.001) (0.005) (0.001) (0.001) (0.002) (0.002) (0.002)

Direct Effect -0.034 -0.038 -0.034 -0.037 -0.045* -0.037 -0.037 -0.036 -0.041 -0.030

(0.028) (0.027) (0.027) (0.028) (0.026) (0.027) (0.027) (0.028) (0.028) (0.027)

Topic Score Mean 0.688 0.159 0.024 0.148 0.293 0.283 0.289 0.386 0.293 0.476

Topic Score SD 0.329 0.223 0.095 0.185 0.249 0.256 0.202 0.298 0.249 0.329

Notes: The table reports estimates from linear probability models. Text classification scores are derived from the DeBERTa-v3 transformer model, which is pre-trained and fine-tuned for

natural language inference to classify responses and score topic categories independently (Sileo, 2024). All specifications include controls and school fixed effects. Controls include a female

indicator, grade level indicators, track indicators, an indicator for intending to participate in the national exams for university admission, norm compliance score tertile indicators, and GPA

tertile indicators. To minimize record loss, indicators for missing regressor values were also included. Standard errors clustered at the school level are reported in parentheses. * p < 0.1; **

p < 0.05; *** p < 0.01.
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Table S29: Text Classification Scores for Students Not Inclined to

Use Recommender

Topic Human Counselor Algorithmic

Recommender

Diff

Helpfulness

Helpful 0.56 (0.50-0.63) 0.47 (0.42-0.52) -0.098**

Unknown 0.24 (0.20-0.29) 0.25 (0.21-0.29) 0.005

Not Helpful 0.06 (0.03-0.08) 0.08 (0.06-0.11) 0.024

Purpose

Decide for Me 0.13 (0.10-0.16) 0.11 (0.09-0.13) -0.022

Direction 0.24 (0.19-0.28) 0.20 (0.18-0.23) -0.031

Exploration 0.26 (0.22-0.30) 0.25 (0.22-0.28) -0.007

Validation 0.21 (0.18-0.24) 0.25 (0.23-0.28) 0.042**

Recommendation Basis

Career Prospects 0.29 (0.24-0.34) 0.29 (0.25-0.33) -0.001

Grades and Chances 0.20 (0.16-0.24) 0.24 (0.20-0.27) 0.037

Interests 0.44 (0.38-0.50) 0.37 (0.33-0.42) -0.065*

Notes: This table presents the mean classification scores, with 95% confidence intervals in paren-

theses, for students who are less inclined to use recommendations. The scores reflect their responses

to the question: “How could such a counselor [as in the scenarios] be more helpful to you?” across

three topics. Students less inclined to use recommendation are those who scored less than zero on

a Likert scale ranging from -5 to +5, indicating their (lack of) willingness to use a recommender

for college application decisions. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S30: Text Classification Scores by Gender

Category Human Algorithm Difference

Helpfulness

Helpful

Male 0.75 (0.71-0.78) 0.66 (0.62-0.71) -0.086***

Female 0.79 (0.77-0.81) 0.68 (0.65-0.71) -0.112***

Unknown

Male 0.12 (0.09-0.14) 0.16 (0.13-0.19) 0.039**

Female 0.12 (0.10-0.13) 0.16 (0.14-0.18) 0.041***

Not Helpful

Male 0.01 (0.01-0.02) 0.02 (0.01-0.03) 0.005

Female 0.01 (0.00-0.01) 0.02 (0.01-0.03) 0.013***

Purpose

Decide for me

Male 0.14 (0.12-0.17) 0.13 (0.11-0.14) -0.017

Female 0.16 (0.14-0.17) 0.18 (0.16-0.20) 0.019

Direction

Male 0.30 (0.27-0.34) 0.25 (0.22-0.28) -0.057**

Female 0.36 (0.34-0.38) 0.29 (0.26-0.31) -0.073***

Exploration

Male 0.27 (0.24-0.30) 0.28 (0.25-0.31) 0.009

Female 0.29 (0.27-0.31) 0.31 (0.28-0.34) 0.018

Validation

Male 0.28 (0.26-0.31) 0.29 (0.26-0.31) 0.002

Female 0.31 (0.30-0.33) 0.30 (0.28-0.32) -0.008

Recommendation Basis

Career Prospects

Male 0.39 (0.35-0.43) 0.37 (0.33-0.41) -0.020

Female 0.46 (0.43-0.49) 0.38 (0.35-0.40) -0.084***

Grades and Chances

Male 0.28 (0.25-0.30) 0.34 (0.30-0.37) 0.059**

Female 0.30 (0.28-0.32) 0.33 (0.31-0.36) 0.029*

Interests

Male 0.50 (0.46-0.54) 0.45 (0.41-0.49) -0.046

Female 0.53 (0.50-0.56) 0.48 (0.44-0.51) -0.055**

Notes: This table presents the text classification scores of usage-inclined students segmented by gender.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.
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Table S31: Text Classification Scores for Helpfulness by GPA Tertiles

Category Human Algorithm Difference

Helpful

Bottom 0.76 (0.72-0.8) 0.66 (0.61-0.7) -0.103***

Middle 0.77 (0.74-0.8) 0.66 (0.62-0.71) -0.11***

Top 0.8 (0.77-0.83) 0.69 (0.65-0.73) -0.109***

Unknown

Bottom 0.14 (0.12-0.17) 0.19 (0.16-0.23) 0.05**

Middle 0.12 (0.1-0.15) 0.14 (0.12-0.17) 0.021

Top 0.09 (0.07-0.11) 0.14 (0.11-0.17) 0.052***

Not Helpful

Bottom 0.01 (0-0.02) 0.02 (0.01-0.04) 0.012*

Middle 0.01 (0-0.01) 0.02 (0.01-0.03) 0.012*

Top 0.01 (0-0.01) 0.01 (0.01-0.02) 0.007*

Notes: This table presents the text classification scores of usage-inclined students segmented by GPA

tertiles. The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1;

** p < 0.05; *** p < 0.01.

Table S31: (B) Text Classification Scores for Purpose by GPA Tertiles

Category Human Algorithm Difference

Decide for me

Bottom 0.16 (0.13-0.18) 0.15 (0.13-0.17) -0.006

Middle 0.15 (0.13-0.18) 0.15 (0.13-0.18) 0

Top 0.15 (0.13-0.18) 0.17 (0.14-0.19) 0.014

Direction

Bottom 0.36 (0.33-0.4) 0.26 (0.23-0.3) -0.098***

Middle 0.34 (0.31-0.37) 0.27 (0.24-0.3) -0.071***

Top 0.32 (0.29-0.35) 0.28 (0.25-0.31) -0.042**

Exploration

Bottom 0.28 (0.24-0.31) 0.31 (0.27-0.35) 0.035

Middle 0.29 (0.26-0.32) 0.27 (0.24-0.31) -0.018

Top 0.29 (0.25-0.32) 0.31 (0.27-0.35) 0.024

Validation

Bottom 0.32 (0.29-0.34) 0.28 (0.25-0.31) -0.032*

Middle 0.29 (0.27-0.32) 0.3 (0.27-0.32) 0.003

Top 0.3 (0.28-0.32) 0.3 (0.27-0.33) 0.004

Notes: This table presents the text classification scores of usage-inclined students segmented by GPA

tertiles. The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1;

** p < 0.05; *** p < 0.01.
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Table S31: (C) Text Classification Scores for Recommendation Basis by

GPA Tertiles

Category Human Algorithm Difference

Career Prospects

Bottom 0.42 (0.38-0.46) 0.36 (0.32-0.4) -0.056*

Middle 0.44 (0.41-0.48) 0.36 (0.32-0.4) -0.086***

Top 0.45 (0.41-0.49) 0.4 (0.36-0.44) -0.053*

Grades and Chances

Bottom 0.29 (0.26-0.32) 0.32 (0.28-0.36) 0.024

Middle 0.27 (0.25-0.3) 0.32 (0.29-0.36) 0.05**

Top 0.32 (0.29-0.34) 0.35 (0.32-0.39) 0.037

Interests

Bottom 0.51 (0.47-0.55) 0.44 (0.39-0.49) -0.066**

Middle 0.53 (0.49-0.56) 0.43 (0.39-0.48) -0.093***

Top 0.53 (0.49-0.57) 0.53 (0.48-0.57) 0.001

Notes: This table presents the text classification scores of usage-inclined students segmented by GPA

tertiles. The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1;

** p < 0.05; *** p < 0.01.
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Table S32: Text Classification Scores by Urbanicity

Category Human Algorithm Difference

Helpfulness

Helpful

Rural 0.76 (0.72-0.8) 0.68 (0.64-0.73) -0.075**

Urban 0.78 (0.76-0.81) 0.67 (0.63-0.7) -0.117***

Unknown

Rural 0.14 (0.11-0.16) 0.16 (0.13-0.19) 0.024

Urban 0.11 (0.1-0.13) 0.16 (0.14-0.18) 0.047***

Not Helpful

Rural 0.01 (0-0.02) 0.02 (0.01-0.03) 0.009

Urban 0.01 (0-0.01) 0.02 (0.01-0.02) 0.011***

Purpose

Decide for me

Rural 0.15 (0.12-0.17) 0.16 (0.14-0.19) 0.015

Urban 0.16 (0.14-0.17) 0.16 (0.14-0.17) 0

Direction

Rural 0.36 (0.32-0.39) 0.29 (0.26-0.33) -0.063**

Urban 0.33 (0.31-0.36) 0.26 (0.24-0.28) -0.074***

Exploration

Rural 0.29 (0.26-0.32) 0.3 (0.26-0.34) 0.01

Urban 0.28 (0.26-0.3) 0.3 (0.27-0.32) 0.015

Validation

Rural 0.3 (0.27-0.32) 0.31 (0.28-0.34) 0.01

Urban 0.31 (0.29-0.32) 0.29 (0.27-0.31) -0.013

Recommendation Basis

Career Prospects

Rural 0.46 (0.42-0.5) 0.38 (0.35-0.42) -0.078***

Urban 0.43 (0.4-0.45) 0.37 (0.34-0.4) -0.058***

Grades and Chances

Rural 0.31 (0.28-0.34) 0.32 (0.28-0.36) 0.01

Urban 0.29 (0.27-0.31) 0.34 (0.31-0.36) 0.052***

Interests

Rural 0.5 (0.46-0.54) 0.47 (0.42-0.51) -0.035

Urban 0.53 (0.5-0.55) 0.47 (0.44-0.5) -0.061***

Notes: This table presents the text classification scores of usage-inclined students segmented by school

locale. The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; **

p < 0.05; *** p < 0.01.
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Table S33: (A) Text Classification Scores for Helpfulness by Track

Category Human Algorithm Difference

Helpful

Humanities 0.78 (0.75-0.82) 0.64 (0.59-0.69) -0.141***

Life Sciences 0.78 (0.74-0.82) 0.71 (0.66-0.76) -0.07**

Exact Sciences 0.78 (0.74-0.82) 0.68 (0.62-0.73) -0.106***

Economics and IT 0.76 (0.72-0.8) 0.67 (0.62-0.72) -0.094***

Unknown

Humanities 0.13 (0.10-0.15) 0.16 (0.13-0.20) 0.034

Life Sciences 0.11 (0.08-0.13) 0.16 (0.13-0.2) 0.06***

Exact Sciences 0.11 (0.09-0.14) 0.14 (0.1-0.17) 0.021

Economics and IT 0.13 (0.1-0.15) 0.17 (0.14-0.21) 0.045**

Not Helpful

Humanities 0.01 (0-0.01) 0.02 (0.01-0.03) 0.015***

Life Sciences 0.01 (0.00-0.01) 0.01 (0.00-0.02) 0.005

Exact Sciences 0.01 (0-0.02) 0.01 (0.01-0.02) 0.001

Economics and IT 0.01 (0-0.02) 0.03 (0.01-0.04) 0.018**

Notes: This table presents the text classification scores of usage-inclined students segmented by track.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.

38



Table S33: (B) Text Classification Scores for Purpose by Track

Category Human Algorithm Difference

Decide for me

Humanities 0.15 (0.12-0.17) 0.16 (0.13-0.19) 0.014

Life Sciences 0.15 (0.12-0.18) 0.16 (0.13-0.19) 0.015

Exact Sciences 0.18 (0.15-0.21) 0.16 (0.13-0.19) -0.019

Economics and IT 0.14 (0.11-0.16) 0.15 (0.12-0.17) 0.01

Direction

Humanities 0.36 (0.33-0.39) 0.28 (0.24-0.32) -0.078***

Life Sciences 0.34 (0.3-0.38) 0.27 (0.24-0.31) -0.065**

Exact Sciences 0.31 (0.27-0.34) 0.28 (0.24-0.32) -0.023

Economics and IT 0.36 (0.32-0.4) 0.25 (0.22-0.28) -0.107***

Exploration

Humanities 0.30 (0.26-0.33) 0.26 (0.22-0.29) -0.042

Life Sciences 0.27 (0.23-0.31) 0.35 (0.30-0.4) 0.08***

Exact Sciences 0.28 (0.24-0.32) 0.26 (0.22-0.29) -0.021

Economics and IT 0.29 (0.25-0.32) 0.33 (0.29-0.37) 0.044

Validation

Humanities 0.32 (0.29-0.34) 0.32 (0.29-0.35) 0.003

Life Sciences 0.30 (0.27-0.33) 0.30 (0.26-0.33) 0

Exact Sciences 0.28 (0.26-0.31) 0.30 (0.26-0.33) 0.018

Economics and IT 0.31 (0.28-0.34) 0.27 (0.24-0.3) -0.041*

Notes: This table presents the text classification scores of usage-inclined students segmented by track.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.
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Table S33: (C) Text Classification Scores for Recommendation Basis by

Track

Category Human Algorithm Difference

Career Prospects

Humanities 0.42 (0.38-0.46) 0.34 (0.3-0.39) -0.078**

Life Sciences 0.44 (0.4-0.49) 0.39 (0.35-0.44) -0.047

Exact Sciences 0.46 (0.41-0.5) 0.36 (0.32-0.41) -0.096***

Economics and IT 0.43 (0.39-0.48) 0.40 (0.35-0.44) -0.037

Grades and Chances

Humanities 0.27 (0.24-0.3) 0.33 (0.29-0.37) 0.058**

Life Sciences 0.32 (0.28-0.35) 0.33 (0.29-0.38) 0.016

Exact Sciences 0.31 (0.28-0.34) 0.34 (0.3-0.39) 0.031

Economics and IT 0.28 (0.25-0.31) 0.33 (0.29-0.37) 0.046*

Interests

Humanities 0.54 (0.5-0.58) 0.45 (0.4-0.5) -0.095***

Life Sciences 0.49 (0.44-0.54) 0.48 (0.43-0.54) -0.008

Exact Sciences 0.53 (0.48-0.57) 0.48 (0.43-0.54) -0.046

Economics and IT 0.51 (0.46-0.55) 0.46 (0.41-0.51) -0.051

Notes: This table presents the text classification scores of usage-inclined students segmented by track.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.

Table S34: (A) Text Classification Scores for Helpfulness by Norm Com-

pliance

Category Human Algorithm Difference

Helpful

Bottom 0.79 (0.75-0.82) 0.64 (0.59-0.69) -0.148***

Middle 0.80 (0.77-0.83) 0.71 (0.66-0.75) -0.093***

Top 0.75 (0.71-0.78) 0.67 (0.63-0.71) -0.079***

Unknown

Bottom 0.12 (0.10-0.15) 0.15 (0.12-0.19) 0.029

Middle 0.12 (0.10-0.15) 0.13 (0.10-0.16) 0.008

Top 0.11 (0.09-0.13) 0.19 (0.15-0.22) 0.074***

Not Helpful

Bottom 0.01 (0.00-0.01) 0.02 (0.01-0.03) 0.011**

Middle 0.01 (0.00-0.01) 0.01 (0.00-0.02) 0.004

Top 0.01 (0.00-0.02) 0.03 (0.02-0.04) 0.014**

Notes: This table presents the text classification scores of usage-inclined students segmented by Norm

Compliance. The Difference column represents the mean difference (Algorithm - Human), with *

p < 0.1; ** p < 0.05; *** p < 0.01.
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Table S34: (B) Text Classification Scores for Purpose by Norm Compliance

Category Human Algorithm Difference

Decide for me

Bottom 0.14 (0.11-0.16) 0.16 (0.13-0.18) 0.019

Middle 0.15 (0.12-0.18) 0.16 (0.13-0.18) 0.006

Top 0.17 (0.14-0.19) 0.16 (0.14-0.18) -0.007

Direction

Bottom 0.36 (0.32-0.39) 0.26 (0.22-0.29) -0.103***

Middle 0.34 (0.31-0.38) 0.29 (0.26-0.33) -0.049**

Top 0.33 (0.3-0.36) 0.26 (0.24-0.29) -0.061***

Exploration

Bottom 0.31 (0.27-0.34) 0.3 (0.26-0.34) -0.009

Middle 0.32 (0.29-0.36) 0.3 (0.26-0.34) -0.017

Top 0.24 (0.21-0.26) 0.29 (0.26-0.33) 0.055***

Validation

Bottom 0.29 (0.27-0.32) 0.28 (0.25-0.31) -0.007

Middle 0.31 (0.28-0.33) 0.31 (0.28-0.34) 0.004

Top 0.31 (0.28-0.33) 0.29 (0.27-0.32) -0.012

Notes: This table presents the text classification scores of usage-inclined students segmented by Norm

Compliance. The Difference column represents the mean difference (Algorithm - Human), with *

p < 0.1; ** p < 0.05; *** p < 0.01.

Table S34: (C) Text Classification Scores for Recommendation Basis by

Norm Compliance

Category Human Algorithm Difference

Career Prospects

Bottom 0.43 (0.39-0.47) 0.36 (0.32-0.41) -0.067**

Middle 0.44 (0.40-0.48) 0.39 (0.34-0.43) -0.058**

Top 0.44 (0.40-0.47) 0.37 (0.34-0.41) -0.066***

Grades and Chances

Bottom 0.25 (0.22-0.27) 0.29 (0.25-0.33) 0.042*

Middle 0.30 (0.27-0.33) 0.37 (0.33-0.4) 0.071***

Top 0.32 (0.3-0.35) 0.34 (0.31-0.37) 0.015

Interests

Bottom 0.55 (0.51-0.59) 0.51 (0.46-0.56) -0.041

Middle 0.54 (0.5-0.58) 0.47 (0.42-0.51) -0.069**

Top 0.48 (0.45-0.52) 0.43 (0.39-0.47) -0.051*

Notes: This table presents the text classification scores of usage-inclined students segmented by Norm

Compliance. The Difference column represents the mean difference (Algorithm - Human), with *

p < 0.1; ** p < 0.05; *** p < 0.01.

41



Table S35: (A) Text Classification Scores for Helpfulness by Grade

Category Human Algorithm Difference

Helpful

Grade 10 0.78 (0.75-0.82) 0.67 (0.63-0.72) -0.109***

Grade 11 0.78 (0.75-0.81) 0.67 (0.63-0.71) -0.11***

Grade 12 0.76 (0.73-0.8) 0.67 (0.62-0.72) -0.093***

Unknown

Grade 10 0.13 (0.11-0.16) 0.18 (0.15-0.22) 0.049**

Grade 11 0.11 (0.09-0.13) 0.16 (0.13-0.19) 0.048***

Grade 12 0.11 (0.08-0.13) 0.12 (0.09-0.15) 0.017

Not Helpful

Grade 10 0.01 (0-0.02) 0.03 (0.01-0.04) 0.016**

Grade 11 0 (0-0.01) 0.02 (0.01-0.03) 0.013***

Grade 12 0.01 (0-0.02) 0.01 (0.01-0.01) 0.001

Notes: This table presents the text classification scores of usage-inclined students segmented by grade.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.

Table S35: (B) Text Classification Scores for Purpose by Grade

Category Human Algorithm Difference

Decide for me

Grade 10 0.2 (0.17-0.22) 0.17 (0.14-0.19) -0.027

Grade 11 0.15 (0.12-0.17) 0.15 (0.13-0.17) 0.004

Grade 12 0.11 (0.09-0.13) 0.15 (0.12-0.18) 0.045**

Direction

Grade 10 0.37 (0.34-0.4) 0.28 (0.24-0.31) -0.095***

Grade 11 0.33 (0.3-0.36) 0.28 (0.25-0.31) -0.052**

Grade 12 0.32 (0.28-0.35) 0.25 (0.22-0.29) -0.062***

Exploration

Grade 10 0.28 (0.25-0.31) 0.3 (0.26-0.33) 0.019

Grade 11 0.31 (0.27-0.34) 0.31 (0.28-0.35) 0.007

Grade 12 0.27 (0.24-0.3) 0.28 (0.24-0.32) 0.01

Validation

Grade 10 0.32 (0.3-0.34) 0.3 (0.27-0.32) -0.025

Grade 11 0.3 (0.27-0.32) 0.29 (0.27-0.32) -0.005

Grade 12 0.29 (0.27-0.31) 0.31 (0.27-0.34) 0.016

Notes: This table presents the text classification scores of usage-inclined students segmented by grade.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.
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Table S35: (C) Text Classification Scores for Recommendation Basis by

Grade

Category Human Algorithm Difference

Career Prospects

Grade 10 0.46 (0.43-0.5) 0.37 (0.33-0.4) -0.095***

Grade 11 0.43 (0.39-0.47) 0.38 (0.35-0.42) -0.047*

Grade 12 0.41 (0.38-0.45) 0.37 (0.32-0.41) -0.047

Grades and Chances

Grade 10 0.32 (0.29-0.35) 0.36 (0.32-0.4) 0.041*

Grade 11 0.31 (0.29-0.34) 0.33 (0.3-0.37) 0.017

Grade 12 0.24 (0.21-0.27) 0.3 (0.26-0.34) 0.059**

Interests

Grade 10 0.54 (0.5-0.57) 0.46 (0.42-0.5) -0.078***

Grade 11 0.49 (0.45-0.53) 0.47 (0.43-0.51) -0.023

Grade 12 0.53 (0.49-0.57) 0.48 (0.43-0.53) -0.056*

Notes: This table presents the text classification scores of usage-inclined students segmented by grade.

The Difference column represents the mean difference (Algorithm - Human), with * p < 0.1; ** p < 0.05;

*** p < 0.01.
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S6 Targeted Treatment Assignment

Figure S3: Variable Importance from Fitted Causal Forest

Notes: The variable importance plot displays the relative contribution of each participant characteristics to the fitted Causal

Forest model. Variables with higher importance scores have a greater influence on estimating heterogeneous treatment effects

within our dataset.

Figure S4: Heterogeneity in Treatment Effect based on Gender

Notes: This figure shows the frequency distribution of treatment effect estimates derived from the Causal Forest grouped by

gender. The spread of the histogram reflects the heterogeneity in treatment effects of female and male students, indicating

that variation in adoption increases when a human counselor is provided compared to an algorithmic recommender.
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Figure S5: Central Planner’s Welfare Under Different Prioritization for Human Coun-

selor Assignment

Notes: This figure plots the central planner’s welfare function as an increasing share of the targeted population that is

assigned to human counselors, under three different preference assumptions. In the first panel (Persuadables), the planner

aims to maximize adoption rate improvements by treating all baseline adoption levels equally in terms of preference for

adoption rate increments (g(p) = p). In the second panel (Lost Causes), planners prioritize adoption rate improvements

among individuals with lower baseline adoption rates (g(p) = p0.5). In the third panel (Sure Things), planners prioritize

adoption rate improvements among individuals with higher baseline adoption rates (g(p) = p2).
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Table S36: Subgroup Prioritization for Counselor Assignment Assuming Focus on Per-

suadables

Order Urbanicity Gender Track GPA Share Adoption Rate

1 Urban Male Exact Sciences Low 0.0292 0.4271

2 Rural Male Exact Sciences Low 0.0492 0.4292

3 Rural Male Life Sciences Low 0.0508 0.4294

4 Urban Male Exact Sciences Medium 0.0735 0.4313

5 Rural Female Humanities High 0.0854 0.4323

6 Rural Female Humanities Medium 0.1059 0.4340

7 Rural Male Exact Sciences Medium 0.1129 0.4345

8 Urban Female Exact Sciences Low 0.1361 0.4363

9 Rural Female Life Sciences Low 0.1469 0.4371

Notes: The table shows the top nine subgroups that the planner should prioritize for human counselor assignment. We

assume planners prioritize maximizing adoption rate improvements (i.e, equal preference for adoption rate increments at

any baseline (algorithmic) adoption). We also assume access to information regarding school urbanicity, student gender,

track choice and tertile of students’ prior-year GPA. Table 9 presents results when access to student attribute information

is more limited (no information on prior-year GPA). With more detailed information on student characteristics, the human

counselor assignment process can be more refined. The table also reports the cumulative share in our sample and the

estimated cumulative adoption rate under the human counselor condition. To assign human counselors to all nine groups

shown, the planner will require human counselors for no more than 15% of the population.

Table S37: Subgroup Prioritization for Counselor Assignment Assuming Focus on Lost

Causes

Order Urbanicity Gender Track GPA Share Adoption Rate

1 Urban Male Exact Sciences Low 0.0292 0.4271

2 Rural Male Exact Sciences Low 0.0492 0.4292

3 Rural Male Life Sciences Low 0.0508 0.4294

4 Urban Male Exact Sciences Medium 0.0735 0.4313

5 Rural Female Humanities High 0.0854 0.4323

6 Rural Male Exact Science Medium 0.0924 0.4328

7 Rural Female Humanities Medium 0.1129 0.4345

8 Urban Female Exact Sciences Low 0.1361 0.4363

Notes: The table shows the top subgroups that the planner should prioritize for human counselor assignment. We assume

planners prioritize adoption rate improvements among groups with lower baseline (algorithmic) adoption. We also assume

access to information regarding school urbanicity, student gender, track choice and tertile of students’ prior-year GPA. Table

9 presents results when access to student attribute information is more limited (no information on prior-year GPA). With

more detailed information on student characteristics, the human counselor assignment process can be more refined. The

table also reports the cumulative share in our sample and the estimated cumulative adoption rate under the human counselor

condition. To assign human counselors to all nine groups shown, the planner will require human counselors for no more than

14% of the population.
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Table S38: Subgroup Prioritization for Counselor Assignment Assuming Focus on Sure

Things

Order Urbanicity Gender Track GPA Share Adoption Rate

1 Urban Male Exact Sciences Low 0.0292 0.4271

2 Rural Female Humanities Mid 0.0497 0.4288

3 Rural Female Humanities High 0.0616 0.4297

4 Urban Male Exact Sciences Mid 0.0843 0.4317

5 Rural Female Life Sciences Mid 0.0935 0.4323

6 Rural Male Exact Sciences Low 0.1135 0.4345

Notes: The table shows the top subgroups that the planner should prioritize for human counselor assignment. We assume

planners prioritize adoption rate improvements among groups with higher baseline (algorithmic) adoption. We also assume

access to information regarding school urbanicity, student gender, track choice and tertile of students’ prior-year GPA. Table

9 presents results when access to student attribute information is more limited (no information on prior-year GPA). With

more detailed information on student characteristics, the human counselor assignment process can be more refined. The

table also reports the cumulative share in our sample and the estimated cumulative adoption rate under the human counselor

condition. To assign human counselors to all nine groups shown, the planner will require human counselors for no more than

12% of the population.
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S7 Targeted Policy for Other Scenarios

Figure S6: CATE Distribution for the Heart Scenario

Notes: This figure shows the frequency distribution of treatment effect estimates derived from the Causal Forest for the

Heart scenario. The spread of the histogram reflects the heterogeneity in treatment effects, indicating variations in adoption

gains when a human counselor is provided compared to an algorithmic recommender.

Figure S7: CATE Distribution for the Geography Scenario

Notes: This figure shows the frequency distribution of treatment effect estimates derived from the Causal Forest for the

Geography scenario. The spread of the histogram reflects the heterogeneity in treatment effects, indicating variations in

adoption gains when a human counselor is provided compared to an algorithmic recommender.
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Figure S8: Targeting Policy Performance for the Heart Scenario

Notes: This figure shows the overall adoption rate under different targeting policies as the share of the targeted population

increases. For these results, we assume the planner focuses on Persuadables (i.e., g(p) = p). The area under each curve

(AUC) represents the overall adoption rate when the entire population is targeted. The performance of a targeting policy

is measured by the difference between the AUC under a specific policy and the AUC under a baseline policy. (In Table 8,

we consider either the adversarial policy or the random policy as the baseline.) The first-best targeting policy prioritizes the

allocation of human counselors to individuals with the highest estimated treatment effects, representing the best possible

allocation policy in terms of efficiency. Conversely, the adversarial targeting policy prioritizes the allocation of human

counselors to individuals with the lowest estimated treatment effects, representing the worst possible allocation policy in

terms of efficiency. Both the first-best and adversarial targeting policies involve individual-level targeting based on estimated

individual treatment effects. The random targeting policy allocates human counselors uniformly at random, independent of

the student’s characteristics. The remaining strategies involve subgroup-level targeting, utilizing information about school

locale (urbanicity), student gender, track choice, prior-year Grade Point Average (GPA), and norm compliance.
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Figure S9: Targeting Policy Performance for the Geography Scenario

Notes: This figure shows the overall adoption rate under different targeting policies as the share of the targeted population

increases. For these results, we assume the planner focuses on Persuadables (i.e., g(p) = p). The area under each curve

(AUC) represents the overall adoption rate when the entire population is targeted. The performance of a targeting policy

is measured by the difference between the AUC under a specific policy and the AUC under a baseline policy. (In Table 8,

we consider either the adversarial policy or the random policy as the baseline.) The first-best targeting policy prioritizes the

allocation of human counselors to individuals with the highest estimated treatment effects, representing the best possible

allocation policy in terms of efficiency. Conversely, the adversarial targeting policy prioritizes the allocation of human

counselors to individuals with the lowest estimated treatment effects, representing the worst possible allocation policy in

terms of efficiency. Both the first-best and adversarial targeting policies involve individual-level targeting based on estimated

individual treatment effects. The random targeting policy allocates human counselors uniformly at random, independent of

the student’s characteristics. The remaining strategies involve subgroup-level targeting, utilizing information about school

locale (urbanicity), student gender, track choice, prior-year Grade Point Average (GPA), and norm compliance.
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S8 Alternate Approach for Targeted Treatment Assignment

In the alternate approach, we employed a three-step approach to evaluate treatment effects and optimize

treatment assignment. First, we utilized a Causal Forest model incorporating all covariates to estimate

individualized treatment outcomes. This method allowed us to leverage the robustness of Causal Forests

in capturing heterogeneous treatment effects. Second, using the treatment effect estimates derived from

the Causal Forest, we optimized human counselor allocation to maximize recommendation adoption (focus

on Persuadables. This step ensures that the treatment is allocated to individuals most likely to benefit,

improving the overall adoption of the recommendation. Finally, we employed a decision tree algorithm

to identify subgroups with distinct treatment response patterns. By stratifying the population into

interpretable subgroups, provides population subgroups for targeted assignment of human counselors.

The approach here differs from the main analysis primarily in the sequence of steps. In the alter-

nate approach, treatment outcomes are first determined for the entire population using a Causal Forest,

followed by treatment assignment optimization and then subgroup identification based on decision trees.

In contrast, the main analysis starts with defining subgroups, then estimates treatment outcomes for

these predefined subgroups using the Causal Forest, and finally optimizes treatment assignment. This

distinction highlights that the main analysis prioritizes subgroup-specific insights upfront, while the sup-

plementary analysis emphasizes individual treatment effect estimation before stratification.
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Table S39: Subgroup Prioritization for Counselor Assignment, Alternative Optimiza-

tion Procedure

Focus on Persuadables

Order Gender Track GPA Urbanicity Norm Compliance

1 - Exact Sciences <16 - -

2 Female Humanities >18 Rural -

3 - Exact Sciences 16 to 18 - >0.62

4 - Life Sciences <16 - <-1.4

5 - Economics and IT <17 Urban <-1.4

Focus on Lost Causes

Order Gender Track GPA Urbanicity Norm Compliance

1 - Exact Sciences <16 - -

2 Male Exact Sciences 16 to 18 - >0.5

3 Female Exact Sciences 16 to 18 - -

4 - Economics and IT, Life Sciences <17 - <-1.4

Focus on Sure Things

Order Gender Track GPA Urbanicity Norm Compliance

1 Male Life Sciences, Exact Sciences 17 to 18 - <-4.7

2 Female Humanities >17 Rural -

3 - Exact Sciences <17 - -

4 Female Life Sciences, Exact Sciences 15 to 17 - <-1.7

Notes: This table presents results from an alternative optimization procedure that employs a decision tree to identify

target student subgroups based on estimated outcomes from a causal forest, incorporating all available school and

student attributes to optimize treatment assignment (Athey and Wager, 2019, 2021). In the first scenario (Persuad-

ables), the planner aims to maximize adoption rate improvements by treating all baseline adoption levels equally in

terms of preference for adoption rate increments (g(p) = p). In the second scenario (Lost Causes), planners prioritize

adoption rate improvements among individuals with lower baseline adoption rates (g(p) = p0.5). In the third scenario

(Sure Things), planners prioritize adoption rate improvements among individuals with higher baseline adoption rates

(g(p) = p2).
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S9 Explainer: Mediation Analysis

Mediation analysis is a statistical approach used to understand how and why an independent variable

(X) influences a dependent variable (Y ) through an intermediate variable, called a mediator (M). This

helps determine if an effect is direct or if it operates through another variable.

X (Independent Variable)

M (Mediator)

Y (Dependent Variable)

β1 β2

β3

A typical mediation model consists of the following regression equations:

1. Effect of X on M (Path a)

M = β1X + ϵ1 (3)

where β1 captures the effect of X on the mediator M .

2. Effect of M on Y (Path b), controlling for X

Y = β2M + β3X + ϵ2 (4)

where:

• β2 represents the effect of the mediator M on the outcome Y .

• β3 captures any remaining direct effect of X on Y .

3. Total Effect of X on Y (Path c)

Y = β4X + ϵ3 (5)

where β4 represents the total effect of X on Y before accounting for mediation.

Key Interpretations

• The direct effect of X on Y is given by β3.

• The indirect (mediated) effect is computed as the product of a and b:

Indirect Effect = β1β2 (6)

• The total effect is the sum of direct and indirect effects:

Total Effect = β3 + (β1β2) (7)

In our context, we have results for path a in Table S17, path b in Tables S19 - S21, and path c in

Table 2. The Mediation Analysis in Table 5 is a culmination of the three of these.
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S10 Explainer: Causal Forest

Causal Forests are a machine learning method designed for estimating heterogeneous treatment effects in

observational and experimental studies. Unlike traditional regression models, Causal Forests use a tree-

based structure to estimate treatment effects at an individual or subgroup level, making them particularly

useful for Conditional Average Treatment Effect (CATE) estimation.

Visual Representation of a Tree from a Causal Forest

Root Node

(All Samples)

Split on X1

Leaf 1

T = 1

τ̂(X)

Leaf 2

T = 0

τ̂(X)

Split on X2

Leaf 3

T = 1

τ̂(X)

Leaf 4

T = 0

τ̂(X)

Explanation:

• The tree starts from a root node, which considers all samples.

• It splits based on covariates (X1, X2, X3, . . .).

• The final nodes (leaves) contain treatment effect estimates τ̂(X).

• Multiple trees are aggregated in the causal forest to obtain the final treatment effect estimate.

Key Estimation Equations

1. Individual Treatment Effect

τ̂(X) = E[Y |X,T = 1]− E[Y |X,T = 0] (8)

2. Random Forest Aggregation

τ̂(X) =
1

B

B∑
b=1

τ̂b(X) (9)

where B is the number of trees in the forest.
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