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Abstract Human body part segmentation is a semantic segmentation of human 
images task that entails labelling pixels in an image into their respective classes. 
The human body is composed of hierarchical structures in which each body part 
in the image has a particular individual location. Considering this knowledge, the 
sample class distribution technique was developed by collecting and applying the 
primary human parsing labels in vertical and horizontal dimensions. The proposed 
network exploits the underlying position distribution of the classes to make precise 
predictions with the help of these classes. We produce a distinct spatial guidance 
map by combining these guided features. This guidance map is then superimposed 
on our backbone network. Extensive experiments were executed on a large data set, 
i.e. LIP, and evaluation was done using the mean IOU and MSE-loss metrics. The 
proposed deep learning- based model surpasses the baseline model and adjacent 
state-of-the-art techniques with a 2.3% hike in pixel accuracy and a 1.4% increase 
in mean accuracy. 
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1 Introduction 

Human body part semantic segmentation is also known as human parsing. Its aim is 
to perform the segmentation of human body parts into fine-grained components like 
the right leg, left leg, hat, face, hair, scarf, upper clothes, and many more, as depicted 
in Fig. 1. Due to factors like intricate patterns and textures of clothing, changeable 
positions of people, and the scale variation of various semantic pieces, human part 
semantic segmentation falls under scene parsing, where pixel categorization is carried 
out for particular images. Potential applications such as image editing, activity recog-
nition, emotion recognition, person reidentification, human behaviour analysis, and 
advanced computer vision applications are necessary to understand humans’ complex 
semantic structure elements [1]. Human parsing is close to semantic segmentation 
in predicting the labels of pixels in the image. Earlier image parsing studies were 
primarily concerned with the spatial scale of settings. However, due to the structural 
limitations of convolutional layers, the geographical surroundings only provide a 
limited amount of contextual information. Some approaches, such as ACFNet [2], 
organize pixels into regions along with adding representations of the region (region 
representation) to the pixel representations and accomplish the best results in compet-
itive performance comprising a variety of demanding benchmarks associated with 
semantic segmentation. These strategies, however, did not intentionally examine each 
category’s spatial distribution, limiting their capacity to apprehend the distribution of 
separate classes and, therefore, leading to the inoperability of the rules of distribution 
to help parse. 

Fig. 1 Sample images with human part semantic segmentation
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Nowadays, advances in FCNNs have developed various successful frameworks 
for human parsing tasks. Regardless, many tasks like semantic segmentation, object 
detection, and including a CNN-based approach require the accessibility of thor-
oughly annotated images for training purposes. Also, a large data set is necessary to 
train the framework for human parsing properly. When creating an image data set, 
challenges like occlusion, low quality, varying size of the image and overlapping 
can lead to poor prediction. Human-centric vision [3–5], human–robot interaction 
[6], and fashion analysis rely on the human pixel-level semantic segmentation of 
the human body, which is an essential task in human comprehension. In contrast to 
previous studies, only a few human parsing methods are generated, especially when 
an instance-aware environment is concerned. For instance-aware human parsing, the 
two paradigms currently employed are bottom-up and top-down approaches. Talking 
about top-down approaches, they frequently begin by locating human instance [7] 
ideas, which are subsequently fine-grained and processed. Bottom-up human parsers, 
on the other hand, are driven by the instance segmentation techniques of the bottom-
up instances, followed by performing the pixel-wise grouping and instance-agnostic 
parsing simultaneously. Their grouping strategies span from proposal-free instance 
localization to graph-based super pixel association to instance edge-aware clustering. 

The proposed work introduces a class distribution method called Custom-CDGNet 
by simplifying the complex human structure into 2D space and then converting it into 
vertical and horizontal 1D positional distribution according to their corresponding 
classes. Further, these classes teach human positional knowledge according to cate-
gories. We build a new supervision signal by collecting the vertical and horizontal-
wise binarized maps from vertical and horizontal class distributions. By gathering the 
actual human part semantic segmentation labels in vertical and horizontal orientations 
and using them for supervision, we create methods, for instance, class distribution. 
The network takes advantage of these classes and their underlying position distri-
bution. After that, the backbone network is then covered by a spatial guidance map 
that is created by combining these guided features. Our major contributions include: 
(1) Introduction of the new method named as Custom-CDGNet that simplifies the 
complexity of human parsing methods. (2) Generating class distribution labels that 
utilize inherent position distribution. (3) Quantitative analysis of the proposed work 
with different benchmark methods. 

In this paper, Sect. 2 discusses the benchmarks existing in the field of semantic 
segmentation and human part semantic segmentation. Section 3 contains a detailed 
explanation of the methodology with a detailed description of the architecture, 
diagram and its working. Section 4 contains experimental analysis followed by a 
conclusion in Sect. 5.
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2 Related Work 

Human part semantic segmentation has recently attracted tremendous interest, with 
remarkable progress with advanced deep convolutional neural networks [8] and large-
scale data sets. This section of the paper overviews the related works that have shown 
promising results. Semantic segmentation [9] deals with clustering parts of an image 
that belongs to the same class of an object. It is a pixel-level prediction where each 
pixel in an image is classified according to the category. Cityscapes [10], PASCAL 
VOC [10], ADE20K [11], and U-Net [12] are some of the benchmark methods for 
this task. In human part semantic segmentation, all the pixels in the human image 
are labelled accordingly. The technique used for the human part semantic segment 
is similar to that of scene parsing. 

In human part semantic segmentation, many deep learning-based networks have 
established remarkable benchmarks. Ruan et al. [13] constructed CE2P [13] network 
with Resnet101 as the building block built, extensively used edge detail, global spatial 
context information, and feature resolution and obtained the best result in the LIP 
challenge, 2019. Yuan et al. [14] devised a representation strategy which was object-
contextual for semantic segmentation and attained better performance on the LIP 
data set, stating that the class/label of the distinct pixel is the cluster of the category 
of the object to which the pixel belongs. Some studies have synthesized the prior 
human knowledge for human part semantic segmentation. Wang et al. [15] worked  
on the hierarchy of the human structure. They assembled the hierarchy for effective 
human part semantic segmentation. Also, Ji et al. [16] used the inherent physiological 
constitution of the human body by constructing a new semantic neural network tree to 
work on semantic segmentation of the human body parts. Zhang et al. [17] achieved 
excellent results by applying grammar rules in parallel and a cascaded way, using 
the human body’s natural hierarchical structure and the relationship between various 
organs. Zhang et al. [18] merged keypoint positions with human semantic bound-
aries to enhance part semantic segmentation. These techniques rely on the specific 
human stance or the previous human hierarchical structure, making it challenging to 
guarantee comprehensiveness when several people are present or when unanticipated 
occlusions cover certain human body parts. A different approach, parsing R-CNN 
[19] introduced by Yang et al. and RP R-CNN [20] represented multi-scale features 
along with semantic information and attention mechanism to improve the human 
visual understanding of CNN to outperform in multi-human parsing and dense pose 
estimation [21].
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3 Methodology 

This section proposes a method that converts the intricately depicted human structural 
information in 2D space to vertical and horizontal one-dimensional (1D) positional 
information with their specific matching classes. The proposed approach is motivated 
by CDGNet [22] and attention-based models like HANet [23], CBAM [24] and SENet 
[25]. CBAM and SENet apprehend the extensive context of the entire image, whereas 
HANet considers an attention map which is height driven. The main focus of HANet 
is to parse urban scene images. 

The proposed method is extended to classes and directional positions that expand 
the actual human paring labels to other guiding signals which are linked to classes and 
one directional location. These generated signals are crucial in leading the network 
for the efficient location of human body parts. It should be understood that the 
attention mechanism is not being utilized by the guiding signals to improve the 
features’ presentation. Because human bodies are hierarchically built, the unique 
components of the human body have varied a range of apparent distributions in 
both horizontal and vertical directions. This paper proposes a distribution-directed 
network, distributed class wise that predicts the distribution of classes in dimensions 
categorized as vertical and horizontal while also being guided by distribution loss. 
The human image’s projected distribution characteristic is then completely utilized 
to improve the feature representation for human modelling. 

3.1 Class Distributions 

In human body part segmentation, images with each pixel as human part labels 
are used in the form of training data. We compute the per-class position of distri-
butions from individual images into the horizontal and vertical directions based on 
this research’s labels referred to as the horizontal and vertical class distributions. The 
class distributions guide the network in understanding the context distribution of each 
category, allowing the network to evaluate various categories of spatial distributions 
under the constraint of the proposed distribution loss. 

3.2 Distribution Network 

The proposed distribution method produces each class distribution that exhibits the 
location of the class instances. This distribution further guides the feature representa-
tion, ultimately leading to human parsing. Taking an image frame and its features as 
input, we get Xi of W × H × C where C refers to channel size. Individually squeezing 
the input feature Xi in the vertical and horizontal directions to extract the directional 
positional properties. After extracting directional characteristics, average pooling is
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applied in orthogonal directions to generate labels. The proposed model uses two 
1D convolution networks. The first convolution network uses 3 size kernel with its 
channel number to build the horizontal and vertical class distribution features. These 
features are then directed by making use of the new labels for the class distributions in 
both horizontal and vertical directions, along with the appropriate losses. At the same 
time, the second one-dimensional convolution network uses seven-sized kernels and 
its channel as input features that generate each horizontal and vertical channel distri-
bution feature individually. Salient distribution maps are created by triggering two 
convolutions with sigmoid functions rather than using the softmax function. These 
operations, which are in the form of sequences, generate guided features on any one 
of the axes, either horizontal or vertical. It is denoted by: 

A'h = I u' p(Ah) = I u' p(σ (conv7 × (δ(conv3 × (Zh))))) (1) 

A'v = I ''up(Av) = I ''up(σ (conv7 × (δ(conv3 × (Zv))))) (2) 

where δ = ReLU function, σ = sigmoid function, Zh = horizontal class, Zv = 
vertical class, A'

h = horizontal guided feature, A'
v = vertical guided feature, I'up, 

I''up = bilinear interpolation operation. 
Figure 2 proposed the comprehensive architecture of the proposed work that 

contains the class distribution guidance (CDG) and spatial pooling (SP) module. 
CDG module helps in to extract horizontal and vertical classes. While SP module 
helps to remove the fixed-size constraint of the network. The proposed model has 
3 modules, i.e. edge module, backbone, and high-resolution model. Edge module 
helps to extract edge between the human part by using feature fusion techniques. The 
backbone module focuses on the extraction of the features. While high-resolution 
module are used to get horizontal and vertical labels, that is feed in CDG model and 
SP module. 

Fig. 2 Overview architecture: The figure represents the overview architecture of the proposed 
network. CDG stands for class distribution guidance module; SP represents pyramid spatial pooling
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3.3 CDGNet Objective 

The proposed methodology inspired by CDGNet and CE2P model and it outperforms 
to its baseline model. Objective of the proposed methodology can be considered as 
parsing results and edge prediction. Edge prediction is interpreted as loss of weighted 
cross-entropy between projected maps of the edge and its labels which is supplied by 
the edge module, whereas parsing results are the cross-entropy loss generated from 
high-resolution module parsing map and parsing labels. 

4 Experimental Analysis 

To demonstrate a positive performance of the suggested model in this research paper, 
the evaluation was carried out on the metrics like pixel accuracy, mean IoU, and 
overall mean accuracy. Also, class-wise mean IoU was evaluated for each of the 19 
semantically labelled classes of the LIP [26], parsing data set. 

4.1 Data Set Used 

LIP [26], Look Into Person, is an extensive data set which focuses on the task of 
human parsing, also known as human part semantic segmentation. This data set 
contains a total of about 50,462 images which is bifurcated into 30,462 training, 
10,000 testing and 10,000 validation images. The data set comprises detailed pixel-
wise annotations with 19 labels describing human parts. 16 key points of 2D human 
poses are also included in the data set for pose estimation. 

4.2 Evaluation Parameter 

The proposed model evaluate results on some of the evaluation matrices, i.e. discussed 
below: 

Mean IOU Intersection over union can be understood as the area generated by 
overlapping predicted segmentation result and ground truth, further dividing it by 
the area generated by the union of predicted segmentation result and ground. Mean 
IoU is usually calculated for segmenting two classes, also known as binary classes 
and multi-class. 

Pixel accuracy (PA) is an evaluation metric representing the percentage of 
correctly categorized pixels in an image. This metric is used for semantic segmenta-
tion to calculate the ratio of appropriately identified pixels with the total amount of 
pixels present in the respective image.
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Mean Accuracy is referred to as the correct predictions, which is then divided 
by the total input samples. While mean accuracy refers to the average accuracy of 
multiple classes. 

4.3 Quantitative Analysis 

In order to attain the highest performance in the human parsing, we performed quanti-
tative experiments on the LIP data set in comparison with well-known human parsing 
algorithms. Table 1 represents the class-wise results of mean IOU on LIP data sets. 
In the experiment, the proposed model gives a performance of 60.52% mean IOU 
and outperforms existing benchmarks when compared with existing state-of-the-art 
frameworks. Table 2 represents the evaluated results as mean accuracy, pixel accu-
racy, and mean IOU comparison to other existing methods. So the proposed model 
claims to outperform pixel accuracy at 89.22%, mean accuracy at 72.07%, and mean 
IOU at 60.52 compared to other state- of-the-artwork.

5 Conclusion 

This paper proposes a human part semantic segmentation method called Custom-
CDGNet, 

which works to attain effective and efficient semantic segmentation of human 
parts. This method exploits pixel labelling of each class to generate a vertical and 
horizontal class distribution [26] of all human parts. The knowledge of the class distri-
bution of each class in both horizontal and vertical directions significantly benefited 
the learning of each pixel from the only person in the image to multiple persons 
as well. Performing comprehensive qualitative and quantitative analysis of Custom-
CDGNet, it was found that C-CDGNet surpasses the existing state-of-the-art human 
parsing approaches. Also, when working on the large data set, LIP, C-CDGNet gives 
89.22% pixel accuracy, 72.07% mean accuracy, and 60.52% mean IoU.
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Table 2 Comparative result of our proposed model on the LIP data set 

Method Backbone Pixel Acc Mean Acc Mean IoU 

CE2P[13] Resnet 101 87.37 63.20 53.10 

SNT[16] Resnet 101 88.05 66.42 54.73 

CorrPM[18] Resnet 101 87.68 67.21 55.33 

PCNet[31] Resnet 101 – – 57.03 

HHP[15] DeeplabV3 89.05 70.58 59.25 

SCHP[30] Resnet 101 – – 59.36 

CDGNet[22] Resnet 101 88.86 71.49 60.30 

Our Resnet 101 89.22 72.07 60.52
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