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Abstract

Nuclear Magnetic Resonance (NMR) spectroscopy is a cornerstone technique for
determining the structures of small molecules and is especially critical in the dis-
covery of novel natural products and clinical therapeutics. Yet, interpreting NMR
spectra remains a time-consuming, manual process requiring extensive domain
expertise. We introduce CHEFNMR (CHemical Elucidation From NMR), an end-
to-end framework that directly predicts an unknown molecule’s structure solely
from its 1D NMR spectra and chemical formula. We frame structure elucidation as
conditional generation from an atomic diffusion model built on a non-equivariant
transformer architecture. To model the complex chemical groups found in natural
products, we generated a dataset of simulated 1D NMR spectra for over 111,000
natural products. CHEFNMR predicts the structures of challenging natural prod-
uct compounds with an unsurpassed accuracy of over 65%. This work takes a
significant step toward solving the grand challenge of automating small-molecule
structure elucidation and highlights the potential of deep learning in accelerating
molecular discovery.

1 Introduction

The molecules that sustain life come in several forms: large biopolymers such as DNA, RNA,
and proteins described by our genetic code, and small molecules, which form complex metabolic
pathways and influence all aspects of biology. A category of small molecules, known as secondary
metabolites or natural products, describes those that are secreted into the environment where they
serve myriad functions, such as signaling and chemical warfare. Because of these roles, natural
products have delivered more than half of the FDA-approved small-molecule agents, including the
majority of antibiotics and antitumor drugs in current clinical use, such as penicillin, taxol, and other
blockbuster drugs such as lovastatin and semaglutide [48, 14, 68, 58].
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Figure 1: Natural products are small molecules secreted by natural sources such as plants, animals,
and microorganisms (left). To identify an unknown molecule’s structure, 1D NMR spectroscopy mea-
sures peaks corresponding to each proton (1H) or carbon (13C) atom (middle). The resulting chemical
shifts (x-axis locations), peak intensities, and J-coupling (splitting patterns) encode information on
chemical groups and connectivities, from which the molecular structure can be deduced (right).

The functions of small molecules are intrinsically linked to their molecular structures, which govern
their chemical and biological reactivity. Very recently, deep learning methods have revolutionized the
prediction of a protein’s 3D structure from its amino acid sequence encoded in the genome [30, 2].
Small molecules, by contrast, are neither directly genetically encoded nor repeating polymers.
Structure elucidation therefore relies on de novo experimental methods for every new molecule,
making the discovery of cellular metabolites, essential molecules, antibiotics, and other therapeutics
a slow and tedious process [8, 48, 18].

Nuclear Magnetic Resonance (NMR) spectroscopy is a cornerstone technique for small molecule
structure elucidation. This experimental method provides information regarding the connectivity
and local environment of, typically, each proton (1H) and carbon (13C) in a molecule, thus allowing
the structure of a molecule to be deduced. However, the inverse problem of inferring the chemical
structure from these spectral measurements is a challenging puzzle, which largely proceeds manually
and requires significant time and expertise, even with computational assistance [8]. Consequently,
automating molecular structure elucidation directly from raw 1D NMR spectra would significantly
accelerate progress in chemistry, biomedicine, and natural product drug discovery [56, 47, 77, 42, 17].

With the rise of deep learning approaches applied to molecules, diffusion generative models [20, 59,
32] have emerged as powerful tools for tasks such as small molecule generation [21, 46, 69, 40],
ligand-protein docking [10, 57], and protein structure prediction [2, 73] and design [25, 70, 15].
While early approaches emphasize 3D geometric symmetries via equivariant networks, recent trends
suggest that non-equivariant transformers scale more effectively with model and data size and better
capture 3D structures with data augmentation [69, 2].

In this work, we tackle the challenging task of NMR structure elucidation for complex natural
products. We introduce CHEFNMR (CHemical Elucidation From NMR), an end-to-end diffusion
model designed to infer an unknown molecule’s structure from its 1D NMR spectra and chemical
formula. CHEFNMR processes NMR spectra using a hybrid transformer with a convolutional
tokenizer designed to capture multiscale spectral features, which are then used to condition a
Diffusion Transformer [49] for 3D atomic structure generation. To scale to the complex chemical
groups found in natural products, we curate SpectraNP, a large-scale dataset of synthetic 1D NMR
spectra for 111,181 complex natural products (up to 274 atoms), significantly expanding the chemical
complexity of prior datasets (≤101 atoms) [22, 4]. We compare CHEFNMR against chemical
language model-based and graph-based formulations and demonstrate state-of-the-art accuracy across
multiple synthetic and experimental benchmarks.
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2 Background

NMR spectroscopy is a widely used analytical technique in chemistry for determining the structures
of small molecules and biomolecules. A typical one-dimensional (1D) NMR experiment measures the
response of all spin-active nuclei of a given type, for example hydrogen (1H) or isotopic carbon (13C),
to radiofrequency pulses in a strong magnetic field. The resulting spectrum consists of peaks from
chemically distinct nuclei, where peak positions (i.e., chemical shifts), intensities, and fine splitting
patterns (i.e., J-coupling) reflect local chemical environments and connectivities of the nuclei.

Formally, let the observed spectrum be a real-valued signal S(δ) : R → R, where δ denotes the
chemical shift (in parts per million, ppm) along the x-axis. The signal can be modeled as a sum over
N resonance peaks corresponding to each spin-active nucleus:

S(δ) =

N∑
i=1

Ai · L(δ; δi, γi) + ϵ(δ) (1)

where Ai is the intensity (amplitude) of the i-th peak, δi is the chemical shift (peak center), and γi is
the linewidth (related to relaxation) of the peak. L(δ; δi, γi) is the normalized Lorentzian line shape:

L(δ; δi, γi) =
1

π
· γi
(δ − δi)2 + γ2

i

(2)

and ϵ(δ) models additive noise (e.g., Gaussian white noise or baseline drift). J-coupling refers to the
splitting of the signal for a given nucleus into a sum of multiple peaks when nearby atoms interact:

S(δ) =

N∑
i=1

Mi∑
k=1

Aik · L(δ; δik, γik) + ϵ(δ) (3)

where Mi is the number of split components for the i-th nucleus, and δik encodes the shifted peak
positions. J-coupling occurs when other spin-active nuclei are within 2–4 edges in the molecular
graph, and the signal splits into Mi = m+1 components assuming m interacting nuclei. See Figure 1
for an example.

Together, these features encode rich information about the types of chemical groups present and
their connectivities, enabling chemists to deduce the underlying molecular structure. For example,
certain chemical groups produce peaks that appear at an established range (e.g., aromatic ring-protons
are detected at 6.5–8 ppm), whose exact location depends on the amount of chemical shielding
from nearby atoms in a given molecule. These patterns, in addition to experimental noise due to
the instrument, impurities, and solvent effects, make the inverse problem of deducing structure an
extremely challenging task. NMR structure elucidation thus typically relies on additional information
from 2D NMR experiments, prior information on the substructures present, or chemical formula
from high-resolution mass spectrometry [7] combined with isotopic abundance and distribution
patterns. In this work, we utilize the chemical formula as auxiliary input, as it is typically the most
readily obtainable among common priors and effectively constrains the space of candidate molecular
structures for complex natural products.

3 Method

In this section, we present CHEFNMR, an end-to-end diffusion model for molecular structure
elucidation from 1D NMR spectra and the chemical formula. Our approach consists of two key
components: NMR-ConvFormer for spectral embedding (Section 3.1) and a conditional diffusion
model for 3D atomic coordinate generation (Section 3.2).

In CHEFNMR, we represent molecule-spectrum pairs as (A,X,S), where A ∈ {0, 1}N×datom

denotes the one-hot encoding of atom types for a molecule with N atoms and datom possible atom
types, X ∈ RN×3 represents the 3D atomic coordinates, and S = (sH, sC) contains the NMR
spectra, specifically the 1H spectrum sH ∈ RdH and the 13C spectrum sC ∈ RdC . Our objective is to
generate the 3D coordinates X conditioned on the atom types A (i.e., chemical formula) and the
spectra S by sampling from the conditional probability distribution p(X|A,S).
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Figure 2: Overview of the CHEFNMR architecture. (a) NMR-ConvFormer processes 1D NMR
spectra into a vector embedding using the convolutional tokenizer, transformer encoder, and multihead
attention pooling (MAP). (b) Diffusion Transformer predicts clean 3D coordinates X̂0 from atom
tokens formed by concatenating noisy coordinates Xσ and atom types A, conditioned on the spectral
embedding and noise level σ via adaptive layer normalization [49].

3.1 NMR-ConvFormer: A Hybrid Convolutional Transformer for NMR spectral embedding

To effectively condition the generative process on the NMR spectra S , we propose NMR-ConvFormer,
an encoder designed to capture both local spectral features and global correlations within and between
the 1H and 13C spectra, as shown in Figure 2(a). Unlike prior methods that rely solely on 1D
convolutions [22, 45] or transformers with simple patching [67, 63], NMR-ConvFormer uses a hybrid
approach, combining a convolutional tokenizer for local feature extraction and a transformer encoder
for modeling complex intra- and inter-spectral dependencies.

Convolutional Tokenizer. Each input spectrum (1H and 13C) is processed independently by a
convolutional tokenizer comprising two 1D convolutional layers with ReLU and max-pooling, similar
to [22]. This reduces sequence length while increasing channel dimensions, summarizing local
patterns like peak intensity and splitting. The output is linearly projected to dimension Dencoder,
yielding token sequences of shape (T,Dencoder).

Transformer Encoder. The token sequence, augmented with positional and type embeddings, is
processed by a standard transformer encoder comprising multi-head self-attention and feed-forward
networks with pre-layer norm and residuals. Self-attention captures patterns within each NMR
spectrum and across different spectra, such as related peaks in a 1H spectrum or matching signals
from the same chemical group in both 1H and 13C spectra.

Multihead Attention Pooling (MAP). We use MAP [37, 79] to obtain a fixed-size spectral embed-
ding. A learnable [CLS] token prepended to the encoder output sequence aggregates information
via a final self-attention layer. The resulting [CLS] token state, after layer normalization and linear
projection, serves as the conditioning vector zS ∈ RDhidden for the diffusion model. Dropout is applied
at multiple stages to mitigate overfitting. See Appendix D.2 for detailed hyperparameter settings.

3.2 Conditional 3D Atomic Diffusion Model

Training Objective. We adapt the EDM diffusion framework to conditional 3D molecular gen-
eration [32]. The model Dθ is trained to predict clean 3D coordinates X0 from noisy inputs
Xσ = X0 + n, where n ∼ N (0, σ2I) and the noise level σ is sampled from a pre-defined
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distribution p(σ). Given Xσ , σ, atom types A, and spectral embedding zS , the model minimizes:

Ldiffusion = E (X0,A,zS)∼pdata,

σ∼p(σ),n∼N (0,σ2I)

[
λ(σ)LMSE(X̂0,X0) + Lsmooth_lddt(X̂0,X0)

]
, (4)

where X̂0 = Dθ(Xσ;σ,A, zS) are the predicted coordinates.

The MSE loss, LMSE = ∥X̂0−X0∥22, enforces global structure alignment. To ensure local geometric
accuracy (e.g., bond lengths), crucial for chemical validity and often poorly captured by MSE alone,
we add a smooth Local Distance Difference Test (LDDT) loss [43], adapted from AlphaFold3 [2].
The LDDT score is computed over all distinct atom pairs (i, j):

LDDT(X̂0,X0) =
1

N(N − 1)

∑
i̸=j

ϵij , where ϵij =
1

4

4∑
k=1

sigmoid(tk − |d̂ij − dij |). (5)

Here, d̂ij = ∥x̂i − x̂j∥2 and dij = ∥x0,i − x0,j∥2 are the predicted and true distances, respectively.
Thresholds tk ∈ {0.5, 1.0, 2.0, 4.0Å} specify allowable deviations between predicted and true
distances when evaluating prediction accuracy. The smooth LDDT loss is Lsmooth_lddt = 1− LDDT,
encourages local geometric fidelity by penalizing pairwise deviations. The combined loss promotes
both global alignment and local chemical validity.

Random Coordinate Augmentation. For each molecule, we generate k ground-truth conformers.
During training, we randomly sample one conformer X0 and apply a random rigid transformation
(translation and rotation) following [2, 29, 40]. This augmentation encourages Dθ to learn SE(3)-
invariant representations and mitigate overfitting, significantly improving performance.

Diffusion Transformer (DiT) Architecture. The network Dθ is a DiT [49] shown in Figure 2(b).
Input atom tokens are formed by concatenating noisy coordinates Xσ and atom types A, followed
by an MLP projection. The noise level σ is embedded using frequency encoding and an MLP. This
noise embedding is added to the spectral embedding zS to form the conditioning vector, which is
integrated into the DiT blocks via adaptive layer normalization (adaLN-Zero) [49].

Conditional Dropout and Classifier-Free Guidance. To improve robustness and flexibility in
conditioning on different NMR spectra, we adopt classifier-free guidance (CFG) [19]. During
training, the 1H NMR spectrum is dropped with probability pH = 0.1, the 13C NMR spectrum
is dropped with pC = 0.1, and both are dropped simultaneously with pboth = 0.1. At inference,
conditional and unconditional predictions are combined via

Dω
θ (Xσ;σ,A, zS) = (1 + ω)Dθ(Xσ;σ,A, zS)− ωDθ(Xσ;σ,A), (6)

where ω≥0 controls guidance scale. This enables generation conditioned on either or both spectra,
improving versatility and performance. See Appendix A and D.2 for full training and sampling
algorithms and hyperparameter settings.

4 Related Work

NMR Spectra Prediction. The forward task of predicting a given molecule’s NMR spectra is
relatively established, facilitating data analysis and enabling the generation of simulatd datasets
for structure elucidation of simple compounds via database retrieval. These spectra prediction
methods range from precise, computationally intensive quantum-chemical simulations to more recent
exploratory ML approaches [6, 28, 13, 35, 31, 16, 39, 44]. Following established dataset curation
practices [22, 4], we create our SpectraNP dataset using the commercial software MestReNova [44],
which combines closed-source ML and chemoinformatics algorithms.

NMR Structure Elucidation. Structure elucidation from NMR spectroscopy is a challenging inverse
problem, due to the complexity of spectra data and the vast chemical space [60, 17]. Traditional
computer-aided systems, while historically employed and useful, often suffer from computational
inefficiencies [8]. Recent ML methods have tackled this challenge, but most simplify the problem by
predicting molecular substructures instead of full molecules [38, 36, 5, 64, 76, 33], or by leveraging
richer inputs, such as multimodal spectra beyond NMR [54, 12, 50, 55, 11, 9, 63, 53] and database
retrieval [78, 62, 33]. In contrast, our method directly tackles the de novo elucidation of molecular
structures using only raw 1D NMR spectra and chemical formulae.
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De Novo Structure Elucidation from 1D NMR Spectra. Recent work developing machine learning
methods for de novo structure elucidation from 1D NMR spectra focuses on structurally simple
molecules, leveraging either chemical language models or graph-based models. Chemical language
models [80, 22, 3, 4] generate SMILES strings [71], a sequence-based molecular representation. For
example, Hu et al. [22] use a multitask transformer pre-trained on 3.1M substructure-molecule pairs
and fine-tuned on 143k NMR spectra from SpectraBase [26], achieving 69.6% top-15 accuracy
for molecules under 59 atoms. Alberts et al. [3, 4] employ transformers to predict SMILES from
text-based 1D NMR peak lists and chemical formulas, reporting 89.98% top-10 accuracy on the
USPTO dataset [41] for molecules under 101 atoms. Graph-based models iteratively construct
molecular graphs with GNNs, using methods like Markov decision processes or Monte Carlo tree
search [27, 23, 61]. However, these methods do not handle molecules with more than 64 atoms
or large rings (>8 atoms), likely due to the limited availability of large-scale spectral datasets and
the high computational cost of search-based algorithms for complex molecules. To the best of our
knowledge, CHEFNMR is the first method based on 3D atomic diffusion models for NMR structure
elucidation that scales to complex natural products.

3D Molecular Diffusion Models. Diffusion models have emerged as powerful tools for 3D molecular
generation. E(3)-equivariant GNNs [74, 21, 75, 46] enforce geometric constraints, but non-equivariant
transformers are increasingly favored for their scalability and performance in small molecule genera-
tion [69, 40, 29] and protein structure prediction [2, 15] involving hundreds of thousands of atoms.
Inspired by these recent trends, we apply a scalable DiT [49] to generate 3D atomic structures from
NMR spectra, exploiting their scalability and expressivity by creating a large synthetic NMR spectra
dataset of natural products.

5 Experiments

5.1 Dataset Curation
Table 1: Summary of dataset statistics.

Synthetic # Molecules # Atoms
SpectraBase [22] 141k [3, 59]
USPTO [4] 745k [8, 101]
SpectraNP 111k [4, 274]

Experimental # Molecules # Solvents
SpecTeach [65] 238 2
NMRShiftDB2 [34] 23k >7

Synthetic Datasets. We evaluate models on
two public benchmarks, SpectraBase [22] and
USPTO [4], and our self-curated SpectraNP dataset.
SpectraBase contains simple molecules [22, 26],
while USPTO features a broader range of molecules
in chemical reactions [41]. SpectraNP com-
bines data from NPAtlas [52], a database of small
molecules from bacteria and fungi, with a subset of
NP-MRD [72] including various natural products.

Experimental Datasets. To evaluate the ability of
models trained on synthetic data to generalize to experimental data, we curate two experimental
datasets. Following [4], we include the SpecTeach dataset [65], which contains 238 simple molecules
for spectroscopy education. We also include NMRShiftDB2 [34], a larger-scale dataset of 13C NMR
spectra in various solvents, following [61, 28]. These experimental datasets include impurities,
solvents, and baseline noise (See Figure 5), enabling robustness testing for experimental variations.

Data Structure and Preprocessing. Each data entry is a tuple (SMILES, 1H NMR spectrum, 13C
NMR spectrum, atom features). SMILES strings are canonicalized with stereochemistry removed,
and synthetic spectra are simulated using MestreNova [44]. Atom features include atom types A and
3D conformations X , generated using RDKit’s ETKDGv3 algorithm [1] given the SMILES string.

To preprocess datasets, any duplicate SMILES are first removed. 1H and 13C spectra are interpolated
to 10,000-dimensional vectors following [22, 4], and normalized by their highest peak intensity,
except for SpectraBase [22] and experimental datasets, where 13C spectra are binned into 80 binary
vectors. To validate 3D conformers, SMILES strings are reconstructed from atom types and 3D
coordinates using RDKit’s DetermineBonds function [1], and molecules failing reconstruction are
discarded. See Appendix C for dataset curation details.

5.2 Experimental Setup

Baselines. We compare CHEFNMR against two existing chemical language models and introduce a
graph-based model to assess the impact of molecular representations on the structure elucidation task.
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The chemical language models are: (1) Hu et al. [22] propose a two-stage multitask transformer for
predicting SMILES from 1D NMR spectra. Their method pre-defines 957 substructures and pre-trains
a substructure-to-SMILES model on 3.1M molecules, and then fine-tunes a multitask transformer
on 143k NMR spectra from SpectraBase. We retrain their substructure-to-SMILES model on the
same 3.1M dataset and fine-tune it on each synthetic benchmark. (2) Alberts et al. [4] develop a
transformer to predict stereochemical SMILES from text-based 1D NMR peak lists and chemical
formulae. Due to unavailable inference code and differences in input (peak lists vs. raw spectra) and
output (stereo vs. non-stereo SMILES), we report their published results on USPTO and SpecTeach.

To test an alternative graph-based representation, we also propose NMR-DiGress, a model integrating
the discrete graph diffusion model DiGress [66] with our NMR-ConvFormer. Molecular graphs are
represented as atom types A and bond matrices E ∈ {0, 1}N×N×dbond , where N is the number of
atoms and dbond is the number of bond types. DiGress adds noise to each atom or bond independently
via discrete Markov chains, and trains a graph transformer to reverse this process to generate molecular
graphs. We adapt DiGress to condition on spectral features from NMR-ConvFormer and atom types
A, generating only bond matrices. See Appendix B and D.1 for full algorithms and detailed settings.

CHEFNMR. We evaluate two variants: CHEFNMR-S (134M parameters) and CHEFNMR-L (462M
parameters) with the same NMR-ConvFormer and different sizes of DiT. See Appendix D.2 for
additional experimental details.

Metrics. We evaluate models using: (1) Top-k matching accuracy, which checks whether the
ground truth SMILES string is exactly matched by any of the top-k predicted molecules. For non-
language models, we reconstruct canonical, non-stereo SMILES from the predicted molecular graph
(atom types and generated bond matrix) or 3D structure (atom types and generated 3D coordinates)
using RDKit [1]. (2) Top-k maximum Tanimoto similarity, which evaluates structural similarity
between the ground truth and the most similar molecule in the top-k predictions, using the Tanimoto
similarity of Morgan fingerprints (length 2048, radius 2) [1].

6 Results

This section presents the quantitative and qualitative results across benchmarks. Section 6.1 shows
CHEFNMR’s state-of-the-art performance on synthetic datasets, and Section 6.2 demonstrates robust
zero-shot generalization on experimental datasets. Section 6.3 presents ablation studies on the
contributions of the diffusion training process and the NMR-ConvFormer spectra embedder.

6.1 Performance on Synthetic Spectra

Table 2 summarizes the performance on synthetic 1H and 13C NMR spectra. CHEFNMR significantly
surpasses all baselines in matching accuracy and maximum Tanimoto similarity across datasets. The

Table 2: Performance on synthetic 1H and 13C NMR spectra, reported as the mean ± standard
deviation over three independent sampling runs. Acc%: accuracy; Sim: Tanimoto similarity. ∗:
reported results. N/A: not applicable.

Top-1 Top-5 Top-10

Dataset Model Acc% ↑ Sim ↑ Acc% ↑ Sim ↑ Acc% ↑ Sim ↑

SpectraBase

Hu et al. 45.24±.18 0.686±.001 62.37±.08 0.815±.001 67.38±.05 0.847±.001
NMR-DiGress 43.56±.30 0.625±.002 62.47±.20 0.779±.002 68.39±.35 0.817±.001
CHEFNMR-S 69.15±.08 0.807±.002 82.09±.24 0.904±.002 85.30±.04 0.922±.000
CHEFNMR-L 72.04±.02 0.833±.000 85.24±.10 0.923±.001 88.20±.07 0.940±.000

USPTO

Hu et al. 38.02±.02 0.674±.001 55.85±.04 0.810±.000 61.76±.03 0.845±.000
Alberts et al.∗ 73.38±.08 N/A 87.94±.14 N/A 89.98±.16 N/A
NMR-DiGress 22.51±.13 0.504±.000 41.26±.12 0.708±.001 48.87±.11 0.761±.000
CHEFNMR-S 81.16±.08 0.902±.000 91.03±.05 0.964±.000 92.90±.05 0.973±.000
CHEFNMR-L 81.57±.09 0.912±.000 91.09±.11 0.965±.000 93.01±.05 0.973±.000

SpectraNP

Hu et al. 19.26±.10 0.585±.001 34.00±.19 0.736±.001 39.87±.02 0.774±.001
NMR-DiGress 2.12±.14 0.260±.001 6.31±.08 0.432±.001 9.17±.11 0.485±.000
CHEFNMR-S 40.37±.33 0.583±.004 59.08±.28 0.791±.000 64.37±.08 0.834±.001
CHEFNMR-L 40.15±.29 0.631±.004 59.83±.30 0.822±.002 65.74±.09 0.860±.000
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Figure 3: Examples of CHEFNMR’s predictions on the synthetic SpectraNP dataset. (a) Correctly
predicted diverse and complex natural products in top-1 predictions. (b) Incorrect top-2 predictions
ranked by Tanimoto similarity remain chemically valid and structurally similar to the ground truth.

advantage is most pronounced on the challenging SpectraNP dataset, where CHEFNMR achieves
40% top-1 accuracy compared to 19% for Hu et al. and only 2% for NMR-DiGress.

Performance scales up with both model and dataset size. CHEFNMR-S outperforms baselines by
large margins across all datasets, and CHEFNMR-L further improves accuracy. Larger datasets
also yield better results, with the highest performance observed on USPTO (745k data), followed by
SpectraBase (141k data) and SpectraNP (111k data). This suggests expanding SpectraNP could
further enhance performance in elucidating complex natural products.

Figure 3 provides qualitative examples of CHEFNMR’s performance on SpectraNP. CHEFNMR
accurately predicts diverse and complex natural product structures in its top-1 predictions (Figure 3(a)).
We additionally show incorrect predictions (Figure 3(b)), and find that many of the generated
structures remain chemically valid and similar to the ground truth. Additional qualitative examples
are provided in Appendix F.4.
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Figure 4: Zero-shot performance on experimental NMR spectra, shown as the mean ± standard
deviation over three independent sampling runs. Models are trained on USPTO. Evaluation is on 1H
and 13C spectra for SpecTeach, and on 13C spectra for NMRShiftDB2.∗: reported results.
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Figure 5: Examples of correct structures in CHEFNMR’s top-1 predictions on experimental (a)
SpecTeach and (b) NMRShiftDB2 datasets respectively, with solvent peaks marked in red.

6.2 Zero-shot Performance on Experimental Spectra

Figure 4 reports the zero-shot performance on experimental 1H and 13C NMR spectra. CHEFNMR
achieves 56% top-1 accuracy on SpecTeach and 21% on NMRShiftDB2, significantly outperforming
Hu et al. [22] and NMR-DiGress, which generalize poorly to both experimental benchmarks. Figure 5
shows that CHEFNMR can generate the correct structures in its top-1 predictions despite substantial
experimental variations, such as solvent effect and impurities.

6.3 Ablation Studies

We perform extensive ablation studies to assess the
contributions of key components in diffusion train-
ing and the NMR-ConvFormer on the SpectraBase
dataset. Each row in Table 3 corresponds to a vari-
ant with one component removed or modified from
the base setting. Coordinate augmentation improves
accuracy by 20%, indicating learning symmetries
is crucial. Within the NMR-ConvFormer, convo-
lutional tokenizer, MAP pooling, and dropout are
relatively important. Detailed settings and additional
ablations, including separate contributions of 1H and
13C spectra, are provided in Appendix E.

Table 3: Ablation results (Top-1 Acc% / Sim).
Configuration Acc@1% ↑ Sim@1 ↑
Base (CHEFNMR-S) 69.15 0.807

Diffusion Training Ablation
– Coord Augmentation 49.75 0.651
– Smooth LDDT Loss 68.31 0.798

NMR-ConvFormer Ablation
– Conv Tokenizer 61.78 0.756
– Token Count Reduction 66.28 0.789
– Transformer Block 68.12 0.797
– MAP Pooling 62.97 0.758
– Dropout 65.48 0.777

7 Conclusion

In this work, we address the challenge of determining structures for complex natural products
directly from raw 1D NMR spectra and chemical formulas. We introduce CHEFNMR, an end-to-end
diffusion model that combines a hybrid convolutional transformer for spectral encoding with a
Diffusion Transformer for 3D molecular structure generation. To encompass the chemical diversity
present in natural products, we curate SpectraNP, a large-scale dataset of synthetic 1D NMR spectra
for natural products. Our approach achieves state-of-the-art accuracy on synthetic and experimental
benchmarks, with ablation studies validating the importance of key design components.

Several limitations highlight promising directions for future work. Expanding the training set to
include experimental spectra and more natural products could further improve model performance.
Additional information, such as 2D NMR spectra, could be incorporated to resolve stereochemistry.
Furthermore, adding a confidence module could help chemists better assess the reliability of predicted
structures. Overall, automating NMR-based structure elucidation has the potential to significantly
accelerate molecular discovery. Careful validation and responsible deployment will be essential to
ensure safe and impactful use in real-world applications.

9



Acknowledgements

The authors acknowledge the use of computing resources at Princeton Research Computing, a
consortium of groups led by the Princeton Institute for Computational Science and Engineering
(PICSciE) and Office of Information Technology’s Research Computing. The Zhong lab is grateful
for support from the Princeton Catalysis Initiative, Princeton School of Engineering and Applied
Sciences, Chan Zuckerberg Imaging Institute, Janssen Pharmaceuticals, and Generate Biomedicines.
The Seyedsayamdost lab is grateful for support from the Princeton Catalysis Initiative and a Princeton
SEAS grant. The funders had no role in study design, data collection and analysis, decision to
publish or preparation of the manuscript. The authors also thank the silhouette of Actinomyces used
in Figure 1 created by Matt Crook and licensed under CC BY-SA 3.0 Unported.

References
[1] RDKit: Open-source cheminformatics. https://www.rdkit.org/.

[2] Josh Abramson, Jonas Adler, Jack Dunger, Richard Evans, Tim Green, Alexander Pritzel, Olaf
Ronneberger, Lindsay Willmore, Andrew J Ballard, Joshua Bambrick, et al. Accurate structure
prediction of biomolecular interactions with alphafold 3. Nature, 630(8016):493–500, 2024.

[3] Marvin Alberts, Federico Zipoli, and Alain Vaucher. Learning the language of nmr: structure
elucidation from nmr spectra using transformer models. In AI for Accelerated Materials
Design-NeurIPS 2023 Workshop, 2023.

[4] Marvin Alberts, Oliver Schilter, Federico Zipoli, Nina Hartrampf, and Teodoro Laino. Unravel-
ing molecular structure: A multimodal spectroscopic dataset for chemistry. Advances in Neural
Information Processing Systems, 37:125780–125808, 2024.

[5] Josef Berman, Yehudit Aperstein, and Abraham Yosipof. Elucidation of molecular substructures
from nuclear magnetic resonance spectra using gradient boosting. In International Conference
on Artificial Neural Networks, pages 31–42. Springer, 2024.

[6] Yuri Binev, Maria MB Marques, and João Aires-de Sousa. Prediction of 1h nmr coupling
constants with associative neural networks trained for chemical shifts. Journal of Chemical
Information and Modeling, 47(6):2089–2097, 2007.

[7] Sebastian Böcker and Kai Dührkop. Fragmentation trees reloaded. Journal of Cheminformatics,
8:1–26, 2016.

[8] Darcy C Burns, Eugene P Mazzola, and William F Reynolds. The role of computer-assisted
structure elucidation (case) programs in the structure elucidation of complex natural products.
Natural Product Reports, 36(6):919–933, 2019.

[9] Edwin Chacko, Rudra Sondhi, Arnav Praveen, Kylie L Luska, and Rodrigo Vargas-Hernandez.
Spectro: A multi-modal approach for molecule elucidation using ir and nmr data. In AI for
Accelerated Materials Design-NeurIPS 2024, 2024.

[10] Gabriele Corso, Hannes Stärk, Bowen Jing, Regina Barzilay, and Tommi Jaakkola. Diffdock:
Diffusion steps, twists, and turns for molecular docking. arXiv preprint arXiv:2210.01776,
2022.

[11] Sriram Devata, Bhuvanesh Sridharan, Sarvesh Mehta, Yashaswi Pathak, Siddhartha Laghu-
varapu, Girish Varma, and U Deva Priyakumar. Deepspinn–deep reinforcement learning for
molecular structure prediction from infrared and 13 c nmr spectra. Digital Discovery, 3(4):
818–829, 2024.

[12] Susanna Di Vita, Florian Grötschla, Luca A Lanzendörfer, and Roger Wattenhofer. Leveraging
pre-trained lms for rapid and accurate structure elucidation from 2d nmr data. In AI for
Accelerated Materials Design Workshop (AI4Mat@ NeurIPS), 2024.

[13] Peng Gao, Jun Zhang, Qian Peng, Jie Zhang, and Vassiliki-Alexandra Glezakou. General
protocol for the accurate prediction of molecular 13c/1h nmr chemical shifts via machine
learning augmented dft. Journal of Chemical Information and Modeling, 60(8):3746–3754,
2020.

10

https://www.phylopic.org/images/c257cce4-9ae0-4f33-a2c7-15058ab59224/actinomyces
https://creativecommons.org/licenses/by-sa/3.0/
https://www.rdkit.org/


[14] Susana P Gaudêncio, Engin Bayram, Lada Lukić Bilela, Mercedes Cueto, Ana R Díaz-Marrero,
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A Details of Conditional 3D Atomic Diffusion Model

In this section, we provide full training and sampling algorithms for the conditional 3D atomic
diffusion model described in Section 3.2 of the main paper.

Training Procedure. The complete training procedure is outlined in Algorithm 1. The smooth LDDT
loss is detailed in Algorithm 2, adapted from AlphaFold3 [2]. Unlike the original, which computes
the smooth LDDT loss within a certain radius for proteins [2], we compute it of all atom pairs for
small molecules, as small molecules are more compact in 3D space than proteins.

Algorithm 1 Diffusion Training.

1: procedure TRAINDIFFUSION(Dθ , atom types A, ground-truth conformers {X∗}K=3
k=1 , NMR spectra

S = (sH, sC), noise schedule (Pmean, Pstd) = (−1.2, 1.3), standard deviation of atom coordinates σdata )
2: S ← (sH,0), (0, sC), or (0,0) with probability 0.1 each ▷ Randomly drop spectra
3: zS ← NMR-CONVFORMER(S) ▷ Encode spectra
4: sample k ∼ Uniform({1, . . . ,K}); X0 ←X∗

k ▷ Select a target conformer
5: X0 ←X0 − X̄0 ▷ Center coordinates
6: sample R ∼ SO(3), t ∼ N (0, I); X0 ← RX0 + t ▷ Random rigid transformation
7: sample lnσ ∼ N (Pmean, P

2
std); σ ← σ · σdata ▷ Sample noise scale

8: sample n ∼ N (0, σ2I); Xσ ←X0 + n ▷ Add Gaussian noise
9: X̂0 ← Dθ(Xσ;σ,A,zS) ▷ Predict clean coordinates

10: minimize Ldiffusion = λ(σ)∥X̂0 −X0∥22 + Lsmooth-lddt(X̂0,X0)
11: end procedure

Algorithm 2 Smooth LDDT Loss.

1: procedure SMOOTHLDDTLOSS(predicted coordinates X̂0, ground-truth coordinates X0, thresholds
t = {0.5, 1.0, 2.0, 4.0})

2: d̂ij ← ∥x̂i − x̂j∥2
3: dij ← ∥x0,i − x0,j∥2 ▷ Compute pairwise distances
4: ∆dij ← |d̂ij − dij | ▷ Distance differences
5: ϵij ← 1

4

∑4
k=1 sigmoid(tk −∆dij) ▷ Preserved scores

6: LDDT← meani̸=j(ϵij) ▷ Mean score, excluding self-pairs
7: Lsmooth_lddt ← 1− LDDT ▷ Smooth LDDT loss
8: return Lsmooth_lddt
9: end procedure

Preconditioning. To stabilize training across different noise levels, we precondition the denoising
network Dθ following EDM [32]:

Dθ(Xσ;σ,A, zS) = cskip(σ)Xσ + cout(σ)Fθ

(
cin(σ)Xσ; cnoise(σ),A, zS

)
, (7)

where Fθ is the core neural network performing the actual computation. The scaling functions
cskip, cout, cin, cnoise, and the loss weight λ(σ) are defined as EDM [32]:

cskip(σ) =
σ2

data

σ2 + σ2
data

, cout(σ) =
σ · σdata√
σ2

data + σ2
, (8)

cin(σ) =
1√

σ2 + σ2
data

, cnoise(σ) =
1

4
ln(σ), λ(σ) =

σ2 + σ2
data

(σ · σdata)2
. (9)

Here, σdata represents the standard deviation of atom coordinates in the dataset (see Appendix Table 7).

Conditional Dropout and Classifier-Free Guidance. To improve robustness and flexibility in
conditioning on NMR spectra, we adopt classifier-free guidance (CFG) [19]. During training, the 1H
NMR spectrum is replaced with zeros with probability pH = 0.1, the 13C NMR spectrum is dropped
with pC = 0.1, and both are dropped simultaneously with pboth = 0.1 (see Algorithm 1). At inference,
conditional and unconditional predictions are combined via

Dω
θ (Xσ;σ,A, zS) = (1 + ω)Dθ(Xσ;σ,A, zS)− ωDθ(Xσ;σ,A), (10)

where ω≥0 controls guidance scale. This enables generation conditioned on either or both spectra,
improving versatility and performance. In this paper, we set ω ∈ {1, 1.5, 2} depending on datasets.
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Algorithm 3 Diffusion Sampling using Stochastic Heun’s 2nd order Method.

1: procedure SAMPLEDIFFUSION(Dω
θ (Xσ;σ,A,zS), atom type A, NMR spectra embedding zS , noise

level schedule σi∈{0,...,N}, γ0 = 0.8, γmin = 1.0, ω guidance scale)
2: sample X0 ∼ N

(
0, σ2

0 I
)

3: for i ∈ {0, . . . , N − 1} do
4: γ = γ0 if σi > γmin else 0
5: σ̂i ← σi + γσi ▷ Temporarily increase noise level σ̂i

6: sample ϵi ∼ N
(
0, I

)
7: X̂i ←Xi +

√
σ̂2
i − σ2

i ϵi ▷ Add new noise to move from σi to σ̂i

8: di ←
(
X̂i −Dω

θ (X̂i; σ̂i,A,zS)
)
/σ̂i ▷ Evaluate dX/dσ at σ̂i

9: Xi+1 ← X̂i + (σi+1 − σ̂i)di ▷ Take Euler step from σ̂i to σi+1

10: if σi+1 ̸= 0 then
11: d′

i ←
(
Xi+1 −Dω

θ (Xi+1;σi+1)
)
/σi+1 ▷ Apply 2nd order correction

12: Xi+1 ← X̂i + (σi+1 − σ̂i)
(
1
2
di +

1
2
d′
i

)
13: end if
14: end for
15: return XN

16: end procedure

Sampling Procedure. The reverse diffusion process begins with X0 ∼ N (0, σ2
maxI) and iteratively

denoises to obtain XN . This process is governed by the stochastic differential equation (SDE) [32]:

dX = −σ∇X log p
(
X;σ

∣∣A, zS) dσ︸ ︷︷ ︸
probability flow ODE

−β(σ)σ2∇X log p
(
X;σ

∣∣A, zS) dσ +
√
2β(σ)σ dw︸ ︷︷ ︸

Langevin diffusion SDE

,

(11)
where ∇X log p

(
X;σ|A, zS

)
=

(
Dω

θ (Xσ;σ,A, zS) − X
)
/σ2 is the conditional score func-

tion [24], σ is the noise level, and dw is the Wiener process. The term β(σ) determines the
rate at which existing noise is replaced by new noise.

During inference, the noise level schedule σi∈{0,...,N} is defined as EDM [32]:

σi<N =

(
σmax

1
ρ +

i

N − 1
(σmin

1
ρ − σmax

1
ρ )

)ρ

, σN = 0, (12)

where σmax = 80, σmin = 0.0004, ρ = 7, and N = 50 is the number of diffusion steps. The sampling
process is performed by solving the SDE using the stochastic Heun’s 2nd method [32], as outlined in
Algorithm 3.

B Details of NMR-DiGress

As introduced in Section 5.2 of the main paper, NMR-DiGress is a graph-based baseline model
integrating the discrete graph diffusion model DiGress [66] with our NMR-ConvFormer for molecular
structure elucidation from 1D NMR spectra and the chemical formula. In this section, we provide a
detailed description of the training and sampling procedures of NMR-DiGress.

In NMR-DiGress, molecule-spectrum pairs are represented as (G,S), where G = (A,E) is the
molecular graph. The atom types A ∈ {0, 1}N×datom and bond types E ∈ {0, 1}N×N×dbond represent
the graph, with N being the number of heavy atoms (excluding hydrogens), and datom and dbond being
the total number of atom and bond types, respectively. Bond types include no bond, single bond,
double bond, triple bond, and aromatic bond.

The objective of NMR-DiGress is to generate the bond types E conditioned on the atom types A
(i.e., chemical formula) and the spectra S by sampling from the conditional probability distribution
p(E|A,S). Key differences from the original DiGress are: (1) Atom types are already known
in NMR-DiGress, so only bond matrices are predicted. (2) Spectra embeddings zS from NMR-
ConvFormer are added as graph-level features during training and sampling.
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Algorithm 4 NMR-DiGress Training.

1: procedure TRAIN NMR-DIGRESS(molecular graph G = (A,E), NMR spectra embedding zS )
2: sample t ∼ U [1, T ] ▷ Sample a diffusion time from the uniform distribution
3: sample Et ∼ E Q̄t ▷ Add noise to the bond matrix
4: Gt ← (A,Et)
5: zG ← f(Gt, t) ▷ Structural features computed from the graph
6: p̂E ← ϕθ(Gt,zG ,zS) ▷ Predict the bond matrix
7: minimize ℓCE(p̂

E ,E) ▷ Cross-entropy loss
8: end procedure

Algorithm 5 NMR-DiGress Sampling.
1: procedure SAMPLE NMR-DIGRESS(NMR spectra embedding zS , atom types A, marginal distribution of

bond types m, number of diffusion steps T )
2: sample ET ∼m ▷ Independently sample each initial bond from the marginal distribution
3: GT ← (A,ET )
4: for t = T, . . . , 1 do
5: zG ← f(Gt, t) ▷ Structural features computed from the graph
6: p̂E ← ϕθ(Gt,zG ,zS) ▷ Predict the bond matrix
7: pθ(e

t−1
ij | Gt)←

∑
e q(e

t−1
ij | eij = e, etij) p̂

E
ij(e) ▷ Posterior distribution of each bond

8: Gt−1 ∼ A×
∏

ij pθ(e
t−1
ij | Gt) ▷ Reverse process

9: end for
10: return G0
11: end procedure

Training Procedure. The training procedure of NMR-DiGress is adapted from DiGress [66]. Noise
is added to each bond independently via discrete Markov chains, and a neural network is trained to
reverse this process to generate bond matrices.

Specifically, to add noise to a graph, we define a discrete Markov process {Et}Tt=0 starting from the
bond matrix E0 = E:

q
(
Et|Et−1

)
= Et−1Qt, (13)

where Qt is the transition matrix from step t− 1 to t. From the properties of the Markov chain, the
distribution of Et given E is:

q
(
Et|E

)
= EQ̄t, (14)

where Q̄t = Q1Q2...Qt. Following DiGress, we use the noise schedule:

Q̄t = ᾱtI + β̄t1m⊤, (15)

where ᾱt = cos (0.5π (t/T + s) / (1 + s))
2, β̄t = 1− ᾱt, T = 500 is the number of diffusion steps,

and s is a small hyperparameter. Here, m is the marginal distribution of bond types in the training
dataset and m⊤ is the transpose of m. This choice of noise schedule ensures that each bond in ET is
converged to the prior noisy distribution (i.e., the marginal distribution of bond types m).

To predict the original bond matrix E from the noisy graph Gt = (A,Et), we train a neural network
ϕθ (Gt, zG , zS), where zG is extra features derived from Gt in DiGress and zS is the NMR spectra
embedding from NMR-ConvFormer. We use the same graph transformer architecture as in DiGress
for ϕθ [66]. The complete training algorithm is shown in Algorithm 4.

Sampling Procedure. We extend DiGress [66] by conditioning on atom types A and spectra
embeddings zS . Each bond in ET is independently sampled from the marginal distribution m to
form the noisy graph GT = (A,ET ). For each timestep t, we compute extra features zG = f(Gt, t),
predict bond probabilities p̂E = ϕθ(Gt, zG , zS), and derive the posterior for each bond eij :

pθ(e
t−1
ij | Gt) =

∑
e

q(et−1
ij | eij = e, etij) p̂

E
ij(e), (16)

where e can be chosed from dbond bond types. Then each bond in Gt−1 is independently sampled
according to this posterior. After T steps, the denoised molecular graph G0 is generated. The
complete algorithm is given in Algorithm 5.
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C Details of Dataset Curation

In this section, we provide details on the dataset curation process, including the data structure,
preprocessing pipeline, and a summary of the statistics for each dataset.

C.1 Dataset Structure and Preprocessing

Each data entry is represented as a tuple (SMILES, 1H NMR spectrum, 13C NMR spectrum, atom
features). The SMILES string is a sequence of characters representing a molecule [71]. Each SMILES
string is canonicalized, with stereochemistry such as chiral centers and double bond configurations
removed. Only molecules containing the elements C, H, O, N, S, P, F, Cl, Br, and I are retained.
Duplicate entries are removed to ensure one unique SMILES per molecule.

The NMR spectra are stored as vectors, and details of the preprocessing steps are provided in
Appendix C.2. Atom features include atom types A and 3 ground-truth conformers X , which are
generated using RDKit’s ETKDGv3 algorithm [1] from the SMILES string. To validate the generated
3D conformations, SMILES strings are reconstructed from the atom types and 3D coordinates using
RDKit’s DetermineBonds function [1]. Molecules that fail reconstruction are discarded. Explicit
hydrogens are included to ensure accurate SMILES reconstruction, as required by DetermineBonds.

C.2 NMR Spectrum Preprocessing

Synthetic Spectra Simulation. Synthetic spectra are generated from SMILES using MestreNova [44],
with deuterated chloroform (CDCl3) as the solvent. Default simulation settings are applied: 1H
spectra (−2 ppm to 12 ppm, 32k points, 500.12 Hz frequency, 0.75 Hz line width) and 13C spectra
(−20 ppm to 230 ppm, 128k points, 125.03 MHz frequency, 1.5 Hz line width, proton decoupled).

Experimental Spectra Collection. SpecTeach [65] experimental raw spectra are in .mnova file
format, with default NMR processing steps preserved, including group delay correction, apodiza-
tion in the time domain, and phase and baseline corrections in the frequency domain if exist.
NMRShiftDB2 [34] has 13C NMR spectra chemical shift lists.

Spectra Preprocessing. To standardize spectra from different datasets, which vary in chemical
shift ranges, resolutions, and intensity scales, we adopt the formats in [4, 22] and the preprocessing
method in [22]. 1H NMR spectra are linearly interpolated to 10,000 points in the range [−2, 10]
ppm, and 13C NMR spectra are interpolated to 10,000 points in the range [−20, 230] ppm. Spectra
outside these ranges are truncated, while shorter spectra are zero-padded. Intensities are normalized
by dividing by the maximum intensity. For SpectraBase dataset [22] and experimental datasets,
13C NMR spectra are preprocessed into 80 binary vectors spanning (3.42, 231.3) ppm.

To ensure compatibility with baseline models (i.e., Hu et al. [22] and NMR-DiGress), we also
preprocess 1H NMR spectra into 28,000 points within the range [−2, 12] ppm and 13C NMR spectra
into 80 binary vectors spanning (3.42, 231.3) ppm where applicable. Appendix Table 4 provides
detailed preprocessing formats for each model and dataset.

Table 4: Standardized formats for preprocessed NMR spectra, specifying spectrum dimensions,
chemical shift ranges, and intensity ranges.

NMR Spectrum Dimension Chemical Shift (ppm) Intensity

CHEFNMR
1H (Default) 10,000 [−2, 10] ≤ 1
13C (USPTO, SpectraNP) 10,000 [−20, 230] ≤ 1
13C (SpectraBase, SpecTeach, NMRShiftDB2) 80 (3.42, 231.3) {0, 1}
Hu et al. [22]
1H (Default) 28,000 [−2, 12] ≤ 1
13C (Default) 80 (3.42, 231.3) {0, 1}
1H (USPTO) 10,000 [−2, 10] ≤ 1

NMR-DiGress
1H (Default) 10,000 [−2, 10] ≤ 1
13C (Default) 80 (3.42, 231.3) {0, 1}
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Table 5: Summary of dataset statistics with the number of data points, heavy atoms (excluding
hydrogens), atoms (including hydrogens), atom types, and solvent types reported.

Dataset # Data # Heavy Atoms # Atoms Atom Type Solvent

Synthetic Datasets
SpectraBase 141,489 [2, 19] [3, 59] 4 (C, H, O, N) CDCl3
USPTO 744,602 [5, 35] [8, 101] 10 (C, H, O, N, S, P, F, Cl, Br, I) CDCl3
SpectraNP 111,181 [3, 130] [4, 274] 10 (C, H, O, N, S, P, F, Cl, Br, I) CDCl3

Experimental Datasets
SpecTeach 238 [2, 29] [5, 59] 7 (C, H, O, N, S, Cl, Br) CDCl3, DMSO
NMRShiftDB2 23,457 [3, 35] [3, 91] 10 (C, H, O, N, S, P, F, Cl, Br, I) >7 solvents

C.3 Dataset Statistics

This section provides detailed preprocessing steps and dataset statistics (Appendix Table 5).

Synthetic Datasets. We evaluate our models on two public benchmarks, SpectraBase [22] and
USPTO [4], and our self-curated SpectraNP dataset.

SpectraBase [22] contains molecules with elements C, H, O, and N. The original dataset comprises
142,894 tuples of (Canonical nonstereo SMILES, 28,000-dimensional 1H NMR spectrum, 80-bin
13C NMR spectrum) along with non-overlapping split indices in a ratio of 0.8:0.1:0.1 for training,
validation, and test sets. Each molecule in the dataset is unique. We remove 219 molecules with invalid
1H NMR spectra. After generating 3D conformations for all molecules, 141,489 valid conformations
remain. The original dataset is available at https://zenodo.org/records/13892026 under the
CC-BY 4.0 license.

USPTO [4] includes molecules derived from chemical reactions [41], containing elements C, H, O,
N, S, P, F, Cl, Br, and I. The original dataset contains 794,403 tuples of (Canonical stereo SMILES,
10,000-dimensional 1H NMR spectrum, 10,000-dimensional 13C NMR spectrum). We generate
3D conformations for each molecule. The final dataset contains 744,602 entries. The original split
indices are preserved, resulting in a post-filtering split ratio of 0.86:0.04:0.1 for training, validation,
and test sets. The original dataset is available at https://zenodo.org/records/11611178 under
the Community Data License Agreement-Sharing 1.0 (CDLA-Sharing-1.0).

SpectraNP contains 111,181 unique natural products with elements C, H, O, N, S, P, F, Cl, Br, and I.
Around 31k molecules are sourced from the NPAtlas database [52], which includes small molecules
from bacteria and fungi. The remaining molecules are sourced from the NP-MRD database [72],
which includes natural products such as vitamins, minerals, probiotics, and small molecules from
various natural sources. The dataset is randomly split into training, validation, and test sets in a ratio
of 0.8:0.1:0.1.

Experimental Datasets. To evaluate the ability of models trained on synthetic data to generalize to
experimental data, we curate two experimental datasets.

SpecTeach includes the van Bramer dataset [65]. The original dataset contains 247 tuples, but 5
compounds lack corresponding SMILES from the CAS ID, and 3 compounds have invalid experimen-
tal spectra. The final dataset comprises 238 unique tuples. Most compounds are in CDCl3 solvent,
with a few in DMSO solvent. The original dataset is available at https://drive.google.com/
drive/folders/1R23KGk3bp6ukGCRb4U-CRuxnL6PYYBYc under CC-BY 4.0.

NMRShiftDB2 [34] is a larger-scale dataset of 13C NMR spectra in various solvents. We use a subset
of 23,457 molecules excluding SMILES in the training set of USPTO. The original dataset is under the
nmrshiftdb2 Database License (https://nmrshiftdb.nmr.uni-koeln.de/nmrshiftdbhtml/
nmrshiftdb2datalicense.txt).

D Experimental Details

In this section, we provide experimental details for baseline models and CHEFNMR, including
hyperparameters, training, and evaluation settings.
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D.1 Baseline Settings

We compare CHEFNMR with two existing chemical language models and introduce a graph-based
model to evaluate different molecular representations for the structure elucidation task.

Hu et al. [22] use 28,000-dimensional 1H NMR spectra and 80-bin 13C NMR spectra for all datasets,
except for the USPTO dataset, where 10,000-dimensional 1H NMR spectra are used (see Appendix
Table 4). This chemical language model employs a two-stage multitask transformer to predict
SMILES strings from raw 1D NMR spectra. The method pre-defines 957 substructures and pre-trains
a substructure-to-SMILES transformer model on 3.1M molecules. This pre-trained model is then
used to initialize a multitask transformer, which is fine-tuned on 143k data from SpectraBase.

For our experiments, we retrain the substructure-to-SMILES model on the same 3.1M dataset for 500
epochs. Then, we fine-tune the model on each synthetic benchmark dataset for 1500 epochs until
convergence. During fine-tuning, the multitask model is initialized with the substructure-to-SMILES
transformer checkpoint that achieved the lowest validation loss during the pre-training phase. Model
performance is evaluated on each dataset over three independent runs, using the checkpoint with the
lowest validation loss during training. Evaluation is conducted on 1 A100 GPU, with runtime varying
between 30 minutes and 2 hours depending on the dataset. Other hyperparameters are set as default
in the original model [22].

Alberts et al. [4] develop a transformer to predict stereo SMILES from text-based 1D NMR peak
lists and chemical formulas. Due to the unavailability of inference code and differences in input (peak
lists vs. raw spectra) and output (stereo vs. non-stereo SMILES), we report their published results on
the original USPTO (794,403 data points) and SpecTeach datasets.

Table 6: Number of filtered data.

Dataset # Data

SpectraBase 132,710
USPTO 673,257
SpectraNP 106,020

NMR-DiGress uses 10,000-dimensional 1H NMR spectra and
80-bin 13C NMR spectra for all datasets (see Appendix Table 4).
This graph-based model, comprising 14.4M parameters, is trained
on each dataset using 4 A100 GPUs for 48 hours. Evaluation is
performed using the checkpoint with the highest top-1 matching
accuracy on the validation set.

Notably, molecules containing aromatic nitrogens are excluded
from training and evaluation (see Appendix Table 6). This is because NMR-DiGress only uses heavy
atoms (excluding hydrogens) as graph nodes, and RDKit [1] fails to reconstruct SMILES strings from
molecular graphs with aromatic nitrogens.

D.2 CHEFNMR Settings

CHEFNMR use the preprocessed datasets described in Appendix Tables 4 and 5. Appendix Figure 6
illustrates the full architecture of the NMR-ConvFormer described in Section 3.1. Appendix Table 8
lists the hyperparameters and optimizer settings for CHEFNMR.

All models are trained in bf16-mixed precision. After training, we sample all molecules in the test
set using the trained checkpoint for three independent runs per dataset. We select the checkpoint
with the highest top-1 matching accuracy on the validation set. For experimental datasets, we use the
checkpoint trained on the synthetic USPTO dataset with 10,000-dimensional 1H NMR spectra and
80-bin 13C NMR spectra. Appendix Table 7 summarizes σdata, training epochs, and sampling time
for CHEFNMR on each dataset. Here, σdata represents the standard deviation of the atom coordinates
in the dataset. The classifier-free guidance (CFG) scale ω is set to 2 for SpectraBase, 1.5 for USPTO
and SpectraNP, and 1 for SpecTeach and NMRShiftDB2.

Table 7: σdata, training epochs, and sampling time per dataset for CHEFNMR. σdata is the standard
deviation of the atom coordinates in the dataset. Sampling time is the estimated average time on 1
A100 or H100 GPU for three independent runs.

Dataset σdata
CHEFNMR-S CHEFNMR-L

Train Epoch Sample Time Train Epoch Sample Time

SpectraBase 2.02 10k 1h 5k 3h
USPTO 2.67 10k 8h 3k 17h
SpectraNP 3.28 26k 3.5h 18k 9h
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Figure 6: Details of the NMR-ConvFormer architecture. For the 10,000-dimensional 1H or 13C NMR
spectrum, we use a convolutional tokenizer comprising two 1D convolutional layers with ReLU and
max-pooling, outperforming the ViT-style patch tokenizer [67]. For the 80-bin 13C spectrum, we use
learnable embeddings for each bin instead of the convolutional tokenizer. The standard transformer
encoder comprises multi-head self-attention and feed-forward networks with pre-layer norm and
residuals. Hyperparameters such as out_channel and kernel_size are listed in Appendix Table 8.

Table 8: CHEFNMR hyperparameters and optimizer settings.
Parameter CHEFNMR-S CHEFNMR-L

NMR-ConvFormer
General
Encoder Dimension (Dencoder) 256
Dropout Rate 0.1

Convolutional Tokenizer
Number of Blocks 2
Output Channels (out_channel) [64, 128]
Kernel Sizes (kernel_size) [5, 9]
Stride Sizes (stride) [1, 1]
Max Pooling Sizes (pool_size) [8, 12]

Transformer Encoder
Positional Encoding Learnable
Type Encoding Learnable
Number of Blocks 4
Number of Attention Heads 8
Head Dimension 32
MLP Ratio 4

Pooling
Pooling Strategy Multihead Attention Pooling

DiT
Number of Blocks 12 24
Number of Attention Heads 8 16
Hidden Dimension 768 1024
MLP Ratio 4

Optimizer (Adam)
Learning Rate 1e-4
Adam β1 0.9
Adam β2 0.95
Adam ϵ 1e-8
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Table 9: Ablation study on NMR-ConvFormer components.
Configuration Tokenizer # Tokens Transformer Pooling Dropout Acc@1% ↑ Sim@1 ↑
Base (CHEFNMR-S) Conv 183 Y MAP 0.1 69.15±.08 0.807±.002

Tokenizer Ablation
– Conv Tokenizer Patch 183 Y MAP 0.1 61.78±.18 0.756±.000
– Token Count Reduction Conv 121 Y MAP 0.1 66.28±.18 0.789±.001

Transformer Ablation
– Transformer Block Conv 183 N MAP 0.1 68.12±.17 0.797±.001

Pooling Ablation
– MAP Pooling Conv 183 Y Flatten 0.1 62.97±.14 0.758±.002

Dropout Ablation
– Dropout Conv 183 Y MAP 0.0 65.48±.06 0.777±.001

E Additional Ablation Studies

In this section, we provide additional ablation studies to evaluate the impact of the NMR-ConvFormer
components and the impact of different NMR spectra on CHEFNMR’s performance.

E.1 Ablation Studies for NMR-ConvFormer

We perform extensive ablation studies to evaluate the contributions of key components in the NMR-
ConvFormer on the SpectraBase dataset using CHEFNMR-S. The results are summarized in Table 3
of the main paper, with detailed configurations provided here.

Some of the modifications in Appendix Table 9 are: – Conv Tokenizer: The convolutional tokenizer
is replaced with a patch tokenizer (see Appendix Figure 6) using patch_size = 192 and stride =
96 to maintain the same token count. – Token Count Reduction: The number of tokens is reduced
from 183 to 121 by increasing max pooling sizes (pool_size in Appendix Table 8) from [8, 12] to
[12, 20]. – MAP Pooling: The MAP pooling layer is replaced with a flattening layer, which reshapes
the transformer encoder’s output from (batch_size, T,Dencoder) to (batch_size, T ×Dencoder).

We find that within the NMR-ConvFormer, the convolutional tokenizer outperforms the patch
tokenizer, likely due to its ability to capture local features more effectively. Reducing the number of
tokens leads to a drop in performance. The MAP pooling layer is more effective than flattening for
aggregating features. Dropout regularization is necessary to prevent overfitting.

E.2 Ablation Studies for Different NMR Spectra

We investigate the impact of using different NMR spectra (1H NMR, 13C NMR, or both) on model per-
formance on the SpectraBase dataset. The results are presented in Appendix Table 10. CHEFNMR

Table 10: Performance on SpectraBase using different NMR spectra.
Top-1 Top-5 Top-10

Spectrum Model Acc% ↑ Sim ↑ Acc% ↑ Sim ↑ Acc% ↑ Sim ↑

13C

Hu et al. 4.50 ±.15 0.296±.000 12.92±.11 0.460±.001 18.27±.14 0.523±.001
NMR-DiGress 10.87±.08 0.314±.001 19.35±.03 0.438±.001 23.00±.02 0.477±.001
CHEFNMR-S 26.69±.06 0.469±.001 39.90±.33 0.612±.001 44.59±.07 0.651±.000
CHEFNMR-L 30.28±.15 0.510±.002 47.33±.14 0.672±.000 53.53±.30 0.718±.001

1H

Hu et al. 31.12±.15 0.569±.001 48.64±.42 0.725±.001 54.92±.26 0.771±.001
NMR-DiGress 31.13±.13 0.521±.001 48.73±.24 0.682±.001 54.52±.18 0.723±.001
CHEFNMR-S 57.97±.25 0.720±.002 72.64±.22 0.841±.002 76.58±.23 0.867±.002
CHEFNMR-L 59.37±.20 0.739±.001 74.91±.11 0.857±.001 79.20±.09 0.884±.000

13C + 1H

Hu et al. 45.24±.18 0.686±.001 62.37±.08 0.815±.001 67.38±.05 0.847±.001
NMR-DiGress 43.56±.30 0.625±.002 62.47±.20 0.779±.002 68.39±.35 0.817±.001
CHEFNMR-S 69.15±.08 0.807±.002 82.09±.24 0.904±.002 85.30±.04 0.922±.000
CHEFNMR-L 72.04±.02 0.833±.000 85.24±.10 0.923±.001 88.20±.07 0.940±.000
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consistently and significantly outperforms the baselines with 1H or/and 13C spectra. The combination
of 1H and 13C spectra provides complementary information that yields the best performance.

F Additional Results and Analysis

This section provides additional results and analysis across datasets, demonstrating the state-of-the-art
performance and generalization ability of CHEFNMR. Appendix F.1 reports the Average Minimum
RMSD metrics for generated 3D structures. Appendix F.2 analyzes CHEFNMR’s generalization
ability to unseen molecular scaffolds and different solvents in NMR spectra. Appendix F.3 presents a
systematic failure mode analysis of CHEFNMR by molecular structures and domain shift between
synthetic and real spectra. Appendix F.4 and F.5 provide additional qualitative examples on synthetic
and experimental datasets respectively.

F.1 RMSD Metric

Since CHEFNMR generates atomic 3D coordinates, we additionally report the top-k Average Mini-
mum RMSD (AMR) of heavy atoms in Appendix Table 11. The RMSD for each predicted structure
is computed against three ground-truth conformers and taken as the minimum value. We then select
the minimum RMSD among the top-k predictions for each molecule and average across all molecules
to obtain the top-k AMR Although RMSD is not size-independent and thus less interpretable, the
obtained results are reasonable given the dataset complexity.

Table 11: Average Minimum RMSD in Å.
Dataset Top-1↓ Top-5↓ Top-10↓
SpectraBase 3.26 2.87 2.71

USPTO 4.59 4.14 3.96

SpectraNP 5.50 5.12 4.97

SpecTeach 2.10 1.71 1.56

NMRShiftDB2 3.23 2.83 2.68

F.2 Generalization Analysis

In this section, we analyze CHEFNMR’s generalization ability to unseen molecular scaffolds (Ap-
pendix F.2.1) and different solvents (Appendix F.2.2) in NMR spectra.

F.2.1 Generalization to Unseen Molecular Scaffolds

We evaluate CHEFNMR’s generalization ability to unseen molecular scaffolds by creating test subsets
with scaffolds not present in the training sets. Appendix Table 12 shows the subsets are relatively
chemically dissimilar to the training sets, based on Scaffold similarity (Scaff), fingerprint-based Tani-
moto Similarity to a nearest neighbor (SNN) [51], and the absolute difference of standard deviation of

Table 12: Similarity analysis between training and test splits across datasets. Unseen: test subsets
with scaffolds unseen during training. Scaff: Scaffold similarity; SNN: Tanimoto similarity to nearest
neighbor. |σtrain − σtest|: absolute difference of std of atom coordinates between training and test sets.

Train Set Test (Sub)set #Test Set Data Scaff↑ SNN↑ |σtrain − σtest|↓
SpectraBase SpectraBase 14137 0.959 0.659 0.004
SpectraBase SpectraBase (Unseen) 3770 (26.7%) 0.000 0.657 0.025

USPTO USPTO 73059 0.980 0.698 0.005
USPTO USPTO (Unseen) 14711 (20.1%) 0.000 0.656 0.174

SpectraNP SpectraNP 10952 0.894 0.722 0.012
SpectraNP SpectraNP (Unseen) 2897 (26.5%) 0.000 0.655 0.144
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Table 13: Performance on unseen scaffold test subsets across synthetic datasets.
Top-1 Top-5 Top-10

Dataset Model Acc% ↑ Sim ↑ Acc% ↑ Sim ↑ Acc% ↑ Sim ↑

SpectraBase

Hu et al. 39.59±.26 0.653±.002 55.43±.64 0.776±.003 59.85±.59 0.807±.003
NMR-DiGress 43.10±.29 0.607±.003 59.70±.22 0.759±.001 64.83±.24 0.793±.002
CHEFNMR-S 64.09±.32 0.758±.003 77.35±.20 0.871±.001 80.73±.22 0.892±.001
CHEFNMR-L 66.40±.31 0.785±.002 80.24±.33 0.891±.001 83.75±.24 0.912±.001

USPTO

Hu et al. 25.80±.22 0.590±.001 41.58±.27 0.738±.001 47.12±.27 0.778±.002
NMR-DiGress 12.93±.23 0.388±.003 25.27±.22 0.596±.002 31.42±.12 0.653±.001
CHEFNMR-S 66.68±.04 0.814±.002 81.31±.08 0.921±.000 84.81±.04 0.938±.000
CHEFNMR-L 67.78±.25 0.836±.003 81.79±.11 0.925±.000 85.26±.13 0.941±.001

SpectraNP

Hu et al. 7.68±.36 0.478±.001 16.16±.27 0.623±.001 20.26±.27 0.659±.000
NMR-DiGress 1.59±.10 0.222±.004 4.50±.24 0.389±.002 6.18±.19 0.436±.001
CHEFNMR-S 21.40±.44 0.417±.001 35.30±.20 0.641±.001 40.14±.09 0.696±.000
CHEFNMR-L 21.82±.24 0.477±.002 37.04±.66 0.694±.001 42.69±.31 0.741±.002

atom coordinates between training and test sets. Appendix Table 13 shows the performance on these
unseen scaffold subsets with different models. CHEFNMR still significantly outperforms baselines
across these subsets, demonstrating its generalization ability.

F.2.2 Generalization Across Solvents in Experimental Spectra

We report top-10 zero-shot accuracy on 2k experimental 13C spectra paired with solvent information
from NMRShiftDB2 [34] in Appendix Table 14. CHEFNMR trained on synthetic 13C spectra with
CDCl3 solvent shows generalization ability to various solvents except for C5D5N and CD3CN.

Table 14: Top-10 zero-shot accuracy of CHEFNMR on NMRShiftDB2 [34] across different solvents.
Solvent #Molecules Top-10 Zero-shot Accuracy

CDCl3 1498 0.263
DMSO 232 0.323
CD3OD 197 0.102
C5D5N 57 0.035
C6D6 48 0.188
D2O 36 0.500
CCl4 33 0.788
CD3CN 11 0.000
(CD3)2CO 2 0.500

F.3 Failure Mode Analysis

In this section, we systematically analyze the failure modes of CHEFNMR by molecular structures
(Appendix F.3.1) and domain shift between synthetic and real spectra (Appendix F.3.2).

F.3.1 Failure Mode by Molecular Structures

Failure rate is defined as the proportion of molecules where the model fails to generate the correct
structure within the top-10 predictions. We analyze the failure rate by molecular structures, including
the number of atoms, number of rings, largest ring size, and functional groups of our CHEFNMR
on the synthetic SpectraNP (Appendix Table 15 and 16), and experimental SpecTeach (Appendix
Table 17 and 18) and NMRShiftDB2 (Appendix Table 19 and 20) datasets.

On all datasets, the model fails more often on molecules with the most atoms or the largest number of
rings due to less training data and increasing complexity of spectra and structures for larger molecules.
However, the model is not systematically significantly failing in a specific functional group category.
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Table 15: Failure rate analysis on synthetic SpectraNP dataset by molecular properties.

By Total Atoms (including hydrogens)

Total Atoms ≤40 41–80 81–120 121–160 161–200 >200
Total Molecules 2265 6168 1818 539 140 22
Failure Rate 0.296 0.315 0.411 0.492 0.707 1.000

By Heavy Atoms

Heavy Atoms ≤20 21–40 41–60 61–80 81–100 >100
Total Molecules 2099 6563 1750 415 110 15
Failure Rate 0.298 0.311 0.431 0.542 0.773 1.000

By Number of Rings

Ring Count 0 1–2 3–4 5–6 7–8 >8
Total Molecules 559 3070 4437 2102 560 224
Failure Rate 0.250 0.317 0.332 0.381 0.407 0.571

By Largest Ring Size

Largest Ring No rings 3–5 6 7–8 >8
Total Molecules 559 483 8061 778 1071
Failure Rate 0.250 0.383 0.322 0.382 0.490

Table 16: Failure rate by functional groups on synthetic SpectraNP dataset.
Category Carbonyls Amides Esters Ethers Alcohols Halogen Sulfur Nitrogen

Total Molecules 8148 1479 4389 8048 6861 477 138 3046
Failure Rate 0.352 0.411 0.354 0.342 0.355 0.356 0.341 0.386

Table 17: Failure rate analysis on experimental SpecTeach dataset by molecular properties.
By Total Atoms (including hydrogens)

Total Atoms ≤10 11–15 16–20 21–25 26–30 >30
Total Molecules 10 60 76 48 26 18
Failure Rate 0.000 0.217 0.289 0.271 0.500 0.556

By Heavy Atoms

Heavy Atoms ≤5 6–10 11–15 16–20 >25
Total Molecules 38 154 37 8 1
Failure Rate 0.105 0.240 0.676 0.500 1.000

By Number of Rings

Ring Count 0 1 >1
Total Molecules 157 69 12
Failure Rate 0.210 0.449 0.583

By Largest Ring Size

Largest Ring No rings 3–5 6
Total Molecules 157 4 77
Failure Rate 0.210 0.250 0.481

Table 18: Failure rate by functional groups on experimental SpecTeach dataset.
Category Carbonyls Amides Esters Ethers Alcohols Halogen Nitrogen

Total Molecules 125 3 46 58 43 24 24
Failure Rate 0.304 0.667 0.435 0.448 0.256 0.208 0.542
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Table 19: Failure rate analysis on experimental NMRShiftDB2 dataset by molecular properties.

By Total Atoms (including hydrogens)

Total Atoms ≤20 21–40 41–60 61–80 >80
Total Molecules 6484 13685 2806 417 65
Failure Rate 0.351 0.689 0.916 0.947 0.985

By Heavy Atoms

Heavy Atoms ≤10 11–20 21–30 >30
Total Molecules 5591 13855 3504 507
Failure Rate 0.326 0.664 0.917 0.982

By Number of Rings

Ring Count 0 1–2 3–4 5–6 7–8
Total Molecules 2955 14763 5192 514 33
Failure Rate 0.334 0.592 0.862 0.977 1.000

By Largest Ring Size

Largest Ring No rings 3–5 6 7–8 >8
Total Molecules 2955 3031 16552 682 237
Failure Rate 0.334 0.630 0.666 0.871 0.916

Table 20: Failure rate by functional groups on experimental NMRShiftDB2 dataset.
Category Carbonyls Amides Esters Ethers Alcohols Halogen Sulfur Nitrogen

Total Molecules 11096 2562 4320 9699 3756 6248 1207 12074
Failure Rate 0.681 0.713 0.726 0.723 0.759 0.528 0.725 0.674

F.3.2 Domain Shift between Synthetic and Real Spectra

To quantify the domain shift between synthetic and real spectra, we simulate synthetic spectra for
molecules in the SpecTeach dataset using MestReNova, and compute the cosine similarity between
synthetic and real spectra following [4]. We also report the average cosine similarity of successful
and failed predictions on the SpecTeach. Appendix Table 21 shows that 10,000-dimensional 1H
NMR spectra have significantly lower cosine similarity than 80-bin 13C NMR spectra, indicating a
need for more robust representation of 1H NMR spectra. In addition, failed predictions have lower
similarity between synthetic and real 1H spectra. We note that it is non-trivial to develop systematic
metrics to quantify the spectra domain shift, and we leave it to future work.

Table 21: Cosine similarity between synthetic and experimental spectra of molecules in SpecTeach,
and successful and failed predictions by CHEFNMR.

Type Count Cos Sim (1H) Cos Sim (13C)

All 238 0.174±.195 0.743±.214
Success 167 0.197±.199 0.747±.206
Fail 71 0.119±177 0.735±.234

F.4 Additional Qualitative Results on Synthetic Spectra

We present more examples of CHEFNMR’s predictions on the synthetic SpectraBase dataset
(Appendix Figure 7), the synthetic USPTO dataset (Appendix Figure 8), and the synthetic SpectraNP
dataset (Appendix Figure 9). The quantitative results demonstrate that CHEFNMR effectively
elucidates diverse chemical structures across various synthetic datasets.

F.5 Additional Qualitative Results on Experimental Spectra

We present additional examples of CHEFNMR’s zero-shot predictions on experimental datasets,
including the SpecTeach dataset (Appendix Figure 10) and the NMRShiftDB2 dataset (Appendix
Figure 11). These results highlight CHEFNMR’s robustness to experimental variability, such as
differences in solvents, impurities, and baseline noise.
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Target Prediction Target Prediction Target Prediction

0.405 0.432 0.351

(a)

(b)

Figure 7: Examples of CHEFNMR’s predictions on the synthetic SpectraBase dataset. (a) Correctly
predicted structures in top-1 predictions. (b) Incorrect top-1 predictions with corresponding Tanimoto
similarity scores.

Target Prediction Target Prediction Target Prediction

0.719 0.338 0.264

(a)

(b)

Figure 8: Examples of CHEFNMR’s predictions on the synthetic USPTO dataset. (a) Correctly
predicted structures in top-1 predictions. (b) Incorrect top-1 predictions with corresponding Tanimoto
similarity scores.
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Target Prediction Target Prediction Target Prediction

0.940 0.760 0.401 

(a)

(b)

Figure 9: Additional examples of CHEFNMR’s predictions on the synthetic SpectraNP dataset. (a)
Correctly predicted structures in top-1 predictions. (b) Incorrect top-1 predictions with corresponding
Tanimoto similarity scores.

(a) 1H NMR 13C NMR Correct Prediction 1H NMR 13C NMR Correct Prediction

(b)

0.222 0.083

Target1H NMR 13C NMR 1H NMR 13C NMR Target

Prediction Prediction

Figure 10: Examples of experimental spectra from the SpecTeach dataset and corresponding
CHEFNMR predictions. (a) Correct top-1 predictions. (b) Incorrect top-1 predictions with corre-
sponding Tanimoto similarity scores.
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(a) 13C NMR Correct Prediction 13C NMR Correct Prediction

(b)

0.145 0.607

Target13C NMR 13C NMR Target

Prediction Prediction

13C NMR Correct Prediction

0.089

13C NMR Target

Prediction

Figure 11: Examples of experimental spectra from the NMRShiftDB2 dataset and corresponding
CHEFNMR predictions. (a) Correct top-1 predictions. (b) Incorrect top-1 predictions with corre-
sponding Tanimoto similarity scores.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We propose a novel framework for structure elucidation of small molecules
from 1D NMR spectra and chemical formula in Section 3. We introduce a new dataset in
Section 5. We show the state-of-the-art performance of our method on multiple benchmarks
and main ablation studies in Section 6.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss limitations of our work in Section 7. Our model assumes the 1D
synthetic (noiseless) NMR spectra and chemical formula are provided as input, as pointed
out in Secion 3. We point out how the experimental settings violate this assumption in
Section 2 and test the robustness of our model to experimental spectra in Section 6.2. We
demonstrate our model’s performance across multiple datasets in Section 6, and conduct
ablation studies to analyze the impact of different components in Section 6.3.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe our model in Section 3. We describe the dataset curation process
in Section 5.1 and Appendix C. We provide the experimental setup in Section 5.2. We
provide experimental details for reproducibility in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We will release our datasets (See details in Appendix C). We plan to release
our model upon publication of the method.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental setting is described in Section 5, and the full details are
provided in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the mean and standard deviation of the results across 3 independent
sampling runs for all main experiments in Table 2 and Figure 4.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the compute resources used in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and our research conforms to it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the broader impacts of our work in Section 1 and Section 7.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper does not release any data or models that have a high risk for misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We properly cite the original paper for all datasets in Section 5.1. We provide
detailed license information in Appendix C.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.

35



• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release our datasets and provide details in Appendix C.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This research does not involve crowdsourcing nor research with human
subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This research does not involve human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This research does not involve LLMs as any important, original, or non-
standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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