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Abstract
We show that adaptive proximal gradient meth-
ods for convex problems are not restricted to tra-
ditional Lipschitzian assumptions. Our analysis
reveals that a class of linesearch-free methods
is still convergent under mere local Hölder gra-
dient continuity, covering in particular contin-
uously differentiable semi-algebraic functions.
To mitigate the lack of local Lipschitz continu-
ity, popular approaches revolve around ε-oracles
and/or linesearch procedures. In contrast, we ex-
ploit plain Hölder inequalities not entailing any
approximation, all while retaining the linesearch-
free nature of adaptive schemes. Furthermore, we
prove full sequence convergence without prior
knowledge of local Hölder constants nor of the
order of Hölder continuity. Numerical experi-
ments make comparisons with baseline methods
on diverse tasks from machine learning covering
both the locally and the globally Hölder setting.

1. Introduction
We consider composite minimization problems of the form

minimize
x∈�n

φ(x) := f(x) + g(x) (P)

where f : �n → � is convex and has locally Hölder con-
tinuous gradient of (possibly unknown) order ν ∈ (0, 1],
and g : �n → � is proper, lsc, and convex with easy to
compute proximal mapping.

The proximal gradient method is the de facto splitting tech-
nique for solving the composite problem (P). Under global
Lipschitz continuity of ∇f , convergence results and com-
plexity bounds are well established. Nevertheless, there ex-
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ist many applications where such an assumption is not met.
Among these are mixtures of maximum likelihood models
(Grimmer, 2023), classification, robust regression (Yang
& Lin, 2018; Forsythe, 1972), compressive sensing (Char-
trand & Yin, 2008) and p-Laplacian problems on graphs
(Hafiene et al., 2018), or the subproblems in the power aug-
mented Lagrangian method (Luque, 1984; Oikonomidis
et al., 2023; Laude & Patrinos, 2023).

Although often linesearch methods are still applicable un-
der this setting, their additional backtracking procedures
can be quite costly in practice. In response to this, this work
investigates linesearch-free adaptive methods under mere
local Hölder continuity of ∇f , covering in particular all
continuously differentiable semi-algebraic functions.1

In the Hölder differentiable setting, a notable approach was
introduced in the seminal works (Nesterov, 2015; Devolder
et al., 2014) that rely on the notion of ε-oracles (Devolder
et al., 2014, Def. 1). The main idea there is to approxi-
mate the Hölder smooth term with the squared Euclidean
norm, resulting in an approximate descent lemma (Nes-
terov, 2015, Lem. 2) that can be leveraged for a line-
search procedure. More specifically, given η ∈ (0, 1), some
γ0 > 0, and an accuracy threshold ε > 0, Nesterov’s uni-
versal primal gradient (NUPG) method (Nesterov, 2015)
consists of computing

xk+1 = proxγk+1g

(
xk − γk+1∇f(xk)

)
, (1a)

where γk+1 = 2γkη
mk and mk ∈ � is the smallest such

that

f(xk+1) ≤ f(xk) + ⟨∇f(xk), xk+1 − xk⟩
+ 1

2γk+1
∥xk+1 − xk∥2 + 1

2ε. (1b)

It is clear that ε is a parameter of the algorithm, a fact which
is further illustrated by the convergence rate

φ(xk)− φ(x⋆) ≤ ε
2 + 1

ε

1−ν
1+ν 2L

2
1+ν
ν ∥x0−x⋆∥2

k+1 , (1c)

where Lν is a modulus of Hölder continuity of the gradi-
ent: the coefficient of the 1/(k+1) term becomes arbitrarily
large as higher accuracy is demanded ε→ 0. This approach

1This is a consequence of the Łojasiewicz inequality: for a
continuous semi-algebraic function H : �n → �

n, consider
f(x, y) = ∥x− y∥ and g(x, y) = ∥H(x)−H(y)∥ in (Bochnak
et al., 1998, Cor. 2.6.7).
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nevertheless allows handling Hölder smooth problems in
the same manner as Lipschitz smooth ones and thus imple-
menting classical improvements such as acceleration (Nes-
terov, 2015; Kamzolov et al., 2021; Ghadimi et al., 2019).
Moreover, its implementability has led to algorithms that
go beyond the classical forward-backward splitting, such
as primal-dual methods (Yurtsever et al., 2015; Nesterov
et al., 2021) and even variational inequalities (Stonyakin
et al., 2021).

In the context of classical majorization-minimization, when
the order and the modulo of smoothness are known, the
Hölder smoothness inequality itself has been used to gen-
erate descent without the aformentioned approximation.
Akin to Lipschitz continuity, Hölder continuity of ∇f
with constant H translates into a descent lemma inequal-
ity which, after addition of g(x), yields the upper bound to
the cost φ

φ(x) ≤ f(xk) + ⟨∇f(xk), x− xk⟩+ g(x)

+ 1
(1+ν)λk+1,ν

∥x− xk∥1+ν , (2)

for any λk+1,ν < 1/H , cf. Fact 2.2.2. This was considered
in (Bredies, 2008; Guan & Song, 2021) in a general Banach
space setup as well as in (Yashtini, 2016; Bolte et al., 2023)
for smooth but possibly nonconvex problems. With xk+1

denoting the minimizer of the above majorization model,
the first-order optimality condition

0 ∈ ∂g(xk+1) +∇f(xk)
+ 1

λk+1,ν
∥xk+1 − xk∥−(1−ν)(xk+1 − xk) (3)

reveals that the resulting iterations are essentially an Eu-
clidean proximal gradient method for a particular stepsize
γk+1 := λk+1,ν∥xk+1 − xk∥1−ν that bears an implicit de-
pendence on the future iterate xk+1.

Such a majorize-minimize paradigm adopts λk+1,ν as an
explicit stepsize parameter, and is thus tied to (the knowl-
edge of) the order ν of Hölder differentiability. Instead, we
directly derive conditions on the “Euclidean” stepsize γk+1

and rather regard λk+1,ν as an implicit parameter, crucial
to the convergence analysis yet absent in the algorithm. (In
contrast to λk+1,ν , the absence of the subscript ν in γk+1

emphasizes the independence of the Hölder exponent on
the Euclidean stepsize; this notational convention will be
adopted throughout.)

We also remark that the implicit nature of the inclusion (3)
is ubiquitous in algorithms that involve proximal terms of
the form 1

p∥x− xk∥p for p > 1, such as the cubic Newton
and tensor methods (Nesterov, 2021a; Doikov et al., 2024;
Cartis et al., 2011) or the high-order proximal point algo-
rithm (Luque, 1984; Nesterov, 2021b; Oikonomidis et al.,
2023; Laude & Patrinos, 2023). Notice further that the
Hölder proximal gradient update for non-Euclidean norms

as described above differs from performing a “scaled” gra-
dient step followed by a higher-order proximal point step.
Instead, that corresponds to the anisotropic proximal gradi-
ent method (Laude & Patrinos, 2022) for choosing ϕ(x) =
H

1+ν ∥x∥
1+ν
1+ν .

Our contribution

Our approach departs from and improves upon existing
works in the following aspects.

• Through a novel analysis of adaPGq,r (Latafat et al.,
2023a), we demonstrate that the class of linesearch-free
adaptive methods advanced in (Malitsky & Mishchenko,
2020; 2023; Latafat et al., 2023a;b) are convergent even in
the locally Hölder differentiable setting, covering in partic-
ular the class of semi-algebraic C1 functions.

• Our approach bridges the gap between two fundamental
approaches to minimizing Hölder-smooth functions: it is
both exact as in (Bredies, 2008), in the sense that it does
not involve nor depend on any predefined accuracy, and
universal akin to the approach in (Nesterov, 2015), for it
does not depend on (nor require the knowledge of) prob-
lem data such as the Hölder exponent ν.

• We establish sequential convergence (as opposed to sub-
sequential or approximate cost convergence) with an exact
rate

min
k≤K

φ(xk)−minφ ≤ O( 1
(K+1)ν ). (4)

Differently from existing analyses that rely on a global
lower bound on the stepsizes to infer convergence and an
O(1/(K+1)) rate in the case ν = 1, we identify a scaling of
the stepsizes and a lower bound thereof that enables us to
tackle the general ν ∈ (0, 1) regime.

• In numerical simulations we show that adaPGq, q2 per-
forms well on a collection of locally and globally Hölder
smooth problems, such as classification with Hölder-
smooth SVMs and a p-norm version of Lasso. We show that
our method performs consistenly better than Nesterov’s
universal primal gradient method (Nesterov, 2015) and in
many cases better than its fast variant (Nesterov, 2015), as
well as the recently proposed auto-conditioned fast gradi-
ent method (Li & Lan, 2023).

2. Universal, adaptive, without approximation
We consider standard (Euclidean) proximal gradient steps

xk+1 = proxγk+1g
(xk − γk+1∇f(xk)) (5)

for solving (P) under the following assumptions.

Assumption 2.1. The following hold in problem (P):

A1 f : �n → � is convex and has locally Hölder continu-
ous gradient of (possibly unknown) order ν ∈ (0, 1].
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A2 g : �n → � is proper, lsc, and convex.

A3 A solution exists: argminφ ̸= ∅.

We build upon a series of adaptive algorithms, starting with
a pioneering gradient method in (Malitsky & Mishchenko,
2020) and the follow-up studies (Latafat et al., 2023a;b;
Malitsky & Mishchenko, 2023; Zhou et al., 2024) which
contribute with proximal extensions, larger stepsizes, and
tighter convergence rate estimates. While standard results
of proximal algorithms guarantee a descent along the iter-
ates in terms of the cost, distance to solutions, and fixed-
point residual individually, the key idea behind this class
of methods is to eliminate linesearch procedures by implic-
itly ensuring a descent on a (time-varying) combination of
the three (see Lemma 3.3). This was achieved under local
Lipschitz continuity of ∇f , by exploiting local Lipschitz
estimates at consecutive iterates xk−1, xk ∈ �n generated
by the algorithm such as

ℓk :=
⟨xk − xk−1,∇f(xk)−∇f(xk−1)⟩

∥xk − xk−1∥2
(6a)

and

Lk :=
∥∇f(xk)−∇f(xk−1)∥

∥xk − xk−1∥
(6b)

(with the convention 0
0 = 0).

Under the assumption considered in the aforementioned
references of local Lipschitz continuity of ∇f , that is, with
ν = 1, the estimates ℓk and Lk as in (6) remain bounded
whenever xk and xk−1 range in a bounded set. Although
this is no more the case in the setting investigated here,
for ℓk and Lk may diverge as xk and xk−1 get arbitrarily
close, we show that these Lipschitz estimates can still be
employed even if ∇f is merely locally Hölder continuous.

Specifically, we will consider the following stepsize update
rule

γk+1 = γk min

{√
1

q
+

γk
γk−1

, (7)√
1

2[γ2kL
2
k − (2− q)γkℓk − (q − 1)]

+

}

for some q ∈ [1, 2], where [ · ]+ := max { · , 0}. This cor-
reponds to the update rule of the algorithm adaPGq,r of
(Latafat et al., 2023a) specialized to the choice r = q/2
for the second parameter. This restriction is nevertheless
general enough to recover the update rules of (Malitsky &
Mishchenko, 2020, Alg. 1), (Latafat et al., 2023b, Alg. 2.1),
and (Malitsky & Mishchenko, 2023, Alg. 1) (q = 1), as
well as the one of (Malitsky & Mishchenko, 2023, Alg. 3)
(q = 3/2), see (Latafat et al., 2023b, Rem. 2.4). In particu-
lar, our analysis in the generality of q ∈ [1, 2] demonstrates

that all these adaptive algorithms are convergent in the lo-
cally Hölder (convex) setting.

A crucial challenge in the locally Hölder setting is the lack
of a positive uniform lower bound for the stepsize sequence
(γk)k∈� generated by (7). To mitigate this, we factorize γk
as

γk = λk,ν∥xk − xk−1∥1−ν , (8)

introducing scaled stepsizes λk,ν as suggested by the upper
bound minimization procedure (3). This allows us to nor-
malize the Hölder inequalities into Lipschitz-like ones, see
Lemma 2.3. (Throughout, the subscript ν shall be used for
quantities with dependence on ν for clarity of exposition.)
Our analysis relies on showing that this scaled stepsize is
lower bounded whenever the second term in (7) is active
(see Lemma 3.6). We emphasize that this quantity, while
crucial in our convergence analysis, does not appear in the
algorithm, which only uses the estimates (6) and the update
rule (7), neither of which depend on (the knowledge of) the
local Hölder order ν.

2.1. Hölder continuity estimates

In this section, we set up some basic facts about Hölder
continuity of ∇f that will be essential in our analysis. We
again emphasize that our convergence analysis makes mere
use of existence of ν ∈ (0, 1] (see Assumption 2.1.A1),
but the algorithm is independent of (the knowledge of) this
exponent, cf. adaPGq, q2 (Algorithm 1).

Local Hölder continuity of ∇f of order ν (which we shall
refer to as local ν-Hölder continuity of ∇f for brevity)
amounts to the existence, for every convex and bounded
set Ω ⊂ �n, of a constant LΩ,ν > 0 such that

∥∇f(y)−∇f(x)∥ ≤ LΩ,ν∥y − x∥ν ∀x, y ∈ Ω.

Note that both norms are the standard Euclidean 2-norms.
We remark that the limiting case ν = 0 amounts to sub-
gradients of f being bounded on bounded sets, that is, to
f being merely convex and real valued with no differentia-
bility requirements. Although not covered by our conver-
gence results in Section 3.2, the preliminary lemmas col-
lected in Section 3.1 still remain valid for any real-valued
convex f . To clearly emphasize this fact, whenever appli-
cable we shall henceforth specify “(possibly with ν = 0)”
when invoking Assumption 2.1; in this case, the notation
∇f shall indicate any subgradient map ∇f : �n → �n

with ∇f(x) ∈ ∂f(x), and

LΩ,0 ≤ 2 lipΩ f (9)

is bounded by twice the Lipschitz modulus for f on Ω
(Rockafellar, 1970, Thm. 24.7).

Throughout, we will make use of the following inequali-
ties, which reduce to well-known Lipschitz and cocoerciv-

3



Adaptive Proximal Gradient Methods Are Universal Without Approximation

ity properties of ∇f when ν = 1. The proof of the sec-
ond assertion can be found in (Yashtini, 2016, Lem. 1); our
cocoercivity-like claims are a slight refinement of known
global and/or scalar versions, see e.g., (Bauschke & Com-
bettes, 2017, Cor. 18.14) and (Ying & Zhou, 2017, Prop. 1).

Fact 2.2 (Hölder-smoothness inequalities). Suppose that
h : �n → � is convex and ∇h is ν-Hölder continuous
with modulus LE,ν > 0 on a convex set E ⊆ �n for some
ν ∈ [0, 1]. Then, for every x, y ∈ E the following hold:

1. ⟨x− y,∇h(x)−∇h(y)⟩ ≤ LE,ν∥x− y∥1+ν

2. h(y)− h(x)− ⟨∇h(x), y − x⟩ ≤ LE,ν

1+ν ∥x− y∥1+ν .

If ν ̸= 0 and ∇h is ν-Hölder continuous on an enlarged
set E := E + B(0; diamE) with modulus LE,ν , then the
following local cocoercivity-type estimates also hold:

3. 2ν
1+ν

1

L
1/ν

E,ν

∥∇h(x)−∇h(y)∥ 1+ν
ν ≤⟨x−y,∇h(x)−∇h(y)⟩

4. ν
1+ν

1

L
1/ν

E,ν

∥∇h(x)−∇h(y)∥ 1+ν
ν ≤h(y)−h(x)−

⟨∇h(x),y−x⟩.

Based on the inequalities in Fact 2.2, given a sequence
(xk)k∈� we define local estimates of Hölder continuity of
∇f with ν ∈ [0, 1] as follows:

ℓk,ν :=
⟨xk − xk−1,∇f(xk)−∇f(xk−1)⟩

∥xk − xk−1∥1+ν
(11a)

and

Lk,ν :=
∥∇f(xk)−∇f(xk−1)∥

∥xk − xk−1∥ν
. (11b)

Let us draw some comments on these quantities. Consider-
ing the scaled stepsize λk,ν given in (8), it is of immediate
verification that

λk,νLk,ν = γkLk, λk,νℓk,ν = γkℓk. (12)

Moreover, observe that

ℓk,ν ≤ Lk,ν ≤ LΩ,ν (13)

holds whenever LΩ,ν is a ν-Hölder modulus for ∇f on
a compact convex set Ω that contains both xk−1 and xk,
the first inequality following from a simple application of
Cauchy-Schwartz. We also remark that defining ℓk,ν and
Lk,ν as above in place of a cocoercivity-like estimate

ck,ν :=

(
2ν

1 + ν

∥∇f(xk)−∇f(xk−1)∥1+ 1
ν

⟨xk − xk−1,∇f(xk)−∇f(xk−1)⟩

)ν

causes no loss of generality, since each one among ck,ν ,
ℓk,ν and Lk,ν can be derived based on the other two.
The use of ℓk,ν and Lk,ν provides nevertheless a simpler
and more straightforward Hölder estimate, contrary to ck,ν

which instead involves counterintuitive powers and coeffi-
cients, as well as a potentially looser Hölder modulus, and
fails to cover the limiting case ν = 0, cf. Fact 2.2.3.

Let us denote the forward operator by

Hk := id− γk∇f. (14)

The subgradient characterization of the proximal gradient
update (5) then reads

Hk(x
k−1)−Hk(x

k) ∈ γk∂φ(x
k). (15)

As in (Latafat et al., 2023b), the combined use of ℓk,ν and
Lk,ν yields a local Hölder modulus for the forward opera-
tor, though in this work it will be convenient to express it
with respect to the scaled stepsize λk,ν as in (8).
Lemma 2.3. Let ℓk,ν and Lk,ν be as in (11) for some
xk−1, xk ∈ �n, and let Hk be as in (14) for some γk > 0.
Then, for any ν ∈ [0, 1] and with λk,ν as in (8) it holds that

M2
k := ∥Hk(x

k)−Hk(x
k−1)∥2

∥xk−xk−1∥2 = 1 + λ2k,νL
2
k,ν − 2λk,νℓk,ν

= 1 + γ2kL
2
k − 2γkℓk.

Being Mk a Lipschitz estimate, unless ∇f is locally Lips-
chitz continuous there is no guarantee that Mk is bounded
for pairs xk−1, xk ranging in a compact set. The ν-Hölder
estimate of the forward operator Hk, which instead is
guaranteed to be bounded on bounded sets (for bounded
(γk)k∈�), is given by

Mk,ν :=Mk∥xk − xk−1∥1−ν = ∥Hk(x
k)−Hk(x

k−1)∥
∥xk−xk−1∥ν

≤ (1 + λk,νLk,ν)∥xk − xk−1∥1−ν , (16)

where the inequality follows from the triangle inequality
and the definition of Lk,ν , cf. (11b).

3. AdaPGq, q
2 revisited

In this section adaPGq, q2 is presented in Algorithm 1 for
solving composite problems (P). The main oracles of the
algorithm are plain proximal and gradient evaluations. We
refer to (Beck, 2017, §6) for examples of functions with
easy to evaluate proximal maps.

AdaPGq, q2 incorporates the simple stepsize update rule
(10) with a parameter q ∈ [1, 2] that strikes a balance
between speed of recovery from small values (e.g., due
to steep or ill-conditioned regions), and magnitude of the
stepsize dictated by the second term. If q = 1, whenever
γ2kL

2
k ≤ γkℓk, the second term reduces to 1/0 = ∞, and

γk+1 = γk
√
1 + γk/γk−1 strictly increases. On the other

end of the spectrum, if q = 2 the update reduces to

γk+1 = γk min

{√
1
2 + γk

γk−1
, 1√

2[γ2
kL

2
k−1]

+

}
,

4



Adaptive Proximal Gradient Methods Are Universal Without Approximation

Algorithm 1 AdaPGq, q2 : A universal adaptive proximal gradient method
Require: starting point x−1 ∈ �n, stepsizes γ0 ≥ γ−1 > 0, parameter q ∈ [1, 2]

Initialize: x0 = proxγ0g(x
−1 − γ0∇f(x−1))

Repeat for k = 0, 1, . . . until convergence
1: With ℓk, Lk given in (6), define the stepsize as (with notation [z]+ = max {z, 0} and convention 1

0 = ∞)

γk+1 = γk min


√

1

q
+

γk
γk−1

,
1√

2[γ2kL
2
k − (2− q)γkℓk + 1− q]

+

 (10)

2: xk+1 = proxγk+1g
(xk − γk+1∇f(xk))

where having the first term active (for instance if γkLk ≤
1) for two consecutive updates already ensures an in-
crease in the stepsize owing to the simple observation that
1/2 +

√
1/2 > 1.

While adaPGq, q2 has the ability to recover from a poten-
tially bad choice of initial stepsizes γ0, γ−1, the behavior
of the algorithm during the first iterations can be impacted
negatively. To eliminate such scenarios, γ0 can be refined
by running offline proximal gradient updates. Specifically,
starting from the initial point x−1, γ0 can be updated as the
inverse of either one of (11b) or (11a) evaluated between
x−1 and the obtained point. If the updated stepsize is sub-
stantially smaller than the original one, the same procedure
may be repeated an additional time. Once a reasonable γ0
is obtained, we suggest selecting γ−1 small enough such
that

√
1
q + γ0

γ−1
≥ 1√

2L0
, ensuring that γ1 would be pro-

portional to the inverse of L0. We remark that the choice
of γ−1 does not affect the sequential convergence results
of Theorem 3.7. It does nevertheless affect the constant in
our sublinear rate results of Theorem 3.8, through possi-
bly having a larger ρmax therein, although this effect is a
mere theoretical technicality with negligible practical im-
plications.

3.1. Preliminary lemmas

This subsection collects some preliminary results adap-
tated from (Malitsky & Mishchenko, 2020; 2023; Latafat
et al., 2023a;b) that hold true under convexity assump-
tion without further restrictions. In particular, the next
lemma can be viewed as a counterpart of the well known
firm nonexpansiveness (FNE) of proxγg, which is re-
covered when γk+1 = γk, and offers a refinement
of the nonexpansiveness-like inequality in (Malitsky &
Mishchenko, 2023, Lem. 12) that follows after an appli-
cation of Cauchy-Schwarz.

Lemma 3.1 (FNE-like inequality). Let Assumption 2.1.A2
hold and f be differentiable. For any γk > 0 and denoting

ρk+1 := γk+1/γk, iterates (5) satisfy the following:

1
ρk+1

∥xk+1 − xk∥2 ≤ ⟨Hk(x
k−1)−Hk(x

k), xk − xk+1⟩

≤ ρk+1∥Hk(x
k−1)−Hk(x

k)∥2.

By combining this inequality with the identity in
Lemma 2.3 we obtain the following.

Corollary 3.2. Let Assumptions 2.1.A1 and 2.1.A2 hold
(possibly with ν = 0). For any γk > 0, and with Mk and
λk,ν as in (14) and (8), iterates (5) satisfy

∥xk+1 − xk∥ ≤ γk+1

γk
Mk∥xk−1 − xk∥. (17)

We next present the main descent inequality taken from
(Latafat et al., 2023b, Lem. 2.2). Its proof is nevertheless
included in the appendix to demonstrate its independence
of ν: it relies on mere use of convexity inequalities and
identities involving Lk, ℓk as in Lemmas 2.3 and 3.1 to ex-
press norms and inner products in terms of ∥xk − xk−1∥2.
It reveals that for any q ≥ 0 and x⋆ ∈ argminφ, up to a
proper stepsize selection, the function

Uq
k(x

⋆) := 1
2∥x

k − x⋆∥2 + 1
2∥x

k − xk−1∥2

+ γk(1 + qρk)Pk−1 (18)

monotonically decreases, where we introduced the symbol

Pk := φ(xk)−minφ (19)

for the sake of conciseness.

Lemma 3.3 (main inequality). Let Assumption 2.1 hold
(possibly with ν = 0), and consider a sequence gener-
ated by proximal gradient iterations (5) with γk > 0 and
ρk+1 := γk+1/γk. Then, for any q ≥ 0, x⋆ ∈ argminφ, and
k ∈ � the following holds:

Uq
k+1(x

⋆) ≤ Uq
k(x

⋆)− γk
(
1 + qρk − qρ2k+1

)
Pk−1

−
{

1
2 − ρ2k+1

[
γ2kL

2
k − γkℓk(2− q)

+ 1− q
]}

∥xk − xk−1∥2. (20)
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Apparently, the stepsize update rule of adaPGq, q2 is de-
signed so as to make the coefficients of Pk−1 and ∥xk −
xk−1∥2 on the right-hand side of (20) negative, so that
the corresponding proximal gradient iterates monotonically
decrease the value of Uq

k(x
⋆).

Lemma 3.4 (basic properties of adaPGq, q2 ). Under As-
sumption 2.1 (possibly with ν = 0), the following hold for
the iterates generated by adaPGq, q2 :

1. (Uq
k(x

⋆))k∈� as defined in (18) decreases and converges
to a finite value.

2. The sequence (xk)k∈� is bounded and admits at most
one optimal limit point.

3. Pmin
K ≤ Uq

0 (x
⋆)
/(∑K+1

k=1 γk
)

for every K ≥ 1, where
Pmin
k := min0≤i≤k Pi.

Remark 3.5. The validity of Lemma 3.4.3 also when ν = 0
hints that having

∑
k∈� γk = ∞ suffices to infer conver-

gence results for the proximal subgradient method without
differentiability of f . Whether, or under which conditions,
this is really the case is currently an open problem.

3.2. Convergence and rates

Distinguishing between the iterates in which the stepsize
is updated according to the first or the second element in
the minimum of (10) will play a fundamental role in our
analysis. For this reason, it is convenient to introduce the
following notation:

K1 :=
{
k ∈ � | γk+1 = γk

√
1
q + γk

γk−1

}
(21a)

and
K2 := � \K1. (21b)

Unlike its locally Lipschitz counterpart (ν = 1), in the Höl-
der setting, a global lower bound for the stepsize sequence
(γk)k∈� cannot be expected. Nevertheless, a lower bound
for the scaled stepsizes λk,ν whenever k ∈ K2 is sufficient
to ensure convergence.

Lemma 3.6. Let Assumption 2.1 hold (possibly with ν =
0), and consider the iterates generated by adaPGq, q2 .
Then, with K2 as in (21b), for every k ∈ K2

λk,ν ≥ 1√
2Lk,νρmax

and ρk+1 ≥ 1√
2λk,νLk,ν

, (22)

where ρmax := max
{

1
2

(
1 +

√
1 + 4/q

)
, γ0

γ−1

}
.

The anticipated lower bound on (λk,ν)k∈K2
will follow

from (13), once boundedness of the sequence (xk)k∈� gen-
erated by adaPGq, q2 is established.

Theorem 3.7 (convergence). Under Assumption 2.1, the
sequence (xk)k∈� generated by adaPGq, q2 converges to
some x⋆ ∈ argminφ.

While a global lower bound for the stepsizes (γk)k∈� is
not available, it is at the moment unclear whether one for
the (entire) scaled sequence (λk,ν)k∈� exists. Neverthe-
less, with Pk as in (19), a lower bound for an alternative
scaled sequence (γk+1P

−(1−ν)/ν
k )k∈� does exist, thanks to

which the following convergence rate can be achieved.

Theorem 3.8 (sublinear rate). Suppose that Assump-
tion 2.1 holds. Then, the following sublinear rate holds for
the iterates generated by adaPGq, q2 :

min
0≤i≤K

Pi ≤ max

{
Uq
0 (x

⋆)

γ0(K + 1)
,
C(q, ν)Uq

0 (x
⋆)

1+ν
2 LΩ,ν

(K + 1)ν

}

where C(q, ν) =
√
2
(√
q
)ν(√

2ρmax + 1
)1−ν

and LΩ,ν

is a ν-Hölder modulus for ∇f on a compact convex set Ω
that contains all the iterates xk.

Some remarks are in order regarding the convergence re-
sults of the method. First, the obtained rate matches the one
of the standard convex Hölder smooth setting of (Bredies,
2008) and the one in the nonconvex case (Bolte et al., 2023,
Prop. 9), while it is worse than the one of the Universal Pri-
mal Gradient Method in (Nesterov, 2015). Since our analy-
sis relies upon a more involved Lyapunov function along
with an adaptive stepsize rule, whether or not it can be
tightened in order to obtain a better rate remains an inter-
esting open question.

In the locally Lipschitz setting ν = 1, the above rate
matches theO(1/(K+1)) of (Latafat et al., 2023a, Thm. 1.1)
(with r = q/2). Despite such a worst-case sublinear rate,
the fast behavior of the algorithm in practice can be ex-
plained by utilization of large stepsizes and the bound in
Lemma 3.4.3.

We also remark that under (local) strong convexity, up to
modifying the stepsize update similarly to (Malitsky &
Mishchenko, 2020, §2.3), a contraction can be established
in terms of Uq

k(x
⋆) in Lemma 3.3. We refer the reader to

(Malitsky & Mishchenko, 2020) for this approach and post-
pone a more detailed analysis to a future work.

4. Experiments
We demonstrate the performance of adaPGq, q2 on a range
of simulations for three different choices of q. We com-
pare against the baseline and state-of-the-art methods: Nes-
terov’s universal primal gradient method (NUPG) (Nes-
terov, 2015), its fast variant (F-NUPG) (Nesterov, 2015),
as well as the recently proposed auto-conditioned fast gra-
dient method (AC-FGM) (Li & Lan, 2023).

While adaPGq, q2 only involves gradient evaluations, the
other methods additionally require evaluations of the ob-
jective. In all applications considered in this section, the
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Figure 1. p-norm Lasso with varying powers p. It can be seen that adaPGq, q
2 performs better than NUPG in all cases in terms of calls

to A,A⊤. In this experiment adaPGq, q
2 also performs consistently better than the accelerated algorithms AC-FGM and F-NUPG.

smooth part f(x) takes the form ψ(Ax) where A is the de-
sign matrix containing the data. Consequently, matrix vec-
tor products y = Ax and A⊤∇ψ(y), each of complexity
O(mn), constitute the most costly operations. For the sake
of a fair comparison, we store vectors that can be reused
in subsequent evaluations, and plot the progress of the al-
gorithm in terms of calls to A and A⊤. As a result, denot-
ing with #A the number of calls to A and A⊤, and with
#LS ≥ 1 the number of linesearch trials (including the suc-
cessful ones), each iteration involves:

• NUPG: 1 call to ∇f and #LS to f ; by exploiting linear-
ity, #A = 1 +#LS

• F-NUPG: #LS calls to ∇f and 2×#LS to f ; by exploit-
ing linearity, #A = 3 +#LS

• AdaPGq, q2 : 1 call to ∇f ; using linearity, #A = 2

• AC-FGM: 1 call to ∇f and 1 to f ; by linearity, #A = 2.

Implementation details In all experiments the solvers
use x = 0 as the initial point, and are executed with the
same initial stepsize computed as follows. First, we ran an
offline proximal gradient update starting from the initial
point and computing the stepsize as the inverse of (11b)

evaluated between the initial and the obtained point. This
procedure was repeated one additional time in case the ob-
tained stepsize was substantially smaller than the original
one. In the case of AC-FGM, in addition, we used the pro-
cedure of (Li & Lan, 2023) which can also be found in
Appendix D. The implementation for reproducing the ex-
periments is publicly available.2

4.1. p-norm Lasso

In this experiment we consider a variant of Lasso in which
the squared 2-norm is replaced with a p-norm raised to
some power p ∈ (1, 2):

min
x∈�n

1
p∥Ax− b∥pp + λ∥x∥1, (23)

for A ∈ [−1, 1]m×n, b ∈ �m with n > m and λ > 0. The
first term in (23) is differentiable with globally Hölder con-
tinuous gradient with order ν = p− 1. The proximal map-
ping of the second term is the shrinkage operation which
is computable in closed form. To assess the performance

2https://github.com/EmanuelLaude/
universal-adaptive-proximal-gradient
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Figure 2. Classification with Hölder-smooth SVMs. It can be seen that adaPGq, q
2 consistently outperforms NUPG in terms of calls to

A,A⊤.

of the different algorithms we generate random instances
of the problem using a p-norm version of the procedure
provided in (Nesterov, 2013). In Figure 1 we depict con-
vergence plots for the different methods applied to random
instances with varying dimensions of A ∈ �m×n, pow-
ers p ∈ (1, 2) and number of nonzero entries k of the
solution x⋆. It can be seen that adaPGq, q2 performs con-
sistently better than Nesterov’s universal primal gradient
(Nesterov, 2015) method NUPG with ε = 1e−12 in terms
of evaluations of forward and backward passes (calls to
A,A⊤). In this experiment adaPGq, q2 also performs con-
sistently better than the accelerated algorithms AC-FGM
and F-NUPG.

4.2. Hölder-smooth SVMs with ℓ1-regularization

In this subsection we assess the performance of the differ-
ent algorithms on the task of classification using a p-norm
version of the SVM model. For that purpose we consider
a subset of the LibSVM binary classification benchmark
that consists of a collection of datasets with varying num-
ber m of examples ai, feature dimensions n and sparsity.
Let (aj , bj)mj=1 with bj ∈ {−1, 1} and aj ∈ �n denote

the collection of training examples. Then we consider the
minimization problem

min
x∈�n

1

m

m∑
j=1

1
p max{0, 1− bj⟨aj , x⟩}p + λ∥x∥1. (24)

for p ∈ (1, 2). The loss function is globally Hölder smooth
with order ν = p − 1 while the proximal mapping of the
second term can be solved in closed form. The results are
depicted in Figure 2.

4.3. Logistic regression with p-norm regularization

In this subsection we consider classification with the lo-
gistic loss and a smooth p-norm regularizer, for some p ∈
(1, 2). The problem can be cast in convex composite mini-
mization form as follows

min
x∈�n

1

m

m∑
j=1

ln(1− exp(bj⟨aj , x⟩)) + λ 1
p∥x∥

p
p. (25)

Unlike the previous classification model this yields a
smooth optimization problem. Hence we perform gradi-
ent steps with respect to φ and choose the nonsmooth term
g ≡ 0. The results are depicted in Figure 3.
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Figure 3. p-norm regularized logistic regression. In the present
cases adaPGq, q

2 performs better than the baseline algorithms.

4.4. Mixture p-norm regression

In this final experiment we consider the following mixture
model:

min
x∈B2(r)

J∑
j=1

1
pj
∥Ajx− bj∥pj

pj
, (26)

where B2(r) is the 2-norm ball with radius r and pj ∈
(1, 2]. Since the pj are not identical the smooth part in
(26) is merely locally Hölder smooth. The nonsmooth
part g is the indicator function of the set B2(r). In Fig-
ure 4 we compare the performance for J = 6 with
p = (1.8, 1.7, 1.6, 1.5, 1.5, 1.5) and different values of
n where the entries of Aj ∈ [−1, 1]mj×n and bj ∈
[−1, 1]mj are uniformly distributed between [−1, 1] with
m = (400, 300, 400, 100, 100, 300).

5. Conclusions
In this paper we showed that adaptive proximal gradient
methods are universal, in the sense that they converge un-
der mere local Hölder gradient continuity of any order. This
is achieved through a unified analysis of adaPGq, q2 that en-
capsulates existing methods for different values of the pa-
rameter q ∈ [1, 2]. Sequential convergence along with an
O(1/Kν) rate for the cost is established. Remarkably, the
analysis and implementation of the algorithm does not re-
quire a-priori knowledge of the order ν ∈ (0, 1] of Hölder
continuity. In other words, adaPGq, q2 and its analysis au-
tomatically adapts to the best possible choice of ν.

The validity of some of the auxiliary results for ν = 0 is an
encouraging indication that the algorithm could potentially
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Figure 4. Mixture p-norm regression with ball constraint. It can
be seen that adaPGq, q

2 performs best on this comparison.

cope with plain real valuedness of f , waiving differentia-
bility assumptions. Whether this is really the case remains
an interesting open question.

Moreover, our experiments demonstrate that adaPGq, q2

consistently outperforms NUPG on a diverse collection of
challening convex optimization problems with both locally
and globally Hölder smooth costs. In many cases we ob-
serve that adaPGq, q2 performs better than the accelerated
algorithms F-NUPG and AC-FGM. We conjecture that
adaPGq, q2 exploits a hidden Hölder growth that acceler-
ated algorithms cannot take advantage from (as is known
for the classical Euclidean case under metric subregular-
ity). In future work we aim to extend our analysis to non-
convex and stochastic settings.

Acknowledgements
Work supported by: the Research Foundation Flanders
postdoctoral grant 12Y7622N and research projects
G081222N, G033822N, and G0A0920N; European
Union’s Horizon 2020 research and innovation programme
under the Marie Skłodowska-Curie grant agreement No.
953348; Japan Society for the Promotion of Science
(JSPS) KAKENHI grants JP21K17710 and JP24K20737.

Impact statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.

9



Adaptive Proximal Gradient Methods Are Universal Without Approximation

References
Bauschke, H. H. and Combettes, P. L. Convex analysis

and monotone operator theory in Hilbert spaces. CMS
Books in Mathematics. Springer, 2017. ISBN 978-3-
319-48310-8.

Beck, A. First-order methods in optimization. SIAM,
Philadelphia, PA, 2017.

Bochnak, J., Coste, M., and Roy, M.-F. Real algebraic ge-
ometry. Springer-Verlag Berlin Heidelberg, 1998.

Bolte, J., Glaudin, L., Pauwels, E., and Serrurier, M. The
backtrack Hölder gradient method with application to
min-max and min-min problems. Open Journal of Math-
ematical Optimization, 4:1–17, 2023.

Bredies, K. A forward–backward splitting algorithm for
the minimization of non-smooth convex functionals in
Banach space. Inverse Problems, 25(1):015005, 2008.

Cartis, C., Gould, N. I., and Toint, P. L. Adaptive cubic reg-
ularisation methods for unconstrained optimization. part
i: motivation, convergence and numerical results. Math-
ematical Programming, 127(2):245–295, 2011.

Chartrand, R. and Yin, W. Iteratively reweighted algo-
rithms for compressive sensing. In 2008 IEEE interna-
tional conference on acoustics, speech and signal pro-
cessing, pp. 3869–3872. IEEE, 2008.

Devolder, O., Glineur, F., and Nesterov, Y. First-order
methods of smooth convex optimization with inexact or-
acle. Mathematical Programming, 146:37–75, 2014.

Doikov, N., Mishchenko, K., and Nesterov, Y. Super-
universal regularized Newton method. SIAM Journal on
Optimization, 34(1):27–56, 2024.

Forsythe, A. B. Robust estimation of straight line regres-
sion coefficients by minimizing pth power deviations.
Technometrics, 14(1):159–166, 1972.

Ghadimi, S., Lan, G., and Zhang, H. Generalized uniformly
optimal methods for nonlinear programming. Journal of
Scientific Computing, 79:1854–1881, 2019.

Grimmer, B. On optimal universal first-order methods for
minimizing heterogeneous sums. Optimization Letters,
pp. 1–19, 2023.

Guan, W.-B. and Song, W. The forward–backward splitting
method and its convergence rate for the minimization of
the sum of two functions in Banach spaces. Optimization
Letters, 15(5):1735–1758, 2021.

Hafiene, Y., Fadili, J., and Elmoataz, A. Nonlocal p-
Laplacian variational problems on graphs. arXiv:
1810.12817, 2018.

Kamzolov, D., Dvurechensky, P., and Gasnikov, A. V. Uni-
versal intermediate gradient method for convex prob-
lems with inexact oracle. Optimization Methods and
Software, 36(6):1289–1316, 2021.

Latafat, P., Themelis, A., and Patrinos, P. On the con-
vergence of adaptive first order methods: Proximal gra-
dient and alternating minimization algorithms. arXiv:
2311.18431, 2023a.

Latafat, P., Themelis, A., Stella, L., and Patrinos, P. Adap-
tive proximal algorithms for convex optimization un-
der local Lipschitz continuity of the gradient. arXiv:
2301.04431, 2023b.

Laude, E. and Patrinos, P. Anisotropic proximal gradient.
arXiv:2210.15531, 2022.

Laude, E. and Patrinos, P. Anisotropic proximal point al-
gorithm. arXiv:2312.09834, 2023.

Li, T. and Lan, G. A simple uniformly optimal method
without line search for convex optimization. arXiv:
2310.10082, 2023.

Luque, J. Nonlinear proximal point algorithms. PhD the-
sis, Massachusetts Institute of Technology, Department
of Civil Engineering, 1984.

Malitsky, Y. and Mishchenko, K. Adaptive gradient de-
scent without descent. In Proceedings of the 37th Inter-
national Conference on Machine Learning, volume 119,
pp. 6702–6712. PMLR, 13- 2020.

Malitsky, Y. and Mishchenko, K. Adaptive proximal gradi-
ent method for convex optimization. arXiv:2308.02261,
2023.

Nesterov, Y. Gradient methods for minimizing compos-
ite functions. Mathematical Programming, 140(1):125–
161, aug 2013.

Nesterov, Y. Universal gradient methods for convex op-
timization problems. Mathematical Programming, 152
(1-2):381–404, 2015.

Nesterov, Y. Implementable tensor methods in uncon-
strained convex optimization. Mathematical Program-
ming, 186:157–183, 2021a.

Nesterov, Y. Inexact accelerated high-order proximal-point
methods. Mathematical Programming, pp. 1–26, 2021b.

Nesterov, Y., Gasnikov, A., Guminov, S., and Dvurechen-
sky, P. Primal–dual accelerated gradient methods
with small-dimensional relaxation oracle. Optimization
Methods and Software, 36(4):773–810, 2021.

10

https://arxiv.org/abs/1810.12817
https://arxiv.org/abs/1810.12817
https://arxiv.org/abs/2311.18431
https://arxiv.org/abs/2311.18431
https://arxiv.org/abs/2301.04431
https://arxiv.org/abs/2301.04431
https://arxiv.org/abs/2210.15531
https://arxiv.org/abs/2312.09834
https://arxiv.org/abs/2310.10082
https://arxiv.org/abs/2310.10082
https://arxiv.org/abs/2308.02261


Adaptive Proximal Gradient Methods Are Universal Without Approximation

Oikonomidis, K. A., Bodard, A., Laude, E., and Patrinos,
P. Power proximal point and augmented Lagrangian
method. arXiv:2312.12205, 2023.

Rockafellar, R. T. Convex analysis. Princeton University
Press, 1970.

Stonyakin, F., Tyurin, A., Gasnikov, A., Dvurechensky, P.,
Agafonov, A., Dvinskikh, D., Alkousa, M., Pasechnyuk,
D., Artamonov, S., and Piskunova, V. Inexact model: A
framework for optimization and variational inequalities.
Optimization Methods and Software, 36(6):1155–1201,
2021.

Yang, T. and Lin, Q. RSG: Beating subgradient method
without smoothness and strong convexity. The Journal
of Machine Learning Research, 19(1):236–268, 2018.

Yashtini, M. On the global convergence rate of the gradi-
ent descent method for functions with Hölder continuous
gradients. Optimization letters, 10:1361–1370, 2016.

Ying, Y. and Zhou, D.-X. Unregularized online learn-
ing algorithms with general loss functions. Applied
and Computational Harmonic Analysis, 42(2):224–244,
2017. ISSN 1063-5203. doi: 10.1016/j.acha.2015.08.
007.

Yurtsever, A., Tran Dinh, Q., and Cevher, V. A universal
primal-dual convex optimization framework. Advances
in Neural Information Processing Systems, 28, 2015.

Zhou, D., Ma, S., and Yang, J. AdaBB: Adaptive Barzilai-
Borwein method for convex optimization. arXiv:
2401.08024, 2024.

11

https://arxiv.org/abs/2312.12205
https://arxiv.org/abs/2401.08024
https://arxiv.org/abs/2401.08024


Adaptive Proximal Gradient Methods Are Universal Without Approximation

A. Proofs of Section 2.1
Proof of Fact 2.2 (Hölder-smoothness inequalities). The proof of assertion 2.2.1 follows by the Cauchy-Schwarz inequal-
ity. For assertion 2.2.2 when ν > 0 we refer the reader to (Yashtini, 2016, Lem. 1); although the reference assumes global
Hölder continuity, the arguments therein only use Hölder continuity of ∇f on the segment [x, y]. For the case ν = 0, for
any x, y ∈ E and ∇h(x) ∈ ∂h(x), ∇h(y) ∈ ∂h(y), we have

h(y) ≤ h(x) + ⟨∇h(y), y − x⟩
= h(x) + ⟨∇h(x), y − x⟩+ ⟨∇h(y)−∇h(x), y − x⟩
≤ h(x) + ⟨∇h(x), y − x⟩+ ∥∇h(y)−∇h(x)∥∥y − x∥
≤ h(x) + ⟨∇h(x), y − x⟩+ LE,0∥y − x∥,

where the first inequality follows from convexity of h.

We now turn to the last two claims, and thus restrict to the case ν > 0. We will only show assertion 2.2.4, as 2.2.3 in turn
follows by exchanging the roles of x and y and summing the corresponding inequalities. The proof follows along the lines
of (Beck, 2017, Thm. 5.8(iii)) and is included for completeness to highlight the need of the enlarged set E. We henceforth
fix x, y ∈ E ⊆ E. Since ∇f is ν-Hölder continuous in E with modulus LE,ν , it follows from assertion 2.2.2 that

f(z) ≤ f(y) + ⟨∇f(y), z − y⟩+ LE,ν

1+ν ∥z − y∥1+ν ∀z ∈ E. (27)

Let lx(y) := f(y) − f(x) − ⟨∇f(x), y − x⟩, and note that lx is a convex function with ∇lx(y) = ∇f(y) − ∇f(x). For
any z ∈ E, we have

lx(z) = f(z)− f(x)− ⟨∇f(x), z − x⟩
(27)
≤ f(y) + ⟨∇f(y), z − y⟩+ LE,ν

1+ν ∥z − y∥1+ν − f(x)− ⟨∇f(x), z − x⟩

= f(y)− f(x)− ⟨∇f(x), y − x⟩+ ⟨∇f(y)−∇f(x), z − y⟩+ LE,ν

1+ν ∥z − y∥1+ν

= lx(y) + ⟨∇lx(y), z − y⟩+ LE,ν

1+ν ∥z − y∥1+ν .

Noticing that ∇lx(x) = 0, it follows from convexity that x is a global minimizer of lx, hence that min lx = lx(x) = 0. Let
us denote v := 1

∥∇lx(y)∥∇lx(y) and define z = y − ∥∇lx(y)∥1/νL−1/ν

E,ν
v. Note that

∥z − y∥ =
(

∥∇lx(y)∥
LE,ν

) 1
ν

=
(

∥∇f(y)−∇f(x)∥
LE,ν

) 1
ν ≤ ∥y − x∥,

and in particular z ∈ E +B(y; ∥y − x∥) ⊆ E. From the previous inequality we get

0 = min lx = lx(x) ≤ lx
(
y − ∥∇lx(y)∥1/νL−1/ν

E,ν
v
)
.

(27)
≤ lx(y)− ∥∇lx(y)∥1/νL−1/ν

E,ν
⟨∇lx(y), v⟩+

LE,ν

1+ν
1

L
1+1/ν

E,ν

∥∇lx(y)∥1+
1
ν

= f(y)− f(x)− ⟨∇f(x), y − x⟩ − ν
ν+1

1

L
1/ν

E,ν

∥∇f(x)−∇f(y)∥1+1/ν ,

as claimed.

Proof of Lemma 2.3. Expanding the squares yields

∥Hk(x
k)−Hk(x

k−1)∥2 = ∥xk − xk−1∥2 + γ2k∥∇f(xk)−∇f(xk−1)∥2 + 2γk⟨xk − xk−1,∇f(xk)−∇f(xk−1)⟩
= ∥xk − xk−1∥2 + γ2kL

2
k,ν∥xk − xk−1∥2ν + 2γkℓk,ν∥xk − xk−1∥1+ν .

From the identity γk = λk,ν∥xk − xk−1∥1−ν > 0, the claimed expression follows.
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B. Proofs of Section 3.1
Proof of Lemma 3.1 (FNE-like inequality). Recall the subgradient characterization

∇̃g(xk+1) := xk−xk+1

γk+1
−∇f(xk) ∈ ∂g(xk+1). (28)

We have

⟨Hk(x
k−1)−Hk(x

k)
γk

, xk − xk+1⟩ = ⟨Hk(x
k−1)−xk

γk
+∇f(xk), xk − xk+1⟩

= 1
γk+1

∥xk+1 − xk∥2 + ⟨xk − xk+1, Hk(x
k−1)−xk

γk

∈∂g(xk)

− Hk+1(x
k)−xk+1

γk+1

∈∂g(xk+1)

⟩

≥ 1
γk+1

∥xk+1 − xk∥2,

owing to monotonicity of ∂g. Invoking the Cauchy-Schwarz inequality completes the proof.

Proof of Lemma 3.3 (main inequality). From the convexity inequality for g at xk+1 with subgradient ∇̃g(xk+1) as in (28),
we have that for any x ∈ dom g

0 ≤ g(x)− g(xk+1) + ⟨∇f(xk), x− xk+1⟩ − 1
γk+1

⟨xk − xk+1, x− xk+1⟩

= g(x)− g(xk+1) + ⟨∇f(xk), x− xk+1⟩+ 1
2γk+1

(
∥xk − x∥2 − ∥xk+1 − x∥2 − ∥xk − xk+1∥2

)
. (29)

On the other hand, using ∇̃g(xk) ∈ ∂g(xk) yields that

0 ≤ g(xk+1)− g(xk) + ⟨∇f(xk−1), xk+1 − xk⟩ − 1
γk
⟨xk−1 − xk, xk+1 − xk⟩. (30)

We now rewrite the inner product in (29) is a way that allows us to exploit the above inequality:

⟨∇f(xk), x− xk+1⟩ = ⟨∇f(xk), x− xk⟩+ ⟨∇f(xk), xk − xk+1⟩
≤ f(x)− f(xk) + ⟨∇f(xk), xk − xk+1⟩.

The last inner product can be controlled using (30):

⟨∇f(xk), xk − xk+1⟩ = ⟨∇f(xk)−∇f(xk−1), xk − xk+1⟩+ ⟨∇f(xk−1), xk − xk+1⟩
≤ ⟨∇f(xk)−∇f(xk−1), xk − xk+1⟩+ g(xk+1)− g(xk)− 1

γk
⟨xk−1 − xk, xk+1 − xk⟩

= g(xk+1)− g(xk) + 1
γk
⟨Hk(x

k−1)−Hk(x
k), xk − xk+1⟩

(Lemma 3.1) ≤ g(xk+1)− g(xk) + ρk+1

γk
∥Hk(x

k−1)−Hk(x
k)∥2

Combine this with the prior inequality and (29) to obtain

0 ≤ γk+1(φ(x)− φ(xk)) + ρ2k+1∥Hk(x
k−1)−Hk(x

k)∥2 + 1
2

(
∥xk − x∥2 − ∥xk+1 − x∥2 − ∥xk − xk+1∥2

)
(31)

= γk+1(φ(x)− φ(xk)) + ρ2k+1Mk∥xk − xk−1∥2 + 1
2∥x

k − x∥2 − 1
2∥x

k+1 − x∥2 − 1
2∥x

k − xk+1∥2, (32)

where Lemma 2.3 was used in the last equality. Finally, recalling the definition of ∇̃g(xk) as in (28) we have

∇f(xk) + ∇̃g(xk) = 1
γk

(
Hk(x

k−1)−Hk(x
k)
)
= xk−1−xk

γk
+∇f(xk)−∇f(xk−1) ∈ ∂φ(xk).

Therefore, for any ϑk+1 ≥ 0

0 ≤ γk+1ϑk+1

(
φ(xk−1)− φ(xk)− 1

γk
⟨Hk(x

k−1)−Hk(x
k), xk−1 − xk⟩

)
= γk+1ϑk+1

(
φ(xk−1)− φ(xk)− 1−γkℓk

γk
∥xk−1 − xk∥2

)
.

Combining the last two inequalities and letting Pk(x) := φ(xk)− φ(x) yields
1
2∥x

k+1 − x∥2 + γk+1(1 + ϑk+1)Pk(x) +
1
2∥x

k − xk+1∥2

≤ 1
2∥x

k − x∥2 + γk+1ϑk+1Pk−1(x)− ρk+1

(
ϑk+1(1− γkℓk)− ρk+1M

2
k

)
∥xk−1 − xk∥2

Letting ϑk = qρk for all k, and setting x = x⋆ ∈ argminφ establishes the claimed inequality.
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Proof of Lemma 3.4 (basic properties of adaPGq, q2 ).

• 3.4.1) The update rule for γk ensures that the coefficients of ∥xk − xk−1∥2 and Pk−1 in (20) are negative, and that
therefore (Uq

k(x
⋆))k∈� is decreasing. Since Uq

k(x
⋆) ≥ 0, the sequence converges to a finite (positive) value.

• 3.4.2) Boundedness follows by observing that 1
2∥x

k −x⋆∥2 ≤ Uq
k(x

⋆) ≤ Uq
0 (x

⋆) for all k ≥ 0, where the last inequality
owes to the previous assertion. In what follows, we let LΩ,ν < ∞ be a ν-Hölder modulus for ∇f on a convex and
compact set Ω that contains all the iterates xk. In particular, ℓk,ν ≤ Lk,ν ≤ LΩ,ν holds for every k. Suppose that x∞ and
x′∞ are two optimal limit points, and observe that

Uq
k(x∞)− Uq

k(x
′
∞) = 1

2∥x∞∥2 + 1
2∥x

′
∞∥2 + ⟨xk, x′∞ − x∞⟩.

Since both (Uq
k(x∞))k∈� and (Uq

k(x
′
∞))k∈� are convergent, by taking the limit along the subsequences converging to

x∞ and x′∞ we obtain ⟨x∞, x′∞ − x∞⟩ = ⟨x′∞, x′∞ − x∞⟩, which after rearranging yields ∥x∞ − x′∞∥2 = 0.

• 3.4.3) Since γk(1 + qρk − qρ2k+1) ≥ 0 because of the update rule of γk+1, and with Pmin
k := min0≤i≤k Pi denoting the

best-so-far cost at iteration k, a telescoping argument on (20) yields that

Pmin
K

K∑
k=1

γk(1 + qρk − qρ2k+1) ≤
K∑

k=1

γk(1 + qρk − qρ2k+1)Pk−1

≤ Uq
1 (x

⋆)− Uq
K+1(x

⋆) ≤ Uq
1 (x

⋆)− γK+1(1 + qρK+1)P
min
K , (33)

hence that

Pmin
K ≤ Uq

1 (x
⋆)∑K+1

k=1 γk(1 + qρk − qρ2k+1) + γk+1(1 + qρK+1)

=
Uq
1 (x

⋆)∑K
k=1(γk + qγkρk − qγk+1ρk+1) + γk+1 + qγk+1ρK+1

=
Uq
1 (x

⋆)

qγ1ρ1 +
∑K+1

k=1 γk
.

Further using the fact that Uq
1 (x

⋆) ≤ Uq
0 (x

⋆) by Lemma 3.3 completes the proof.

C. Proofs of Section 3.2

Proof of Lemma 3.6. Owing to ρk+1 ≤
√

1/q + ρk as ensured in (1), it can be verified with a trivial induction argument
that

ρk ≤ ρmax := max
{

1
2 (1 +

√
1 + 4/q), ρ0

}
for all k ≥ 0. (34)

If k ∈ K2, then γk+1 coincides with the second update in (10), and thus

ρmax ≥ ρk+1 =
1√

2
[
λ2k,νL

2
k,ν − (2− q)λk,νℓk,ν + 1− q

]
+

≥ 1√
2λk,νLk,ν

, (35)

completing the proof.

In our convergence analysis we will need the following lemma that extends (Latafat et al., 2023a, Lem. B.2) by allowing a
vanishing stepsize. As a result it is only γk+1 times the cost that can be ensured to converge to zero, which will nevertheless
prove sufficient for our convergence analysis in the proof of Theorem 3.7.

Lemma C.1. Suppose that a sequence (xk)k∈� converges to an optimal point x⋆ ∈ argminφ, and for every k let x̄k :=
proxγk+1g

(xk − γk+1∇f(xk)) with (γk)k∈� ⊂ �++ bounded. Then, (x̄k)k∈� too converges to x⋆ and (γk+1(φ(x̄
k) −

minφ))k∈� → 0.
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Proof. By nonexpansiveness of the proximal mapping

∥x̄k − x⋆∥ ≤ ∥xk − x⋆ − γk+1(∇f(xk)−∇f(x⋆))∥ ≤ ∥xk − x⋆∥+ γk+1∥∇f(xk)−∇f(x⋆)∥ → 0,

where we used the fact that x⋆ = proxγk+1g
(x⋆ − γk+1∇f(x⋆)) for any γk+1 > 0 in the first inequality, and boundedness

of γk+1 in the last implication. Moreover, for every k ∈ � one has

γk+1(φ(x̄
k)−minφ) = γk+1(f(x̄

k) + g(x̄k)−minφ) ≤ γk+1(f(x̄
k)− f(x⋆))− ⟨xk − γk+1∇f(xk)− x̄k, x⋆ − x̄k⟩,

where in the inequality we used the subgradient characterization of the proximal mapping. The inner product vanishes
since both xk and x̄k converge to x⋆, and the claim follows by continuity of f and lower semicontinuity of φ.

Proof of Theorem 3.7 (convergence). We first show two intermediate claims.

Claim 3.7(a): If ν > 0, then infk∈� Pk = 0, and in particular (xk)k∈� admits a (unique) optimal limit point.
If supk∈� γk = ∞, then we know from Lemma 3.4.3 that lim infk→∞ Pk = 0. Suppose instead that (γk)k∈� is
bounded. Then, the set K2 as in (21b) must be infinite. Let LΩ,ν be a ν-Hölder modulus for ∇f on a compact convex
set Ω that contains all the iterates xk, ensured to exist by Lemma 3.4.2. Since Lk,ν ≤ LΩ,ν , it follows from Lemma 3.6
that

λk,ν ≥ λmin,ν :=
1√

2LΩ,νρmax

∀k ∈ K2, (36)

hence from (33) that ∑
k∈K2

∥xk − xk−1∥1−ν(1 + qρk − qρ2k+1)Pk−1 <∞.

Noticing that 1 + qρk − qρ2k+1 = 0 for k /∈ K2, necessarily 1 + qρk − qρ2k+1 ̸→ 0 as K2 ∋ k → ∞ (or, equivalently,
as k → ∞), for otherwise lim infk→∞ ρk > 1 and thus γk ↗ ∞. Therefore, there exists an infinite set K̃2 ⊆ K2 such
that 1 + qρk − qρ2k+1 ≥ ε > 0 for all k ∈ K̃2, implying that∑

k∈K̃2

∥xk − xk−1∥1−νPk−1 <∞.

Thus, limK̃2∋k→∞ ∥xk − xk−1∥ = 0 (or lim infk∈K̃2
Pk−1 = 0, in which case there is nothing to show). For any

x⋆ ∈ argminφ we thus have

0 ≤ Pk = φ(xk)−minφ ≤ ⟨xk − x⋆, x
k−1−xk

γk
−
(
∇f(xk−1)−∇f(xk)

)
⟩

≤ ∥xk − x⋆∥
(

1
γk
∥xk−1 − xk∥+ ∥∇f(xk−1)−∇f(xk)∥

)
(37)

= ∥xk − x⋆∥
(

1
λk,ν∥xk−1−xk∥1−ν ∥xk−1 − xk∥+ Lk,ν∥xk−1 − xk∥ν

)
≤ ∥xk − x⋆∥∥xk−1 − xk∥ν

(
1

λmin,ν
+ LΩ,ν

)
∀k ∈ K̃2.

Since ν > 0, by taking the limit as K̃2 ∋ k → ∞ we obtain that limK̃2∋k→∞ Pk = 0.

Claim 3.7(b): If ν > 0 and (γk)k∈� is bounded, then (xk)k∈� converges to a solution.
Suppose first that (γk)k∈� is bounded. Consider a subsequence (xk)k∈K such that limK∋k→∞ Pk = 0, which exists
and converges to a solution x⋆ by Claim 3.7(a). Since (γk)k∈� is bounded, in light of Lemma C.1 also xk+1 → x⋆ and,
in turn, xk+2 → x⋆ as well. Then,

Uq
k+1(x

⋆) = 1
2∥x

k+1 − x⋆∥2 + 1
2∥x

k+1 − xk∥2 + γk(1 + qρk+1)Pk → 0 as K ∋ k → ∞,

and thus 1
2∥x

k − x⋆∥ ≤ Uq
k(x

⋆) → 0 as k → ∞, since the entire sequence (Uq
k(x

⋆))k∈� is convergent.

To conclude the proof ot the theorem, it remains to show that also in case (γk)k∈� is unbounded the sequence (xk)k∈�
converges to a solution. To this end, let us suppose now that γk is not bounded. This case requires requires a few more
technical steps, which can nevertheless almost verbatim be adapted from the proof of (Latafat et al., 2023a, Thm. 2.4(ii)).
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See also (Latafat et al., 2023b, Thm. 2.3(iii)) for an alternative argument; we emphasize that the difference with both
aforementioned works is that the stepsize sequence is not guaranteed to be bounded away from zero.

We start by observing that Claim 3.7(a) and Lemma 3.4.2 ensure that an optimal limit point x⋆ ∈ argminφ exists. It then
suffices to show that Uq

k(x
⋆) converges to zero. To arrive to a contradiction, suppose that this is not the case, that is, that

U := limk→∞ Uq
k(x

⋆) > 0. We shall henceforth proceed by intermediate claims that follow from this condition, eventually
arriving to a contradictory conclusion.

Contradiction claim 1∗: For any K ⊆ �, limK∋k→∞ xk = x⋆ holds iff limK∋k→∞ γk+1 = ∞.
The implication “⇐” follows from

γkPk−1 ≤ Uq
k(x

⋆) <∞

since (xk)k∈� is bounded and x⋆ is its unique optimal limit point.
Suppose now that (xk)k∈K → x⋆. To arrive to a contradiction, up to possibly extracting another subsequence suppose that
(γk+1)k∈K → γ̄ ∈ [0,∞). Then, it follows from Lemma C.1 that (xk+1)k∈K → x⋆ and (γk+1Pk+1)k∈K → 0. As shown
in (34)

ρk ≤ ρmax for all k ≥ 0 (38)

which in turn implies (γk+2Pk+1)k∈K → 0 and that (γk+2)k∈K is also bounded, we may iterate and infer that also
(xk+2)k∈K converges to x⋆. Recalling the definition of Uq

k in (18),

Uq
k+2(x

⋆) := 1
2∥x

k+2 − x⋆∥2 + 1
2∥x

k+2 − xk+1∥2 + γk+2(1 + qρk+2)Pk+1 → 0,

contradicting U = limK∋k→∞ Uq
k+2(x

⋆) > 0.

Contradiction claim 2∗: Suppose that (xk)k∈K → x⋆; then also (xk−1)k∈K → x⋆.
It follows from the previous claim that limK∋k→∞ γk+1 = ∞. Because of (38), one must also have limK∋k→∞ γk = ∞.
Invoking again the previous claim, by the arbitrarity of the index set K the assertion follows.
Contradiction claim 3∗: Suppose that (xk)k∈K → x⋆; then (γk−1Lk−1)k∈K → ∞ and (ρk)k∈K → 0.
Using the previous claim twice, xk−1, xk−2 → x⋆ as K ∋ k → ∞. In particular

lim
K∋k→∞

∥xk−1 − xk−2∥2 = 0. (39)

From the expression (18) of Uq
k we then have

lim
K∋k→∞

γk(1 + qρk)Pk−1 = U, (40)

where we remind that by contradiction assumption U := limk→∞ Uq
k(x

⋆) > 0. Denoting C := ρmax(1 + qρmax), we have

γk−1Pk−1 ≤ ∥xk−1 − x⋆∥
(
∥xk−1 − xk−2∥+ γk−1∥∇f(xk−1)−∇f(xk−2)∥

)
= ∥xk−1 − x⋆∥

(
∥xk−1 − xk−2∥+ γk−1Lk−1∥xk−1 − xk−2∥ν

)
for every k. Then, by (40)

0 < U = lim
K∋k→∞

γk(1 + qρk)Pk−1 = lim inf
K∋k→∞

ρk(1 + qρk)γk−1Pk−1

≤ ρmax(1 + qρmax) lim inf
K∋k→∞

∥xk−1 − x⋆∥
(
∥xk−1 − xk−2∥+ γk−1Lk−1∥xk−1 − xk−2∥ν

)
which yields the first claim owing to (39) and ν > 0.
This along with the update rule (10) implies

ρk ≤ 1

2
[
γ2k−1L

2
k−1 − (2− q)γk−1ℓk−1 + 1− q

] → 0,

as claimed.

Having shown the above claims, the proof is concluded as in (Latafat et al., 2023a, Thm. 2.4(ii)) by constructing a specific
unbounded stepsize sequence and using claims 1∗ and 3∗ to obtain the sought contradiction.
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Proof of Theorem 3.8 (sublinear rate). The existence of Ω as in the statement follows from boundedness of (xk)k∈�, see
Lemma 3.4.2. We proceed by intermediate claims.

Claim 3.8(a): If λk,ν ≤ 1
LΩ,ν

, then Pk ≤ Pk−1.

Let ∇̃φ(xk) := ∇f(xk) + ∇̃g(xk), where ∇̃g is as in (28). Then, ∇̃φ(xk) ∈ ∂φ(xk) and thus

φ(xk−1) ≥ φ(xk) + ⟨∇̃φ(xk), xk−1 − xk⟩
= φ(xk) + 1

γk
⟨Hk(x

k−1)−Hk(x
k), xk−1 − xk⟩

= φ(xk) + 1
γk
∥xk − xk−1∥2 − Lk,ν∥xk−1 − xk∥1+ν

= φ(xk) +
(

1
λk,ν

− Lk,ν

)
∥xk−1 − xk∥1+ν ,

establishing the claim.

We next aim at establishing a lower bound on the stepsize sequence in terms of P
1−ν
ν

k . To simplify the exposition, we
now fix x⋆ ∈ argminφ and denote

C̃q
ν(ν) :=

√
2Uq

1 (x
⋆)
(
1
ν + LΩ,ν

)
. (41)

Claim 3.8(b): For every k ∈ � it holds that Pk ≤ C̃q
ν(λk,ν)∥xk − xk−1∥ν .

We begin by observing that
∇̃φ(xk) := 1

γk

(
Hk(x

k−1)−Hk(x
k)
)
∈ ∂φ(xk)

owing to (28). Combined with (16) and (8) it follows that

∥∇̃φ(xk)∥ ≤
(

1
λk,ν

+ Lk,ν

)
∥xk − xk−1∥ν ≤

(
1

λk,ν
+ LΩ,ν

)
∥xk − xk−1∥ν .

Moreover, by convexity,

Pk = φ(xk)−minφ ≤ ⟨∇̃φ(xk), xk − x⋆⟩ ≤ ∥∇̃φ(xk)∥∥xk − x⋆∥ ≤

C̃q
ν(λk,ν)√

2Uq
1 (x

⋆)
(

1
λk,ν

+ LΩ,ν

)
∥xk − xk−1∥ν

as claimed, where the last inequality uses the fact that 1
2∥x

k − x⋆∥2 ≤ Uq
k(x

⋆) ≤ Uq
1 (x

⋆).
We next analyze two possible cases for any iteration index k ≥ 0.

Claim 3.8(c): For any k ∈ K2, γk+1 ≥ 1√
2LΩ,ν

(
Pk

C̃q
ν(λmin,ν)

) 1−ν
ν

.

Since Lk,ν ≤ LΩ,ν , as shown in Lemma 3.6 λk,ν ≥ λmin,ν = 1√
2LΩ,νρmax

holds for every k ∈ K2. Moreover, by
definition of K2,

γk+1 =
γk√

2
[
λ2k,νL

2
k,ν − (2− q)λk,νℓk,ν + 1− q

]
+

=
λk,ν∥xk − xk−1∥1−ν√

2
[
λ2k,νL

2
k,ν − (2− q)λk,νℓk,ν + 1− q

]
+

≥ ∥xk − xk−1∥1−ν

√
2Lk,ν

≥ ∥xk − xk−1∥1−ν

√
2LΩ,ν

∀k ∈ K2. (42)

By using the lower bound ∥xk − xk−1∥1−ν ≥
(

Pk

C̃q
ν(λk,ν)

) 1−ν
ν ≥

(
Pk

C̃q
ν(λmin,ν)

) 1−ν
ν

in Claim 3.8(b) raised to the power
1−ν
ν the claim follows.

Claim 3.8(d): For any k ∈ K1, γk+1 ≥

 1√
2qLΩ,ν

(
Pk

C̃q
ν(λmin,ν)

) 1−ν
ν if (K2 ̸= ∅ and) k ≥ minK2,(

1 + 1
q

) k
2 γ0 otherwise.

Let
K2,<k := K2 ∩ {0, 1, . . . , k − 1}
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denote the (possibly empty) set of all iteration indices up to k − 1 such that the first term in (10) is strictly larger than
the second one.
If K2,<k = ∅, then ρt+1 =

√
1/q + ρt holds for all t ≤ k, which inductively gives ρ2t ≥ 1 + 1

q for all t = 1, . . . ,K
(since ρ0 ≥ 1). We then have

γ2k+1 = γ20
∏k

t=1 ρ
2
t+1 ≥ (1 + 1

q )
kγ20 . (43)

Suppose instead that K2,<k ̸= ∅, and let n2,k denote its largest element:

n2,k := maxK2,<k = max
{
i < k | γi+1 < γi

√
1
q + ρi

}
.

Observe that the update rule ρi+1 =
√

1
q + ρi implies that ρi+2 ≥ 1 holds whenever i, i + 1 ∈ K1. In fact, ρi+1 =√

1
q + ρi ≥ 1√

q holds for every i ∈ K1, in turn implying that

i, i+ 1 ∈ K1 ⇒ ρi+2 ≥
√

1
q +

√
1
q ≥

√
1
2 +

√
1
2 > 1.

In particular,
i, i+ 1, . . . , j ∈ K1 ⇒

∏j+1
t=i+1 ρt ≥

1√
q (44)

(this being also trivially true for an empty product, since q ≥ 1).
We consider two possible subcases:

⋄ First, suppose that the index j := max
{
n2,k ≤ i ≤ k | λi,ν > 1

LΩ,ν

}
exists. Schematically,

∈K2

n2,k ,

∈K1

. . . , j, . . . , k

λi,ν≤ 1
LΩ,ν

and λj,ν >
1

LΩ,ν
. (45)

By definition of n2,k, all indices between j and k are in K1, and thus

γk+1 = γj

k+1∏
i=j+1

ρi
(44)
≥ 1√

qγj =
1√
qλj,ν∥x

j − xj−1∥1−ν

(45)
> 1√

q
1

LΩ,ν
∥xj − xj−1∥1−ν

Claim 3.8(b)

≥ 1√
q

1
LΩ,ν

(
Pj

C̃q
ν(λj,ν)

) 1−ν
ν

(45)
> 1√

q
1

LΩ,ν

(
Pj

C̃q
ν(1/LΩ,ν)

) 1−ν
ν

.

Since λi,ν ≤ 1
LΩ,ν

holds for all i = j + 1, . . . , k, it follows from Claim 3.8(a) that Pk ≤ Pj , and thus

γk+1 ≥ 1√
q

1
LΩ,ν

(
Pk

C̃q
ν(1/LΩ,ν)

) 1−ν
ν

. (46)

⋄ Alternatively, it holds that λj,ν ≤ 1
LΩ,ν

for all j = n2,k, . . . , k, and in particular by virtue of Claim 3.8(b) we have
that Pk ≤ Pn2,k

. Arguing as before,

γk+1 = γn2,k+1

k+1∏
i=n2,k+1

ρi
(44)
≥ 1√

qγn2,k+1

Claim 3.8(c)

≥ 1√
2qLΩ,ν

(
Pn2,k

C̃q
ν(λmin,ν)

) 1−ν
ν ≥ 1√

2qLΩ,ν

(
Pk

C̃q
ν(λmin,ν)

) 1−ν
ν

. (47)

Combining (46) and (47)

γk+1 ≥ min

{
1

C̃q
ν(1/LΩ,ν)

1−ν
ν

,
1

√
2C̃q

ν(λmin,ν)
1−ν
ν

}
P

1−ν
ν

k√
qLΩ,ν

=
1

√
2qLΩ,νC̃

q
ν(λmin,ν)

1−ν
ν

P
1−ν
ν

k ,

where the identity uses the fact that the minimum is attained at the first element, having C̃q
ν(ν) decreasing in ν > 0 and

1
LΩ,ν

≥ λmin,ν = 1√
2ρmaxLΩ,ν

(since ρmax ≥ 1).
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Finally, combining Claims 3.8(c) and 3.8(d) and noting that

1√
2qLΩ,ν

(
Pk

C̃q
ν(λmin,ν)

) 1−ν
ν

=
1

√
2qL

1/ν
Ω,ν

(
1√

2Uq
1 (x

⋆)
(√

2ρmax + 1
)) 1−ν

ν

P
1−ν
ν

k ,

we conclude that

γk+1 ≥


1

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

P
1−ν
ν

k if (K2 ̸= ∅ and) k ≥ minK2,

(
1 + 1

q

) k
2 γ0 otherwise

holds for any k ∈ �, where
C(q, ν) =

√
2LΩ,ν

√
q
ν(
1 +

√
2ρmax

)1−ν

is as in the statement. Denoting k0 = minK2 − 1 if K2 ̸= ∅ and 0 otherwise, the sum of stepsizes can be lower bounded
by

∑K+1
k=1 γk =

∑k0

k=1 γk +
∑K+1

k=k0
γk ≥ γ0

k0∑
k=1

(1 + 1
q )

k
2 +

1

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

K+1∑
k=k0

P
1−ν
ν

k−1

≥ γ0

k0∑
k=1

(1 + 1
q )

k
2 +

K + 1− k0

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

(
min
k≤K

Pk

) 1−ν
ν

≥ γ0k0 +
K + 1− k0

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

(
min
k≤K

Pk

) 1−ν
ν

≥ min

{
γ0,

1

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

(
min
k≤K

Pk

) 1−ν
ν

}
(K + 1).

Therefore, in light of Lemma 3.4.3, for every K ≥ 1 we have

Uq
1 (x

⋆) ≥ min
k≤K

Pk

K+1∑
k=1

γk ≥ min

{
γ0 min

k≤K
Pk,

1

Uq
1 (x

⋆)
1−ν
2ν C(q, ν)

1
ν

(
min
k≤K

Pk

) 1
ν

}
(K + 1).

Equivalently, for every K ≥ 1 it holds that

either min
k≤K

Pk ≤ Uq
1 (x

⋆)

γ0(K + 1)
or min

k≤K
Pk ≤ Uq

1 (x
⋆)

1+ν
2 C(q, ν)

(K + 1)ν
.

Further using the fact that Uq
1 (x

⋆) ≤ Uq
0 (x

⋆) by Lemma 3.3 results in the claimed bound.

D. Implementation details of AC-FGM
In this section we describe the specific implementation of the auto-conditioned fast gradient method (AC-FGM) (Li & Lan,
2023), which in our notation reads

zk+1 = proxγk+1g
(yk − γk+1∇f(xk))

yk+1 = (1− βk+1)y
k + βk+1z

k+1

xk+1 = (zk+1 + τk+1x
k)/(1 + τk+1).

Regarding the positive sequences (γk)k∈�, (βk)k∈�, (τk)k∈�, we use the update rule described in (Li & Lan, 2023, Cor.
3) and as such in Corollary 2 of the same paper. We choose β1 = 0 and βk = β = 1−

√
3

2 for all k ≥ 2, ensure that
γ1 ∈ [ β

4(1−β)c1
, 1
3c1

] and set γ2 = β
2c1

and γk+1 = min{ τk−1+1
τk

γk,
βτk
4ck

} for all k ≥ 2. Finally, τ1 = 0, τ2 = 2 and

τk+1 = τk + α
2 + 2(1−α)γkck

βτk
, for k ≥ 2 and some α ∈ [0, 1]. We chose α = 0, since this configuration consistently
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outperfomed the others in our experiments. The sequence (ck)k∈� is the so-called local Lipschitz estimate and is defined
as in (Li & Lan, 2023, Eq. (3.9)):

ck =


√

∥x1−x0∥2∥∇f(x1)−∇f(x0)∥2+(ϵ/4)2−ϵ/4

∥x1−x0∥2 if k = 1,

∥∇f(xk)−∇f(xk−1)∥2

2[f(xk−1)−f(xk)−⟨∇f(xk),xk−1−xk⟩]+ϵ/τk
otherwise.

where ϵ is the predefined desired accuracy of the algorithm.
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