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Abstract

We initiate the study of multidimensional Bayesian utility maximization, focusing
on the unit-demand setting where values are i.i.d. across both items and buyers.
The seminal result of Hartline and Roughgarden ’08 studies simple, information-
robust mechanisms that maximize utility for n i.i.d. agents and m identical items
via an approximation to social welfare as an upper bound, and they prove the gap
between optimal utility and social welfare is Θ(1 + log n/m) in this setting. We
extend these results to the multidimensional setting. To do so, we develop sim-
ple, prior-independent, approximately-optimal mechanisms, targeting the simplest
benchmark of optimal welfare. We give a (1−1/e)-approximation when there are
more items than buyers, and a Θ(log n/m)-approximation when there are more
buyers than items, and we prove that this bound is tight in both n and m by reduc-
ing the i.i.d. unit-demand setting to the identical items setting. Finally, we include
an extensive discussion section on why Bayesian utility maximization is a promis-
ing research direction. In particular, we characterize complexities in this setting
that defy our intuition from the welfare and revenue literature, and motivate why
coming up with a better benchmark than welfare is a hard problem itself.

1 Introduction

Utility maximization—also sometimes called consumer surplus, residual surplus, money burning, or
a setting with ordeals—is best motivated by a social service provider who wishes to allocate goods
whose demand far exceeds their supply (or budget), such as medications and vaccines. In such
cases, it would be inequitable to gate-keep these goods by charging a price. Instead, acquiring these
items is often made laborious by requiring consumers to wait in long lines, fill out forms, travel
physical distances, or even try other medications first. These ordeals act like payments by ensuring
that only those who have high value for the good are actually able to obtain it. As with social welfare
maximization, the social service provider has the option to use (non-monetary) payments as a tool in
order to allocate items to those with higher need; in contrast, in this setting, doing so comes at a cost
to the objective function, as neither consumer nor seller benefit from these ordeals. Crucially, this
yields a trade-off in the objective function between allocation and payment—is it more important
to give the goods to the right people, potentially using expensive payments that decrease utility
to do so, or to minimize payments, allowing the allocation to be more random? Despite sitting
between social welfare maximization and payment minimization, intuition from both regimes can
fail, requiring clever solutions somewhere in between.
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In the single-dimensional setting, utility-optimal mechanism design is solved by a closed-form the-
ory [Hartline and Roughgarden, 2008]. In this seminal paper, Hartline and Roughgarden study the
setting where there are m identical items and n i.i.d. agents. In addition to other contributions,
they design a prior-free mechanism that achieves an O(1+ log n

m )-approximation of utility to social
welfare, which they prove is tight.

In the multidimensional setting, the problem becomes unwieldy, much like revenue maximization.
Nothing is known here on the structure of optimal mechanisms. And, unlike revenue, the single-
bidder multidimensional problem does not give us a foothold, as the tension between efficient al-
location and using payments comes only from limited supply between agents. In this paper, we
initiate the study of multidimensional utility maximization from a Bayesian mechanism design per-
spective. Given the complexities of this setting (discussed more in Section 4 and Appendix D), our
main approach is thus to follow in the footsteps of Hartline and Roughgarden [2008] and the revenue
maximization literature, and attempt to find a simple mechanism that can approximate the utility of
the optimal mechanism.

Main Contribution: Generalizing Hartline and Roughgarden [2008] to the Multidimensional
Setting. The main focus of this paper is generalizing the results of Hartline and Roughgarden
[2008] from the single-dimensional m identical items setting to the multidimensional m i.i.d. items
setting for unit-demand bidders. (See Remark 1.) That is, we aim to answer the following question.
Question 1. In the i.i.d. unit-demand setting with n buyers and m items, what utility can we obtain
in approximation to optimal social welfare and by what simple mechanisms?

We do exactly this, tackling the complexities that arise from the multidimensional setting, designing
simple mechanisms, and matching the tight single-dimensional bounds. We use a class of mecha-
nisms that we refer to as Favorites Mechanisms, further discussed in Section 3.1.

Favorites Mechanisms: We use the same underlying principle for all of our results: each buyer
points to their favorite item, and then allocation is handled per-item among those who declare it their
favorite via some fixed single-item mechanism. In the more-items-than-bidders regime, the single-
item mechanism assigns items uniformly at random among those competing for the same favorite.
In the more-bidders-than-items regime, we use a known single-dimensional prior-free mechanism
from Hartline and Roughgarden [2008] to allocate each individual item.

Results. In this paper, we obtain utility that approximates optimal welfare when there are n buyers,
m items, and buyer values for items are drawn i.i.d. across both items and buyers. We achieve
a (1 − 1/e)-approximation when there are more items than buyers (m ≥ n) and an O(log n

m )-
approximation when there are more buyers than items (n > m). We then create an instance of the
identical-item setting from the i.i.d. unit-demand setting without increasing social welfare too much
and only increasing optimal utility, allowing us to leverage the tight example from Hartline and
Roughgarden [2008]. All together, Section 3 answers Question 1 with a Θ(1+ log n

m ) gap between
optimal utility and social welfare.

Additional Contribution: Discussion on the Complexity of Multidimensional Bayesian Utility
Maximization. A natural first approach in studying this problem would be to attempt to leverage
the tools from the well-studied field of revenue maximization. We formalize the intuition behind why
some of these powerful techniques cannot be naively applied in this setting. Our second contribution
is an extensive discussion on general multidimensional Bayesian utility maximization, why this
direction is likely to be technically interesting and challenging, and how it differs from what is
known about multidimensional Bayesian revenue maximization (Section 4 and Appendix D).

The tightness of our main contribution demonstrates a need for better upper bounds than welfare.
While revenue maximization does offer tools for developing such bounds, we face two key hurdles.
First, we show that substituting a bidder with multiple single-minded copies of themselves—while
keeping the total number of items fixed—can actually reduce utility. This implies that the widely
used “copies” technique from revenue maximization fails to provide a universal upper bound (see
Theorem 4). Second, known duality techniques reduce the problem to constructing a dual for the
single-bidder problem, but as mentioned above, the single-bidder multidimensional problem is triv-
ial and provides no insight into the structure of the optimal multidimensional mechanism. Moreover,
attempts to adapt the successful flows from revenue maximization can yield bounds even weaker
than welfare, highlighting the challenge of applying these techniques in our setting.
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Going beyond revenue maximization, we then check whether a key insight from the single-item util-
ity maximization literature still holds. Namely, in the single-item setting, the designer can always
allocate the item to some bidder and need not consider the outcome where the item is left unallo-
cated. However, we find that this is no longer true in the multidimensional setting. Instead, the
utility-optimal mechanism sometimes must throw away an item just to guarantee optimality (The-
orem 6)! Of course, we see similar mechanisms in revenue maximization, but there the goal is to
maximize payments at any cost. Here, the objective is to simultaneously allocate efficiently and
minimize payments, so the idea that not allocating could somehow help defies intuition. But in the
multidimensional setting, depending on how strong a buyer’s preference for one item over another
is, not allocating can actually reduce payments enough to improve utility overall (Observation 1).

By demonstrating why standard approaches from revenue maximization fail in this setting, we
expose key gaps in our understanding, and shed light on the new technical challenges posed by
Bayesian utility maximization, which we anticipate will generate significant interest for future work.
We hope that our discussion serves as a roadmap for researchers entering this area, offering intuition,
highlighting key obstacles, and identifying interesting directions for future work.

1.1 Related Work

While well-explored in the public finance literature in economics and the strategic queuing litera-
ture in operations, utility maximization and ordeals have minimal prior work from the algorithmic
mechanism design perspective.

In 2008, Hartline and Roughgarden completely resolved the question of optimal utility maximization
in the single-dimensional Bayesian setting. Hartline and Roughgarden [2008] also introduce an
idea for a single-dimensional prior-free benchmark and provide a constant-approximation to that
benchmark, in addition to their tight Θ(1 + log n

m )-approximation to social welfare.

The best (and only) known multidimensional approximation prior to our work is O(log |Ω|) where
Ω is the space of possible allocation outcomes [Fotakis et al., 2016]. In the unit-demand setting,
this is O(m log n). The mechanism used is a combination of VCG and the uniformly random free
allocation that uses ideas from the above prior-free mechanism. We discuss in Section 3.1 why
these ideas are not enough, and how the idea of Favorites is crucial. In addition, Fotakis et al.
[2016] give an algorithmic non-constructive result that achieves the same utility approximation while
simultaneously guaranteeing constant welfare, although they note that running VCG with probability
1/2 will do this as well.

Very recent subsequent work by Ezra et al. [2025] builds on our work in the i.i.d. setting to also
designs mechanisms whose utility approximates the benchmark of optimal social welfare. Most
salient, they achieve a general O(1+ log cn

m )-approximation for the condition that the probability of
any item being an agent’s favorite is at most c/m, characterizing the improvement of utility in m and
c. This implies a Θ(log n)-gap between optimal utility and social welfare for general unit-demand
bidders and matches our O(log n

m )-approximation for the i.i.d. unit-demand setting (and in fact, for
the uniform favorites setting of Appendix C). A deeper comparison of their work and ours can be
found in Appendix A.

A much more in-depth review of related work in fields adjacent to computer science, related but
adjacent settings, and more domain-specific work is provided in Appendix A.

This work. The goal of this work is to take the simple-yet-approximately-optimal approach (re-
viewed further in Appendix A) for the setting of multidimensional Bayesian utility maximization,
and it is the first paper to do so. In particular, we focus on what the right simple mechanisms may be
for this objective, approximate the benchmark of welfare, and study the i.i.d. unit-demand setting.

2 Preliminaries

We consider the setting where the mechanism designer wishes to sell m heterogeneous items to n
bidders. Agent i’s valuation is a vector vi ∈ Rm, where vij denotes agents i’s private value (or
willingness-to-pay) for item j. Value vij is drawn independently from a known prior distribution
vij ∼ Fij , and in particular, we assume that values are independently and identically distributed
(i.i.d.) across both items and bidders. That is, that there exists some type distribution F such that
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Fij = F for all i, j. We overload notation and let F (·) denote the CDF and f(·) denote the PDF of
the distribution. Let F = Fn×m denote the joint distribution. We use v to denote the vector of all
agents’ types, v = (v1, . . . , vn) ∈ Rn×m.

Remark 1 (I.I.D. Unit-Demand). We generalize the “multi-unit auction” setting of Hartline and
Roughgarden [2008], where there are m identical items, and each agent has a single value for all m
items. Our extension instead considers when distinct item values are drawn independently and iden-
tically distributed (i.i.d.), with buyers remaining unit-demand. That is, the items are non-identical,
heterogeneous. As with when distributional assumptions are used in Hartline and Roughgarden
[2008], values are also i.i.d. across buyers.

A mechanism M is comprised of an allocation rule x : Rn×m → [0, 1]n×m and a payment rule
p : Rn×m → Rn where xi(v) and pi(v) are the respective allocation and payment for agent i under
type v. Note that xi(v) is a vector where xij(v) denotes the probability that bidder i receives item
j under type profile v, and pi(v) is a non-negative number.

Agents are unit-demand, wanting at most one item. Formally, we would write vi(S) = maxj∈S vij ;
agent i only gets value from his favorite item among those allocated. However, it is without loss
to restrict attention to allocation rules that allocate at most one item to each agent, that is, have the
feasibility constraint

∑
j xij(v) ≤ 1 for all agents i and all v. Then agent i’s expected utility is∑

j xij(v)vij − pi, which we rewrite as xi(v)vi − pi(v), where the first term represents the dot
product of two vectors.

We define the expected social welfare, utility, and revenue objectives: UTILITY =
Ev∼F [

∑
i xi(v)vi − pi(v)],WELFARE = Ev∼F [

∑
i xi(v)vi], and REVENUE = Ev∼F [

∑
i pi(v)]

and observe by linearity of expectation that UTILITY = WELFARE − REVENUE.

A mechanism is Bayesian incentive-compatible (BIC) if, in expectation over the other agents’ re-
ports, it incentivizes truthful reporting:

Ev−i∼F−i
[xi(vi,v−i)vi − pi(vi,v−i)] ≥ Ev−i∼F−i

[xi(v
′
i,v−i)vi − pi(v

′
i,v−i)] ∀i, vi, v′i

where the subscript −i indexes the vector everywhere but i.

For an objective, we let OPT denote the optimal amount attainable by any feasible, truthful mech-
anism, that is, OPTUTILITY = max(x,p)∈P Ev∼F [

∑
i xi(v)vi − pi(v)] , where P denotes the set of

feasible, BIC, and individually rational mechanisms. Namely for feasibility
∑

j xij(v) ≤ 1 ∀i,v
and

∑
i xij(v) ≤ 1 ∀j,v and for individual rationality Ev−i∼F−i [xi(vi,v−i)vi − pi(vi,v−i)] ≥

0 ∀i, vi.

3 Main Result: Approximating Utility via Welfare

In this section, we generalize the seminal result of Hartline and Roughgarden [2008]: we prove a
bound on the gap between the optimal welfare and the optimal utility in the i.i.d. unit-demand setting.
They study the m identical item setting with n i.i.d agents and construct a prior-free mechanism that
achieves a tight bound on this gap. We generalize this result to the multidimensional setting, when
the n i.i.d. buyers have identically distributed values for the m items. This introduces all of the
complexities of the multidimensional setting, which we elaborate on in Section 4 and Appendix D.

The best known bound on this gap is that optimal utility is a log(|Ω|)-approximation to optimal
welfare [Fotakis et al., 2016], where Ω is the set of possible outcomes. With n agents and m items
the number of possible outcomes is nm, meaning this bound is approximately O(m log n).

Our results give two new tighter bounds for the i.i.d. unit-demand setting: in the case where m ≥ n,
we give a constant 1− 1

e bound, and in the case where m < n, we give an O(log n
m ) bound, which

we then prove is tight up to constant factors, implying an overall Θ(1 + log n
m )-bound.

We use the M-Favorites mechanism for both cases: separating bidders by their favorite item into a
single-item setting. However, we use different single-dimensional mechanisms M in each regime to
allocate the items: Random-Favorites in the m ≥ n regime and Prior-Free-Favorites when n > m.

It may appear that these regimes could be unified via the Prior-Free-Favorites approach. We point
out in Section 3.3 where the analysis breaks for n < m, rendering both regimes necessary.
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We remark that neither mechanism requires knowledge of the prior distribution, so these mecha-
nisms are prior-independent. However, our attention is restricted to the setting where values are
i.i.d. across both buyers and items in order for BIC and the approximation analyses to hold.3

3.1 Candidate Simple Mechanisms

In this section, we motivate candidate simple mechanisms. We seek an analogue to those in the rev-
enue literature, where selling separately and selling the grand bundle are the two simple mechanisms
that, together (and with an entry-fee), capture all cases and give a constant-factor approximation. We
start by considering the optimal single-dimensional mechanisms from Hartline and Roughgarden
[2008] and their potential multidimensional analogues.

At its extremes, the utility-optimal single-dimensional mechanism, discussed further in Ap-
pendix D.1, looks either like a uniformly random free allocation or a second-price auction. For this
reason, we take the multidimensional analogues of these two mechanisms as candidates for natural
“simple” mechanisms that we may wish to consider when approximating utility—(1) a uniformly
random free allocation of goods to buyers, and (2) the VCG mechanism [Vickrey, 1961, Clarke,
1971, Groves, 1973], the welfare-optimal mechanism that is the multidimensional analogue of the
second-price auction.

Randomly giving the items away for free has clear utility benefits, as it is the payment-minimizing
allocation. However, with multiple items, it is easy to imagine an outcome where two of the random
winners would prefer to exchange items. Then a clear improvement over this mechanism would
allow agents to express preferences over which item they are in contention for.

In contrast, VCG not only allows agents to express preferences, but it ensures that the items are
allocated in an efficient way. When agents prefer different items, VCG can actually allocate these
items for free, yielding utility that matches welfare. Where VCG does poorly is when multiple
bidders prefer the same item, VCG charges potentially very large payments in order to ensure the
efficient allocation. In fact, Fotakis et al. [2016] show that VCG’s utility cannot better than |Ω|-
approximate social welfare where Ω is the space of allocative outcomes, but their proof uses single-
minded agents (with complementarities) to show this.

This motivates a mechanism that allows bidders to express their preferred item while handling “col-
lisions” in buyer preferences in a way that does not hurt utility too much. Our simple mechanism
essentially must be of the form where buyers express their favorite item, and allocation is deter-
mined from there. We define a family of mechanisms which we call M-Favorites (Definition 1),
which allow agents to report their favorite items, and then uses some fixed mechanism M to resolve
conflicts between bidders with the same favorite. A huge added benefit is the tractability this brings
by allowing us to decompose the problem into many single-item problems. Moreover, we have the
property that if items are distributed i.i.d., then M-Favorites is BIC whenever M is BIC (Lemma 1).
Definition 1 (M-Favorites). Each bidder announces their favorite item j, the item for which they
drew the highest value. Then, for the given BIC single-item mechanism M, for each item j, M is
run on the bidders who reported item j as their favorite.

In particular, we will focus on two variants.

• Random-Favorites: M allocates uniformly at random among all participants (and charges
nothing). That is, each item is allocated uniformly at random among one of the bidders
who declares it their favorite.

• Prior-Free-Favorites: M is the single-item prior-free mechanism below.
Definition 2 (Single-Item Prior-Free Mechanism). The mechanism of Hartline and Roughgarden
[2008] used as a subroutine in our multidimensional Prior-Free-Favorites mechanism is as follows:
Rename the bids participating in this single-dimensional mechanism v1 > . . . > vn′ . Choose j
uniformly at random from {0, . . . , log(n′)}. Run a v2j+1-lottery (with vn′+1 := 0): choose a bidder
uniformly at random from those who report at least v2j+1, then allocate to this bidder and charge

3The majority of multidimensional prior-independent mechanisms require that values be drawn i.i.d. across
bidders, but do not require this across items. See [Deng and Zhang, 2021, Goldner and Karlin, 2016, Deng
et al., 2022] for additional work on prior-independent mechanisms. We discuss the limitation of our approach
beyond i.i.d. in Appendix C.
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price v2j+1. That is, the bidders are ordered by report, a power-of-two bidder is chosen uniformly
at random, and then this bidder is used as a price, and the mechanism allocates to a bidder chosen
uniformly at random from those who reported above this price.

We now prove that this mechanism is truthful in the i.i.d. setting.

Lemma 1. The M-Favorites mechanism is Bayesian incentive-compatible (BIC).

Proof. Since the single-item subroutine M is BIC, its interim allocation rule for any agent i can
only depend on the expected number of participants in the mechanism, their prior distributions, and
i’s report. We now argue that for every agent i, these parameters are the same for every item j, hence
it is in every agent’s best interest to report their favorite item, and then report their true value to the
already BIC single-item subroutine.

As each bidder’s value for each item vij is drawn i.i.d, the same expected number of bidders will
report each item as their favorite, hence each item will have the same expected number of participants
in its single-item mechanism. The i.i.d. assumption also guarantees that the mechanism’s input
prior distributions are the same. Since M is truthful, the allocation obtained by participating in it
is monotone non-decreasing in the bidder’s report. Hence the bidder will achieve the highest utility
by participating in the mechanism for the item for which they have the highest value: their favorite
item. Since this allocation is BIC,4 there exist payments that implement it.

While the mechanism of Ezra et al. [2025] is too complex to describe in full here, at a high-level,
it creates 2ℓ copies of every item for a randomly drawn ℓ, runs VCG to determine allocations and
prices, and then randomly determines which of the copies is real. This is far more complex and less
practical to implement than the M-favorites mechanism.

Having motivated the use of M-Favorites to approximate expected utility via social welfare in the
i.i.d. setting, we are ready for our main results.

3.2 More Items than Bidders

In this section we prove a constant bound between optimal social welfare and optimal utility using
the Random-Favorites mechanism.

Theorem 1. Random-Favorites achieves utility at least
(
1− 1

e

)
OPTWELFARE when m ≥ n.

Proof. We begin with the case of an equal number of bidders and items (m = n). In the Random-
Favorites mechanism, an item is not allocated only when it is not any agent’s favorite item, which
occurs with probability (1 − 1/m)n. As m = n, then the item is allocated with probability 1 −(
1− 1

m

)n ≥ 1− 1
e . Because m = n, if an item goes unallocated, then so does an agent. Hence, the

probability that an item is allocated is equal to the probability that an agent is allocated.

As m grows larger than n, the probability that an agent is allocated only increases: with more items,
the probability that agents “collide,” or share their favorite item, is less likely, and this is the only
event in which an agent is not allocated. Then for all m ≥ n, the probability that an agent is allocated
in the Random-Favorites mechanism is at least 1− 1/e.

An agent’s value for their favorite item is, by definition, at least as high as their value for the item
they receive in the social-welfare-optimal allocation. Hence we guarantee utility that is a 1 − 1

e
fraction of the optimal welfare.

3.3 More Bidders than Items

In this section, we prove a logarithmic bound between utility and social welfare in the case where
there are more bidders than items, i.e., m < n. We do this using the Prior-Free-Favorites mechanism,
in which bidders declare their favorite item, and are then divided into m single-item auctions based
on what they declared. The single-item prior-free mechanism is then used as a subroutine to allocate
each item j amongst those who declare j their favorite item.

4Note that this procedure is not DSIC: the allocation is only the same across items in expectation.
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The proof follows three steps. First, we show that for any item j that the gap between the utility
achieved and the highest value amongst all bidders whose favorite item is j is logarithmic in the
number of bidders who have that item as their favorite. Second, we lower bound the probability
that the bidder with the highest value for j among all bidders has j as their favorite item. Then, we
combine these facts using a technical lemma (Lemma 3) to prove the claim.
Theorem 2. In the i.i.d. unit-demand setting with n bidders and m items, when n > m, the Prior-
Free-Favorites mechanism achieves utility that O(log n

m )-approximates optimal social welfare.

Proof. Consider any item j. Suppose there are n′ bidders who reported item j as their favorite
item, that is, n′ bidders participate in the mechanism for j. Without loss of generality, we order
the bidders by their values v1 ≥ v2 . . . ≥ vn′ . Within the single-item setting for item j that the
Favorites mechanism has created, Theorem 5.2 from Hartline and Roughgarden [2008] shows that
the single-item prior-free mechanism, our subroutine, guarantees utility at least v1

2(1+log2(n
′)) .

We now state and prove a lemma lower-bounding the probability that “favorites align” for any item.

Lemma 2. Let favorites align for item j be the event that the agent with the highest value for item
j among all agents (j’s favorite bidder) prefers item j. When n > m, this occurs for each item j
independently probability at least 1

2 .

Proof. Consider the agent i with the highest value vij for j among all agents. We now bound
the probability that v1, the highest value competing for j, is not vij . This occurs when agent i is
competing for a different favorite item k, that is, vik > vij .

What is the probability that i prefers some other item k, that is, vik > vij? Consider n + m − 1
draws from the type distribution: n draws for each bidder’s value for item j, and m − 1 draws for
vik for all k ̸= j. Label m − 1 of these draws as the vik’s uniformly at random. Of the remaining
n draws for bidders’ values for item j, vij must be the largest, by definition. Using this sampling
process, as n > m, the probability that some vik > vij is < 1

2 , hence Pr[vik ≤ vij ] ≥ 1
2 .

By Lemma 2, for each item j, favorites align with probability at least 1
2 , and thus the agent with the

highest value for item j is competing for item j in the Favorites mechanism. Therefore, per item j,
we yield expected utility at least En′

[
1
2 · vij

2(1+log(n′))

]
.

We now combine the guarantees from the single-item subroutines with the probability that favorites
align to show that our multidimensional mechanism gives our guarantee. We use a technical lemma
(Lemma 3) that shows that the correlation between the largest value for j, vij , and the number of
bidders who prefer item j, n′, is well-enough behaved (i.e. vij is not only large when n′ is large, or
high-valued bidders do not only participate for competitive items). The lemma is stated in slightly
more general language of probability distributions, which we then translate back to our setting.
Lemma 3. Suppose V is the max of n′ draws from the distribution of the random variable X . n′ is
distributed according to Binomial(n, 1/m). For some v′, Pr[V ≥ v′] ≥ 1/2. Then for a constant
c = 1/4.45:

E
[

V

1 + log n′ | V ≥ v′
]
≥ c · E[V ]

1 + logE[n′]
.

In our case, V = vij is the max of n′ draws from the i.i.d. distribution for values for item j, where
each bidder has j as their favorite item with success probability 1/m, and Pr[V ≥ vik] ≥ 1/2 (per
Lemma 2). Then by Lemma 3, per item j, we yield expected utility at least

En′

[
1

4
· vij
1 + log(n′)

| vij ≥ vik

]
≥ 1

4.45
· 1
4
· En′ [vij ]

1 + log(E[n′])
.

Since values are i.i.d., En′ [n′] = n
m , so the per-item utility is at least vij

17.8(1+log n
m ) . Summing across

items and using the fact that vij = v1, we get that the expected utility of Prior-Free-Favorites is at
least a log-fraction of the optimal social welfare:

E[UTILITY] ≥ OPTWELFARE

17.8(1 + log( n
m ))

. □
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Remark 2. Note that this analysis cannot to be directly used to also give a constant approximation
when n < m—that is, we need our separate analysis of the n < m regime. This analysis uses a
bound on the probability that an item’s “favorite” agent is also that agent’s favorite item. When the
number of items grows large, this probability tends to 0.

3.4 Tightness

In this section, we prove that our approximation for the n > m regime is tight up to constant factors.
Since we obtain a constant-factor approximation in the n ≤ m regime, then together, this gives a
tight Θ(1 + log n

m ) gap between optimal utility and social welfare.

Proposition 5.1 in Hartline and Roughgarden [2008] shows a matching lower-bound of Ω(1+log n
m )

for an instance with m identical items. Note, however, that this instance is not contained within the
setting of m i.i.d. items, so it does not immediately apply to our setting. One could imagine that in
the i.i.d. setting, each agent having additional independent draws from the value distribution could
yield a strictly better ratio of optimal welfare to utility than in the identical-item case.

However, in this setting, we show that our approximation is indeed tight (Theorem 3) using this
existing lower bound. We transform the i.i.d. unit-demand setting into the identical item setting
(Definition 3), only increasing optimal utility (Lemma 4), and not increasing optimal welfare too
much (Lemma 5). Together, this allows us to translate the lower-bound from the identical setting
into one for the i.i.d. unit-demand setting for every m and n.
Definition 3. Given an instance I with n bidders, m items, and all values drawn i.i.d. from a distri-
bution F , let I ′ be the instance where for each bidder i, all m of i’s item values are replaced with
the maximum of bidder i’s values in instance I . That is, (vij)I

′
= maxj(vij)

I ∀i. Observe that
this transforms the i.i.d. unit-demand setting into a setting with m identical items where values are
now only i.i.d. across bidders.
Theorem 3. In the i.i.d. unit-demand setting, the gap between optimal utility and optimal social
welfare is OPTWELFARE/OPTUTILITY = Θ(1 + log n

m ).

Proof. We define an i.i.d. unit-demand instance I on n bidders m items, where all values are drawn
i.i.d. from a distribution F such that the maximum of m draws from F is exponential(1). Using
Definition 3, we then construct a corresponding identical-items instance I ′.

By Lemma 4, the utility of the identical-items instance is only larger: OPTUTILITY(I
′) ≥

OPTUTILITY(I). By Lemma 5, the welfare of the identical-items instance is within a constant of
the original i.i.d. unit-demand instance: c · OPTWELFARE(I) ≥ OPTWELFARE(I

′) for some constant c.

By Definition 3’s construction of an identical-items instance from I , the distribution used in
our construction of instance I , and Proposition 5.1 of Hartline and Roughgarden [2008] on I ′,
OPTWELFARE(I

′) = Θ(m(1+ log( n
m )) and OPTUTILITY(I

′) ≤ m. As I is an instance in the i.i.d. unit-
demand setting, the theorem holds.

Lemma 4. For any instance I and the transformation to I ′ in Definition 3, OPTUTILITY(I
′) ≥

OPTUTILITY(I).

Proof. Our proof consists of three immediate observations. First, for m-item setting, it does not
decrease the optimal utility to constrain attention to mechanisms that only allocate m items, as there
were only m items to allocate. The original utility-optimal mechanism is still valid.

Second, it cannot not decrease optimal utility to create n copies of every item: there is now only less
competition amongst bidders, which improves utility. Hence we consider the setting where there are
m · n items (n copies of each different item), but only m total items can be allocated.

Third, in this setting, in the utility-optimal mechanism (that only allocates m items) always, without
loss, each bidder that gets allocated receives their favorite item: they have more value for their
favorite item than any other item, and one of the n copies is available without competition. This
mechanism gets at least as much utility as the original mechanism which allocates m different items
to agents, as the allocated agents now have value at least as high for their received items.

This new setting has optimal utility equal to that in the instance I ′, as each agent’s only competitive
value in the mechanism is their maximum value. Hence, the utility-optimal mechanism with n
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copies of each item that allocates at most m items obtains utility equal to the instance I ′, and this is
only more than the optimal utility for the original instance I .

Lemma 5. For an instance I with n bidders, m items, and all values drawn i.i.d. from a distribution
F such that the maximum of m draws from F is exponential(1), and for the transformation to I ′ in
Definition 3, then for some constant c, c · OPTWELFARE(I) ≥ OPTWELFARE(I

′).

Proof. First, we consider the upper bound on social welfare that could be achieved if we didn’t need
to respect unit-demand constraints. That is, we could just give each of m items to the bidder with
the highest value for it, which is the maximum draw over n bidders. Denote X1

n as the maximum of
n draws of the random variable X drawn from distribution F . Then this quantity is m · E[X1

n]. We
show that this is actually a constant approximation to social welfare.

Consider the event where favorites are aligned for item j: the maximum value for item j belongs to
a buyer who prefers item j. By Lemma 2, this event occurs with probability at least 1

2 . When this
event occurs, it is feasible even with unit-demand constraints to allocate item j to the bidder that
values it the most. Finally, notice that conditioning on the event of favorites aligned means that the
maximum draw for the item is also larger than all of the buyer’s other values, but this is only larger
than not conditioning on this: E[X1

n | favorites aligned] ≥ E[X1
n]. By summing the contribution of

each item j in the event that it has favorites aligned, we achieve OPTWELFARE(I) ≥ 1
2m · E[X1

n].

Next, recall that by definition of instance I , when X is drawn from F , X1
m is distributed like an

exponential(1) random variable. Denote Y as a random variable drawn from exponential(1). Then
as n > m, if n/m is an integer, we can divide the n draws into n/m groups of m draws, take
the maximum of each group first, and then the maximum of the maximums to achieve X1

n, hence
E[X1

n] ≥ E[Y 1
⌊ n
m ⌋]. That is, for any (potentially non-integral) n/m, X1

n is at least the maximum
of ⌊ n

m⌋ draws from an exponential(1) distribution. Using an identity of exponential distributions,
we get E[X1

n] ≥ E[Y 1
⌊ n
m ⌋] ≥ 0.5 + max{0, log

(
n
m

)
}. Putting these steps together, we obtain

OPTWELFARE(I) ≥ 1
2m ·

(
0.5 + max{0, log

(
n
m

)
}
)
.

We now compute OPTWELFARE(I
′). Using our definition of I and the transformation in Definition 3,

I ′ is equivalent to an instance in which there are m identical copies of a good, and each bidder’s
value is drawn from exponential(1). Proposition 5.1 of Hartline and Roughgarden [2008] then gives
that the welfare of I ′ is Θ(m(1 + log( n

m ))).

Finally, OPTWELFARE(I
′)

OPTWELFARE(I)
≤ m(1+log( n

m ))
1
2m·(0.5+max{0,log( n

m )})
≤ 2(1+log( n

m ))

0.5+max{0,log( n
m )}

, which is a constant for all
n
m ≥ 1.

4 Discussion: Finding An Upper Bound on Optimal Utility

In this section, we also highlight difficulties in obtaining a better upper bound on optimal utility
than social welfare, despite the arsenal of techniques from the revenue literature. Further discussion
regarding the complexities of the general unit-demand setting can be found in Appendix D.

Approximation to an unknown quantity like optimal expected utility requires a good (small) upper
bound. The most naive upper bound on utility is optimal social welfare, which is what our result
approximates, and thus also bounds the gap between optimal utility and optimal welfare in the
Bayesian setting.

However, one might wonder if there’s a nice upper bound on optimal utility that is tighter than
welfare. Our answer is, perhaps, but certainly not one that is easy to find. For instance, the revenue
maximization literature provides many different approaches, but to the best of our knowledge, none
of them can easily be adapted to utility to obtain a better upper bound. To illustrate this point, we
briefly discuss the difficulties in using two of these upper bound approaches: the copies setting and
the Lagrangian duality flow-based upper bound.

The Copies Setting. A commonly used upper bound on revenue is the copies setting, first intro-
duced in Chawla et al. [2007]. Each multidimensional bidder is split into m copies who possess the
same value as the original agent for item j, but are only interested in item j. This is now a single-
dimensional setting. The copies setting is quite useful for bounding optimal revenue; for instance,
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the revenue of every deterministic unit-demand mechanism is upper-bounded by the optimal (single-
dimensional) revenue in the copies setting [Chawla et al., 2010]. However, this is not the case for
utility. While splitting each bidder into copies eliminates incentive issues across items, it also in-
creases the competition for each item. Further, these copy-bidders are single-minded, and thus their
demands cannot be balanced across items. This form of increased competition drives down utility.
We formalize this intuition below.
Theorem 4. There exists a distribution F and deterministic mechanism M such that the expected
utility of M over F is greater than the single-item optimal utility in the copies setting induced by F .

Proof. Consider a setting with 2 items and 2 bidders whose values are drawn i.i.d. from any anti-
MHR distribution. The induced copies setting includes a constraint that only one of the copies of
each bidder can be allocated. Clearly relaxing this constraint can only increase the utility that can be
achieved. In this relaxed copies setting, because F is anti-MHR and there are no constraints across
items, the optimal per-item mechanism is a Vickrey (second-price) auction.

In the VCG mechanism, for each value profile in which both bidders have the same favorite item,
VCG achieves the same utility as the relaxed copies setting. However, when the bidders have differ-
ent favorite items, VCG allocates efficiently while charging a payment of 0, while the copies setting
must still charge a price, resulting in less utility.

Remark 3 (Item-Copies). Note that the gap between optimal utility and optimal social welfare in the
general unit-demand setting is Θ(log n). This is because for general distributions, for any number
of items, the single-item case is still contained. For example, if all item distributions aside from one
item are a point mass as 0, this matches the Ω(log n) gap from the single-item setting.

One might consider a variant on the copies setting that instead splits each item into multiple copies,
as in the mechanism from Ezra et al. [2025]. However, the above pathological example also shows
that n copies of that item would be required in order for, e.g., the utility of the VCG mechanism
in the item-copies setting to produce an upper bound on optimal utility. But then, of course, the
optimal utility of the setting with n copies is just social welfare.

Duality-Based Upper Bounds Another technique used with great success in recent years is a
Lagrangian-duality-based approach to formulating an upper bound on optimal revenue. This method
formulates the optimization problem as a linear program, relaxes certain constraints using Lagrange
multipliers, and takes its dual program. Within the dual program, any feasible dual variables result in
a dual objective which upper bounds the optimal primal. Cai et al. [2016] reinterpret these feasibility
constraints as a network flow problem, and use this structure to construct dual variables that lead to
a nice (tighter) upper bound on revenue.

While the dual of the utility maximization linear program can also be expressed as a network flow
problem, it lacks some of the key properties used in the revenue maximization approach to construct
the “right” dual variables. Importantly, the single-bidder revenue maximization flow problem has
an optimal solution that can be generalized to the multi-bidder setting. The single-bidder utility-
maximization dual, however, has countless trivial optimal solutions to the flow problem. Further-
more, some of these solutions give the trivial bound of welfare when extended beyond the single-
bidder setting. Then to create a useful flow, one must work in the much more complex multi-bidder
setting at the onset. Furthermore, analogues of and variations on the “canonical” Cai et al. [2016]
multi-item revenue flow yield upper bounds for utility that are even greater than social welfare.

An Open Question. The above motivates a very important and large open question for this com-
munity, likely to require technical innovation: what is a tractable upper bound on optimal utility?
Is there a framework in the spirit of [Cai et al., 2016] to produce such upper bounds across various
multidimensional environments?
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how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: This paper does not include experiments requiring code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]

Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The only relevant part of the Code of Ethics to this theoretical paper is the
aspect of societal impact, which we address in broader impacts.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: Though our work is theoretical in nature, our problem is highly relevant in
social service settings, as discussed in the introduction. We discuss the benefits and draw-
backs of each mechanism on the participants as well, and how mechanisms may contribute
to equity.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risks as it is a theoretical paper.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: The paper does not use existing assets as it is a theoretical paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets as it is a theoretical paper.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects
as it is a theoretical paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects
as it is a theoretical paper.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.
• Depending on the country in which research is conducted, IRB approval (or equiva-

lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components; LLMs were only used very lightly for
editing.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Expanded Related Work

In this appendix, we expand on the related work in Section 1.1 that was abbreviated due to space
limitations. Please see Section 1.1 for the fundamental computer science literature, namely Hartline
and Roughgarden [2008], Fotakis et al. [2016], Ezra et al. [2025].

Utility maximization has been well-explored from the public finance literature in eco-
nomics [McGee, 2003] and the strategic queuing literature in operations [Hassin and Haviv, 2003].
Ordeals have also been well-studied in economics, both as a method to elicit information without us-
ing monetary payments, and in the efficiency-equity trade-off when using in-kind transfers [Nichols
and Zeckhauser, 1982]. However, utility maximization and ordeals have minimal prior work from
the algorithmic mechanism design perspective.

As mentioned earlier, Hartline and Roughgarden completely resolved the question of optimal utility
maximization in the single-dimensional Bayesian setting. An earlier paper by [Chakravarty and
Kaplan, 2006] also studies when, for the single-dimensional setting of multi-unit unit-demand, the
utility-optimal mechanism gives randomly gives items away for free. Condorelli [2013] produces a
similar theory by extending Myerson [1981] to characterize optimal mechanisms for settings both
with and without money, and parameterizes these results in an agent’s willingness-to-pay, which
does not have to be equal to an agent’s value.

Recent work has studied variations on ordeals and money burning, but most of these settings are
single-dimensional. Motivated by health insurance, Essaidi et al. [2024] investigate whether, in
equilibrium, limiting entry of sellers into a two-sided market improves consumer surplus or not.
Dworczak et al. [2023] study a different but related problem, the allocation of (divisible) money,
and characterize when using payments via ordeals to better allocate the money yields more utility
than ordeal-free equal payments to all agents. Patel and Urgun [2022] consider the interplay between
verification, costly only to the designer, and ordeals, costly to both, in the single-dimensional i.i.d.
setting. Lundy et al. [2019] also study the power of verification, but in the setting of allocating
indivisible resources to food banks using wait times as an ordeal. Lundy et al. [2024] study utility
maximization in the context of mobile games that care about platform retention.

A few recent works foray into multidimensional settings. Ashlagi et al. [2021] study the objective
function that is a weighted sum of allocative efficiency and social welfare, which can include utility,
for the setting of unit-demand agents for totally-ordered objects, restricted to i.i.d. This setting
was introduced in [Fiat et al., 2016] and proven to be in between single- and multi-dimensional
environments by several complexity metrics. Braverman et al. [2016] study a truly multidimensional
problem, the allocation of heterogeneous healthcare services to unit-demand patients where wait
times serve as ordeals, but they focus on the computation of efficient equilibria. Yang [2022] and
Akbarpour et al. [2023] study a multidimensional ordeal setting that is quite different from what we
study. The mechanism designer can allocate either a good (which has positive value) or an ordeal
(which has negative value) and can also use monetary payments (which are transferable and do not
impact the objective function). They derive conditions under which it is optimal to only allocate the
good and not an ordeal, and under which one ordeal mechanism dominates another.

Note that while there is ample work on mechanism design without money (e.g. [Psomas and Verma,
2022, Fotakis et al., 2014, Goko et al., 2022]), it is not relevant to this work, as we are particularly
exploring the setting with payments that hurt the objective, and the trade-off of using them.

A.1 Relationship to Subsequent Work

As mentioned in Section 1.1, very recent subsequent work by Ezra et al. [2025] builds on our work
in the i.i.d. setting to also designs mechanisms whose utility approximates the benchmark of optimal
social welfare. Most salient, they achieve a general O(1 + log cn

m )-approximation for the condition
that the probability of any item being an agent’s favorite is at most c/m, characterizing the improve-
ment of utility in m and c. This implies a Θ(log n)-gap between optimal utility and social welfare
for general unit-demand bidders and matches our O(log n

m )-approximation for the i.i.d. unit-demand
setting (and in fact, for the uniform favorites setting of Appendix C).

They consider two additional settings—multi-unit auctions where buyers have submodular valua-
tions, and auctions with divisible goods where buyers have concave valuations—in both of which
they match this Θ(log n)-gap.
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In contrast, our paper is the first to study classical (unit-demand) multidimensional Bayesian utility
maximization. As part of this, we provide a lengthy related work (Appendix A) and discussion
on directions and approaches (Appendix D). Unlike Ezra et al. [2025], we provide matching lower
bounds (Section 3.4). Finally, we highlight that a main contribution of this work is the simplicity
of both our mechanisms and analysis, which is the result of substantial effort and refinement of
complex arguments to highlight their intuition. We compare the simplicity and practicality of our
mechanism to that of Ezra et al. [2025] at the end of Section 3.1.

An additional subsequent work by Ganesh and Hartline [2025] studies the problem of combinatorial
pen testing using deferred acceptance mechanisms, which is equivalent to a Bayesian utility maxi-
mization setting with single-dimensional agents and service feasibility constraints. They achieve a
similar gap between optimal utility and optimal welfare of (1 + o(1)) · ln(n) for n pens (buyers).
However, their mechanism design approach of reducing to deferred auctions relies virtual values and
quantile-based transformations, and is therefore more complex to ours. Further, their work is only
in the single-dimensional setting.

Simple-Yet-Approximately-Optimal Mechanisms for Seller Revenue. While single-
dimensional Bayesian revenue maximization is solved in closed-form by Myerson’s Nobel-prize-
winning theory [Myerson, 1981], in the multidimensional setting, even selling two heterogeneous
goods to a single additive buyer can be intractable, requiring infinitely many randomized options
to extract optimal revenue [Manelli and Vincent, 2006, Daskalakis et al., 2017]. As a result of this
intractability, a large body of work has instead focused on approximation. In particular, this work
has designed simple mechanisms that yield constant-factor approximations to the optimal revenue
in a variety of settings [Cai et al., 2016, Chawla et al., 2010, Babaioff et al., 2014, Cai and Zhao,
2017, Eden et al., 2017, Cai et al., 2019, Yao, 2015, Chawla and Miller, 2016, Rubinstein and
Weinberg, 2015], developing a barrage of techniques and insights along the way. There are two
main steps required in these approaches: finding an upper bound on the optimal revenue, and then
determining which simple mechanisms can be used to approximate this benchmark. For most of
these settings, the mechanisms are some variation on either selling all of the items separately, or
selling them all together in one grand bundle.

B Proof of Lemma 3

In this appendix we present a proof of the lemma we use in our analysis in Section 3.3. If the number
of bidders who favor an item was independent from the maximum favorite-value for that item (that is,
bidder values for that item such that it is their favorite), this lemma would be immediate. However,
because these are correlated, we instead require this lemma. It is a somewhat technical application
of various probability tools, and relies on the fact that the maximum of bidder favorite-values for an
item, when values are drawn i.i.d., is distributed nicely.

Proof. Using that n′ is drawn according to Binomial(n, 1/m), we want to show that the left-hand
side is at least a constant times E[V ]/(1 + log n/m). We do this by breaking the left-hand side into
two events: when n′ is “close” to its expectation n/m (say, at most 10 times its expectation), and
when it is not. Then we can write

E
[

V

1 + log n′ | V ≥ v′
]
≥ E

[
V

1 + log n′ | V ≥ v′ ∩ n′ ≤ 10
n

m

]
Pr[n′ ≤ 10

n

m
| V ≥ v′]

≥ E[V | V ≥ v′ ∩ n′ ≤ 10n/m] · Pr[n′ ≤ 10n/m | V ≥ v′]

4.32(1 + log n/m)
.

Because n′ ≤ 10n/m, then 1+log n′ ≤ 1+log 10n/m ≤ (1+log 10)(1+log n/m) for n/m ≥ 1,
and 1 + log2 10 ≈ 4.32. As a result, we only need to compare the numerators. We now work on the
right-hand side’s numerator of E[V ] to get it into a comparable state:

E[V ] ≤ E[V | V ≥ v′] = E[V | n′ ≤ 10n/m ∩ V ≥ v′] · Pr[n′ ≤ 10n/m | V ≥ v′]

+ E[V | n′ > 10n/m ∩ V ≥ v′] · Pr[n′ > 10n/m | V ≥ v′]
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Further, we see that and E[V | n′ > 10n/m ∩ V ≥ v′] ≤ 2E[V | n′ > 10n/m]:

E[V | n′ > 10n/m] = E[V | n′ > 10n/m ∩ V ≥ v′] · Pr[V ≥ v′ | n′ > 10n/m]

+ E[V | n′ > 10n/m ∩ V ≤ v′] · Pr[V < v′ | n′ > 10n/m]

≥ E[V | n′ > 10n/m ∩ V ≥ v′] · 1
2

where this follows from the fact that 1/2 ≤ Pr[V ≥ v′] ≤ Pr[V ≥ v′ | n > 10n/m] and from
ignoring the second term.

And furthermore,

E[V | n′ > 10n/m] ≤ En′ [EX [X · n′ | n′ > 10n/m]] max
n′

X ≤
∑
n′

X

≤ E[X] · E[n′ | n′ > 10n/m]

≤ E[X] · (10n/m+ n/m). n′ Binomial.

The first inequality is due to the max of n’ draws being at most the sum of n′ draws. The third in-
equality follows from the fact that a binomial distribution conditioned on some number of successes
and increased by the same number of trials is memoryless, so just conditioned on conditioned on
some number of successes and with no increase in the number of trials, the expectation is less than
as if it were memoryless. Therefore,

E[V | n′ ≥ 10n/m ∩ V ≥ v′] ≤ 2 · E[X] · (11n/m).

Together, this gives

E[V ] ≤ E[V | n′ ≤ 10n/m ∩ V ≥ v′] · Pr[n′ ≤ 10n/m | V ≥ v′]

+ 2 · E[X] · (11n/m) · Pr[n′ > 10n/m | V ≥ v′]

The first term appears on the left-hand side. To get a constant-approximation, we aim to bound the
probability Pr[n′ ≥ 10 n

m | V ≥ v′] to make the second term negligible. We will first use a Chernoff
bound on Pr[n′ ≥ 10 n

m ]. The Chernoff bound gives

Pr[n′ ≥ (1 + δ)
n

m
] ≤ exp(−

n
mδ2

2 + δ
).

Then for δ = 9n/m, we get

Pr[n′ ≥ 10
n

m
] ≤ exp(−

n
m92

11
) < exp(−7.36n/m).

Then using Bayes’ rule,

Pr[n′ ≥ 10
n

m
| V ≥ v′] =

Pr[n′ ≥ 10 n
m ] · Pr[V ≥ v′ | n′ ≥ 10 n

m ]

Pr[V ≥ v′]
(∗)

≤ 2Pr[n′ ≥ (1 + δ)
n

m
])

= 2exp(−7.36n/m)

where (∗) is because Pr[V ≥ v′] ≥ 1/2 and of course, Pr[V ≥ v′ | n′ ≥ 10 n
m ] ≤ 1.

All together, since E[X] ≤ E[V ] by definition,

E[V ] ≤ E[V | n′ ≤ 10n/m ∩ V ≥ v′] · Pr[n′ ≤ 10n/m | V ≥ v′]

+ 2 · E[X] · 22 n

m
· e−7.36n/m

(1− 44
n

m
· e−7.36n/m)E[V ] ≤ E[V | n′ ≤ 10n/m ∩ V ≥ v′] · Pr[n′ ≤ 10n/m | V ≥ v′].

And for all n
m ≥ 1 , 44 n

m · e−7.36n/m is upper-bounded by some small constant c < 1, precisely,
0.028, hence 4.32/(1− 0.028) < 4.45.
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C Complications Beyond i.i.d.

We now reexamine the two places where we use the i.i.d. assumption in our main results. First, the
incentive-compatibility guarantees of the M-Favorites mechanism proven in Lemma 1 relied highly
on symmetry. Second, some of our approximation analysis does as well, but we suspect known
techniques may extend it beyond i.i.d.

One easy extension would be to move beyond i.i.d. across both bidders and items to only i.i.d. across
bidders, matching the standard assumptions in the multidimensional prior-independent literature.
We look at where we have used assumption that item values are drawn i.i.d. At first glance, it
seems to be only leveraging the fact that each of single-item subroutines is identical and has the
same number of participants in expectation. A natural weaker condition would be to just assert this
directly—that is, a setting in which, for each bidder, the probability that any given item is their
favorite is uniform across items. We call this setting the uniform favorites setting.

While the Random-Favorites mechanism used in Theorem 1 remains BIC in the uniform favorites
setting—an agent’s utility depends only on one’s value and the expected number of competitors—the
Prior-Free-Favorites mechanism used in Theorem 2 does not.

Theorem 5. In the uniform favorites setting, the Prior-Free-Favorites mechanism is not guaranteed
to be BIC.

Recall that the single-item prior-free mechanism is detailed in Definition 2. Informally, a random
price is chosen doing the following: bidders are ordered by report, a power-of-two is chosen uni-
formly at random, and then value v2j+1 is used as a price (where vn+1 = 0). The mechanism
allocates to a bidder chosen uniformly at random from those who reported above this price.

Proof. We construct an example for the uniform favorites setting that violates BIC. Consider n
bidders and 2 items, where each bidder draws their values i.i.d. from the following item distributions:
vi1 ∼ U(0, 1) and vi2 ∼ U{0, 1}. This is a uniform favorites setting, as each buyer prefers each
item with probability 0.5.

Consider an agent ℓ with values vℓ = (1 − ϵ, 1). If they report their true preference of item 2, then
they are placed in contention for it. However, by our construction, agents prefer item 2 if and only
if they have a value of 1. Hence, in order to earn non-zero utility from item 2, the random price of
the single-item prior-free subroutine used in Prior-Free-Favorites must not be a competitor’s price; it
must choose the price vn′+1 = 0, which occurs with probability 1

1+log(n′) . In this case, agent ℓ wins
the item uniformly at random with probability 1/n′, hence their expected utility is 1

1+log(n′) (
1
n′ ).

On the other hand, if the agent misreports v′ℓ = (1− ϵ, 0), they are placed in contention for item 1.
Then for the random price vn′+1 = 0, the agent gets utility (1− ϵ) 1

n′ , and in the event of any other
random price, they gain some strictly positive expected utility that depends only on n′. Therefore,
there exists ϵ > 0 such that this misreport provides strictly higher utility than truthful reporting.

As even this slight weakening of i.i.d. can cause a violation of BIC for M-favorites depending on
M, our results are restricted to the setting where values are i.i.d. across both bidders and items.

Remark 4 (On only i.i.d. items). While Lemma 1 only requires i.i.d. across items, our analysis
breaks down without i.i.d. bidders as well, as Lemma 2 is no longer necessarily true. One bidder’s
distribution for all items may be far higher than all others, and thus the probability of favorites
aligning could be minuscule.

D Discussion: Complexities of General Unit-Demand

Building on Section 4, In this section, we discuss the complexities of the general unit-demand setting
beyond when values are drawn i.i.d. We touch on the structure of multidimensional utility-optimal
mechanisms and how they leverage the power not to allocate.
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D.1 Optimal Multidimensional Mechanisms

We present a surprising lack of structure on the utility-optimal mechanism for the general unit-
demand setting, which in turn motivates the study of simplicity and approximation. We begin by
reviewing what is known from the single-dimensional setting.

Single-dimensional Mechanisms. In the single-parameter setting, the optimal mechanism always
allocates the items, it’s just a question of to who and for how much. The mechanism takes an
analogous structure to the revenue-optimal mechanism, maximizing “ironed” virtual welfare, where
for utility maximization, a buyer’s virtual value is θi(vi) =

1−Fi(vi)
fi(vi)

. To iron into θ̄i, this function
is averaged until it is monotone non-decreasing in vi. Then, if there is one item, give it to the bidder
with the highest ironed virtual value θ̄i(vi).

What this mechanism concretely looks like depends highly on the hazard rate of the buyer’s type
distribution, fi(·)

1−Fi(·) . In one extreme case, when the hazard rate is non-decreasing (monotone hazard
rate, or MHR), θ̄i is fully averaged, resulting in a mechanism that allocates uniformly at random and
charges no payments. In the other extreme, when the hazard rate is non-increasing (anti-MHR), θi
does not need to be averaged as it is already monotone non-decreasing, and the mechanism looks
like a second-price auction but in this virtual space.

Multidimensional Mechanisms. From this characterization, we can already expect the optimal
multidimensional mechanism to have cases that make it look like VCG, requiring payments, and
cases that make it look like random allocations with no payments. However, we conclude that
getting a handle on the structure of this mechanism may be highly difficult.

Despite the goal being to maximize utility—a dual goal of giving away all of the items most ef-
ficiently and charging as minimal payments as possible—it turns out we can’t even rule out the
possibility that the optimal mechanism does not allocate an item in order to better allocate the other
items and avoid using payments. Note that this contrasts with the single-dimensional setting, where
the optimal mechanism does always allocate! Mathematically, this means that we cannot represent
the optimal allocation as a convex combination of deterministic exhaustive allocations.

Theorem 6. If we are maximizing utility over all allocations and payments, it is not without loss
to restrict attention to convex combinations of deterministic exhaustive allocations:

∑
i xij(v) =

1 ∀j,v. There are instances where it maximizes utility not to allocate an item j in every instance.

Note that this applies to the general Bayesian utility maximization problem, and is not restricted to
the i.i.d. setting—our construction will not be i.i.d.

Proof. We construct a setting in which the optimal mechanism must sometimes discard an item.
Consider a setting with two unit-demand bidders and two items. Bidder 1 has values (v11, v12) =
(1, 3) deterministically. For some c, bidder 2 has two potential type profiles with equal probability,

(v21, v22) =

{
(c, c+ 1) w.p. 1/2
(1, 4) w.p. 1/2.

The efficient allocation is x2(1, 4) = (0, 1) and x2(c, c + 1) = (1, 0), allocating the other item to
bidder 1, yielding expected welfare 0.5c + 4. However, we must charge a payment of 1 to the type
(1, 4) to prevent the bidder with type (c, c + 1) from misreporting, and this hurts utility. We now
show that any convex combination of deterministic allocations loses an additive 1

2 utility compared
to welfare.

Assume our mechanism is a convex combination of deterministic allocations. First observe that
because we have an equal number of bidders and items, for each type profile, not only do the alloca-
tion probabilities sum to 1 for each item across bidders, but they also must sum to 1 for each bidder
across items. As v1 is fixed, we’ll write our input to x2(·) and p2(·) as v2 rather than v. Now, for
some probabilities 0 ≤ α, β ≤ 1, let x2(c, c + 1) = (α, 1 − α) and x2(1, 4) = (β, 1 − β) (where
bidder 1 is allocated whatever bidder 2 is not by assumption). Then the resulting welfare from these
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allocations is

WELFARE = 0.5

αc+ (1− α)(c+ 1)︸ ︷︷ ︸
bidder 2

+(1− α) + 3α︸ ︷︷ ︸
bidder 1

+ 0.5

β + 4(1− β)︸ ︷︷ ︸
bidder 2

+(1− β) + 3β︸ ︷︷ ︸
bidder 1


= 0.5(c+ 2 + α) + 0.5(5− β).

The payment we must charge bidder 2 to prevent misreporting is p2(1, 4) = α− β, giving utility

UTILITY = 0.5(c+ 2 + α) + 0.5(5− α)

= 0.5c+ 3.5.

Alternatively, we could offer the allocation x2(1, 4) = (0, c
c+1 ). Notice that the type (c, c + 1) is

indifferent between this allocation and the allocation x = (1, 0), and therefore requires no payment
for incentive-compatibility. This allocation achieves the efficient outcome with probability c

c+1 and
therefore is arbitrarily close to welfare as c grows large.

The construction in this proof actually highlights important intuition about preventing misreporting
via payments versus allocations.
Observation 1. If the additive gap between an agent’s favorite type and allocated type is small, it
is best for utility to maintain incentive-compatibility with small payments, i.e., money burning. In
contrast, if the ratio between these types is small (as in the proof), we can best maintain incentive-
compatibility with a fractional allocation, i.e., very rarely “burning” a good.

This result evidences complexity in optimal mechanisms, and combined with the environment’s
similarities to revenue maximization, provides a convincing argument that designing utility-optimal
mechanisms is extremely likely to be intractable. As a result, we focus on approximation.
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