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ABSTRACT

The application of formulas is a fundamental ability of humans when addressing
numerical reasoning problems. However, existing numerical reasoning datasets
seldom indicate explicitly the formulas employed during the reasoning steps. To
bridge this gap, we construct a dataset for formula-based numerical reasoning
called FormulaReasoning, which consists of 5,420 reasoning-based questions.
We employ it to conduct evaluations of LLMs with size ranging from 7B to over
100B parameters utilizing zero-shot and few-shot chain-of-thought methods, and
we further explore using retrieval-augmented LL.Ms provided with an external for-
mula database associated with our dataset. We also experiment with supervised
methods where we divide the reasoning process into formula generation, param-
eter extraction, and numerical calculation, and perform data augmentation. Our
empirical findings underscore the significant potential for improvement in existing
models when applied to our challenging, formula-driven FormulaReasoning.

1 INTRODUCTION

Numerical reasoning constitutes one of the significant forms within natural language reason-
ing (Frieder et al.l 2023). The study of numerical reasoning has seen substantial progress in recent
years, largely driven by the development of LLMs (OpenAl, 2023} [Touvron et al.| 2023} L1 et al.}
2023c) and specialized datasets (Wang et al.l 2017; |Dua et al.l [2019; |Amini et al.l [2019; |[Cobbe
et al.| 2021a). Current datasets for numerical reasoning typically include simple, commonsense nu-
merical questions that do not reflect the complexity of real-world problems. These datasets have
not fully addressed the interpretability issue in numerical reasoning, as they often rely on implicit
commonsense knowledge without explicit guidance knowledge during the reasoning process. This
issue becomes particularly evident when LLMs meet hallucination (Frieder et al., 2023} Bang et al.,
2023). Consequently, one might naturally ask “What knowledge could be used to guide numerical
reasoning process?”. Formulas exactly represent such knowledge that has been largely overlooked
in previous research but is frequently utilized in real-life applications.

Take a question from the GSM8K (Cobbe et al., 2021a) as an example: “A robe takes 2 bolts of
blue fiber and half that much white fiber. How many bolts in total does it take?”. This example only
requires the use of implicit commonsense mathematical knowledge to solve without domain-specific
formula. However, in our FormulaReasoning dataset, we require domain-specific formulas to guide
the numerical reasoning process, such as the formula used to calculate the heat absorption of an
object.

Recently, [Liu et al., 2023| constructed two formula-based datasets, Math23K-F and MAWPS-F.
However, the formulas in these datasets primarily consist of commonsense formulas (such as to-
tal_amount = unit_amount X total_number), and only 33.5% and 38.4% of the questions in these
datasets, respectively, require the use of formulas.

To fill this gap, we constructed a dataset for numerical reasoning that requires the use of formu-
las called FormulaReasoning. We annotated formulas for each question in FormulaReasoning. An
example of FormulaReasoning is shown in Figure The formula-based feature makes Formula-
Reasoning a more challenging dataset for developing systems that can tackle real-world numerical

'Please note that FormulaReasoning is originally in Chinese. For the convenience of understanding, we
translated Chinese into English in all the examples presented in this paper.
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Question

There is a electric water heater, after 50kg of water is loaded into its tank, the water is
heated from 20°C to 60°C by electricity. It is known that the specific heat capacity of
water is C_water = 4.2x10"3]/(kg*°C).

Q: If the total electrical energy consumed during the heating process is 1x1077J, what is
the thermal efficiency of the water heater?

Calculating the degree of temperature increase in water:
= 60 °C — 20 °C = 40 °C. The degree
of water temperature increase = 40 °C.
The heat absorbed by water is given by:
= 50 kg * 4.2 *
1073 J3/(kg-°C) * 40 °C = 8400000 J. The heat absorbed by water = 8400000 J.
The thermal efficiency of the water heater can be obtained from:

8400000 J / (1 % 1077 J) * 100% = 84%. The thermal efficiency of the water heater = 84%.
Answer = 84%

Parameter Symbol Value Unit
At 40 °C
tfinul 20 °C
Qabsorbed 8400000 J
mwater 50 kg

Figure 1: An example taken from FormulaReasoning. Numerical values (including units) given in
the question and obtained from intermediate steps are highlighted in red and purple, respectively.
Formulas and their elements are in blue.

reasoning problems. Indeed, in fields such as mathematics and physics, formulas serve as an im-
portant vessel for representing domain knowledge. However, existing datasets scarcely consider
explicit incorporation of formulas into numerical reasoning.

Table 1: Statistics of Math23-F, MAWPS-F, GSM8K, MATH and our FormulaReasoning.

Dataset Math23K-F MAWPS-F GSM8K MATH FormulaReasoning
# questions 23,162 2,373 8,792 12,500 5,420

# formulas (and variants) 51 (131) 18 (46) 0(0) 0(0) 272 (824)

# questions requiring formula (proportion) 7,750 (33.46%) 911 (38.39%) N/A N/A 5,420 (100%)
Avg. # reasoning steps 1.16 1.01 3.59 Not Provided 2.37

We collected questions requiring formula-based numerical reasoning from Chinese junior high
school physics examinations. With the combined efforts of manual annotation and assistance from
LILMs, we annotated each question with an explanation text, a final answer, and a set of relevant
formulas (including formula structures, parameter names, symbols, numerical values, and units)
and built a consolidated formula database. The formula database functions as an external knowl-
edge base, which can be used to evaluate retrieval-based/augmented systems. In Table[I] we com-
pare FormulaReasoning with two existing formula-based datasets and the well-known GSM8K and
MATH (Hendrycks et al.,2021). In comparison to Math23K-F and MAWPS-F, FormulaReasoning
contains a larger number of formulas (272), whereas the other two datasets contain 51 and 18 for-
mulas. Additionally, all questions in FormulaReasoning require the use of formulas. The higher
average number of reasoning steps (2.37 vs. 1.16/1.01) implies that FormulaReasoning is more
challenging and better suited for evaluating existing models as a multi-step formula-based reasoning
task.

We used FormulaReasoning to evaluate LLMs ranging from 7B to >100B parameters, as well as
fine-tuned models such as Qwen-1.8B (Bai et al.|[2023) and ChatGLM3-6B (Zeng et al.||2022) with
a proposed Chain-of-Thought supervised fine-tuned method and a data augmentation method. We
also trained an encoder for formula retrieval and experimented with retrieval-augmented generative
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models. Our empirical findings show that the best existing models only achieve an accuracy of
around 84%, lagging behind an accuracy 92% of humans, indicating that there is still significant
room for exploration in formula-based numerical reasoning.

Our contributions are summarized as follows:

* We construct a formula-based numerical reasoning dataset FormulaReasoning, with fine-
grained annotations for each question. As a formular knowledge-guided numerical reason-
ing dataset, it can be applied to tasks involving trustworthy and verifiable reasoning.

* We conduct evaluations on LLMs of various sizes, supervised fine-tuned models, and
retrieval-augmented generative models. The experimental results establish a strong base-
line for future research and also indicate that the task remains unresolved.

The dataset and code is currently available on anonymous GitHub https://anonymous.
4open.science/r/FormulaReasoning.

2  RELATED WORK

2.1 NUMERICAL REASONING DATASETS

Numerical reasoning is one of the fundamental capabilities of natural language reasoning. The
study of numerical reasoning in natural language has existed for several years. Numerous datasets,
such as DROP (Dua et al., 2019), GSM8K (Cobbe et al.| 2021b), TSQA (Li et al.l 2021) and
MATH (Hendrycks et al., [2021)), have introduced natural language numerical reasoning. Another
line of research focusing on numerical reasoning in natural language is math word problem (MWP).
MWP tasks typically provide a short passage (i.e., a question) and require the generation of an arith-
metic expression that can compute an answer. Representative datasets include MAWPS (Koncel-
Kedziorski et al., |2016), Math23K (Wang et al., [2017), MathQA (Amini et al., 2019)), etc. Several
works focus on specialized domains where some of the questions in their datasets require numer-
ical reasoning. Examples include GeoSQA (Huang et al.,|2019), which focuses on the geography
domain, the STEM (Drori et al, 2023) dataset and the ScienceQA (Lu et al.l 2022) which covers
multiple disciplines in science and technology. The distinguishing feature of our FormulaReasoning
is that the numerical reasoning questions within these datasets lack explicitly labeled formulas.

The recently introduced datasets (Liu et al.| 2023) Math23K-F and MAWPS-F require formulas for
only 33.5% and 38.4% of the questions, respectively, and the formulas within these datasets are
all simple commonsense formulas (e.g., total_cost = unit_cost x total_number). By contrast, our
FormulaReasoning dataset collects questions from junior high school physics examinations, with
every question accompanied by formulas. In addition, we also annotated a formula database for
FormulaReasoning that can serve as an external knowledge base, used to assess retrieval-augmented
systems.

2.2 NUMERICAL REASONING METHODS

The methods for solving numerical reasoning have evolved from statistical approaches (Hosseini
et al.,2014;|Kushman et al.,[2014) to those based on rules and templates (Shi et al.,[2015; Wang et al.}
2019) and further to methods based on deep learning models (Gupta et al., [2019; |Chen et al.| 2022;
Kim et al., 2022} |Li et al.}[2023a). In the past two years, with the rapid development of LLMs, LLMs
have demonstrated strong capabilities in resolving numerical reasoning questions. Consequently,
several methods aimed at enhancing the reasoning abilities of LLMSs have been proposed, including
the notable Chain of Thoughts (CoTs) method (Wei et al.,[2022), along with many subsequent variant
approaches (Kojima et al.} 2022; /Wang et al., 2022; Zhou et al.,|2022; |Li et al., 2023b)).

We established representative existing methods as baselines for FormulaReasoning, including
zero/few-shot CoTs prompting methods to LLMs ranging from 7B to over 100B parameters. We
trained a specialized formula retriever for retrieving formulas and explored retrieval-enhanced nu-
merical reasoning. We also divided the reasoning process into formula generation, parameter ex-
traction, and numerical calculation, and used data augmentation to enhance fine-tuned models with
fewer than 7B parameters.
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3 DATASET CONSTRUCTION

We collected raw questions from Chinese junior high school physics examinations from 2015 to the
present. We had a total of five postgraduate volunteer students, and they all hold a bachelor’s degree
in science and engineering. We then annotated the reasoning steps and corresponding formulas for
each question. This process involved a combination of manual annotation and the assistance of
LLMs to improve the efficiency of annotation. Each question is associated with an explanation of
the reasoning steps in natural language with a symbolic representation of the reasoning steps using
formulas, including the values and units for all the parameters within the formulas. Finally, we
compiled all the formulas and we merged those expressing the same meaning to create a formula
database. We describe this process to construct FormulaReasoning in detail below.

3.1 PREPROCESSING

We crawled 18,433 junior high school physics examination questions in China from 2015 to the
present from public sources, including only those with free-text answers and excluding multiple-
choice and true/false questions. Each raw question contains a question text and an explanation text
that includes the reasoning steps. We eliminated questions requiring diagrams.

Subsequently, we filtered the questions by assessing the presence of numerical values within the
explanation and confirming that the final answer was numerical. Utilizing a regular expression-
based approach, we extracted the final numerical answer, including its unit, from the explanation.
We found that for 487 questions, the regular expressions did not return results, so we manually
annotated the positions of their answers in the text explanations. Following the preprocessing phase,
we compiled an initial dataset comprising 6,306 questions.

Table 2: Original explanation and explanation with normalized formulas (highlighted in blue).

Original explanation.

The change in water temperature is 60 - 20 = 40 °C. Therefore, the heat absorbed by the water is
Q_{absorbed}=50 kg x 4.2 x 10% J/(kg-°C) x 40 °C = 8.4 x10° J. Given that the total electrical energy
consumed in the heating process is 1 x 10" J, the thermal efficiency of the water heater can be calculated
using the formula for the efficiency of a heat engine: 1 = Q_{absorbed} }/W_{total} x100% = (8.4 x 10°
D/(1.0 x 107 J)x100% = 84%. Answer: If it is known that the total electrical energy consumed during the
heating process is 1 x 107, the thermal efficiency of the water heater is 84%.

Explanation with normalized formulas.

1. Calculating the temperature increase in water: [Degree of water temperature increase] = [Final tempera-
ture] - [Initial temperature] = 60 °C - 20 °C =40 °C. The degree of water temperature increase = 40 °C.

2. Calculating the heat absorbed by water: [Heat absorbed by water] = [Mass of water] X [Specific heat
capacity of water] x [Degree of water temperature increase] = 50 kg x 4.2 x 10% J/(kg-°C) x 40 °C =
8400000 J. The heat absorbed by water = 8400000 J.

3. The thermal efficiency of the water heater can be obtained from: [Thermal efficiency of the water heater]
= [Heat absorbed by water] / [Total electrical energy consumed] x 100% = 8400000 J / (1 x 107 I) * 100%
= 84%. The thermal efficiency of the water heater = 84%.

Answer = 84%

3.2 FORMULA NORMALIZATION

We found that the reasoning steps (i.e. the explanation) in the obtained raw dataset lacked a normal-
ized format and were expressed quite casually. Some formulas mixed parameter names (e.g., “mass
of water”) and symbols (e.g., “Myqater), While others simply provided calculations in numerical
form without parameter names or symbols. In order to ensure that all explanations adopted a nor-
malized form of formulas, we normalized the formula annotations in the explanations. An example
can be found in Table [2] In this process, we need to identify the formulas used within the original
explanations and to correct any formatting issues. Manually undertaking such tasks would require
significant effort. However, since the process is not open-ended, but rather structured and verifi-
able, we could automatically, e.g., using a LLM, extract formulas from the explanations, calculate
each step, and compare the result with the given answer to ensure the accuracy of this normalization
process.
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Specifically, to enhance the efficiency of the annotation, we adopted a coarse-to-fine annotation
approach with the help of a LLMEI We first prompted the LLM in a few-shot manner to generate
accurate explanations of the reasoning process. Then, we used few-shot prompts to guide the LLM in
correcting minor errors within the normalized explanations, including formatting errors in formula
annotations and inaccuracies in the parameters used during computations. Both prompts can be
found in Appendix[A.T.1] Next, we will provide a detailed description of this process.

Initially, we introduced the question along with its original explanation and the corresponding an-
swer to guide the LLM through few-shot prompting to revise the original explanation. We observed
that the ability of the LLM to revise explanations towards normalized explanations remained sat-
isfactory. To assess the correctness of the revised explanations, we extracted formulas from these
explanations and then computed the answer using the numbat tooﬂ In addition to providing expla-
nations, we also required the LLM to present the values, symbols, and units of each parameter in the
formulas in the form of a table. An example is shown in Figure|T]

At this stage, we checked the correctness of the formula format in the explanations by automatic
rules, including whether there were omissions in parameter names, parameter symbols, or corre-
sponding units, and these issues were all correctable. Therefore, if our program detected that the
LLM had not successfully generated an accurate normalized explanation, we used few-shot prompt-
ing to identify and correct these specific errors. More details can be found in Appendix [A.T.1] We
observed that the questions which remained incorrect despite multiple attempts by the LLM were
of notably poor quality, including missing important reasoning steps, unclear question formulation,
and so on. Some examples of these questions can be found in Appendix [A.T.2] These questions
were removed from our dataset. Following this step, our dataset contains a remaining total of 5,420
questions.

3.3 FORMULA DATABASE CONSTRUCTION

Our next step was to construct a unified formula

database for the entire dataset. Given that pa-  Taple 3: Changes in the number of formulas after
rameters in the same formula can be expressed egch merging step.

differently across various problem contexts, for

instance, the two formulas “[weight of water] = [ Step # Formulas
[mass of water] * [gravitational acceleration]” | Before merging 12,906
and “[weight] = [mass] * [gravitational acceler- | After symbolic rules based merging 1,163
ation]” both calculate the weight of an object, After semantic-based merging , 439

After manual review and error correction 272

we need to merge these formulas into a single
representation.

We divided the construction process of the formula database into three steps: 1) Merge the formulas
through symbolic rules. 2) Merge the formulas through semantic-based method. 3) Manual review
and error correction. In Table[3] we present the initial number of formulas and the remaining number
of formulas after each step.

Symbolic rules based merging. In this step, we merged formulas through symbolic rules. Specif-
ically, this was achieved by comparing the structure of the formulas and the symbols. Take the
following as an example of judging whether two formulas have the same structure: the formulas
“fi: a1 = (b1 + 01)/d1”, “foiag = (bg + CQ)/dQ” and “f3 : by = a1 * d; — ¢1” have the same
structure because f5 can be derived from f; by renaming parameters, and f3 can be obtained from f;
by transformation. Moreover, in physics, certain physical quantities are conventionally represented
by specific symbols. For example, the mass of an object is often denoted by “m” and the density
of an object is frequently represented by the symbol “p”. Subscripts are then used to distinguish
which specific object a physical quantity refers to, such as “pyq¢er” for the density of water. For
any two formulas, we first computed all the transformations of each formula to obtain a set of all
its variants. Then, we compared the formula structures in the two sets to determine if two formulas
were structurally equivalent. If they shared the same structure, we then compared whether their

*During dataset construction, we accessed Qwen-max via API (https://help.aliyun.com/zh/dashscope/developer-
reference/quick-start). Qwen-max is a LLM with over 100B parameters and a strong capability in Chinese.
“https://numbat.dev. Numbat is designed for scientific computations with support for physical units.
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symbols, with subscripts removed, were identical. If they were, we considered these two formulas
to be mergeable. When merging, we retained the parameter with the shorter length from the two.
After merging based on symbolic rules, we reduced the number of formulas in the formula database
from 12,906 to 1,163.

Semantic-based merging. In the symbolic rules based merging process, the semantic information
of the parameter names was neglected. This led us to perform merges grounded on the semantics
of the parameter names. For instance, two formulas that were not merged during the symbolic
fusion stage, “[density] = [mass] / [volume]” and “[density of water ] = [mass of water] / [volume
of water]”, can actually be merged. We would carry out the merging of these two formulas based
on the semantic information of the parameter names (for example, “density” and “density of water”
are semantically similar). Specifically, for formulas with identical structures, we tokenized each
pair of corresponding parameters to create two sets of Wordsﬂ When the two sets overlapped, the
parameters were considered to have semantic connection, and the formulas became candidates for
merging. Utilizing this approach, we identified a set of pairs of potentially mergeable formulas
and then consulted the LLM for a thorough evaluation of each pair. The prompts can be found in
Appendix After this step, the number of formulas in the formula database was reduced to
439.

Manual review and error correction. Upon completing the aforementioned merging process, we
manually inspected the correctness of the results, rectified instances where errors occurred during
merging, and manually merged formulas that were overlooked by the LLM. In this process, there
were two human volunteers cross-validating the results of manual review and annotation. Finally,
we obtained a formula database consisting of 272 formulas.

4 EXPERIMENTS SETUP

In this section, we explore several methods for handling the questions within FormulaReasoning,
including prompting LLMs using zero-shot and few-shot chain-of-thought (CoT, [Wei et al., 2022}
Kojima et al., [2022)), and training a formula retriever to retrieve formulas to be incorporated into
LLM prompts. Additionally, we employed two approaches to enhancing the reasoning abilities of
fine-tuned models with fewer than 7B parameters. The first approach involved dividing the reasoning
process into distinct steps: formula generation, parameter extraction, and numerical calculation. The
second approach leveraged data augmentation to improve the models’ reasoning ability.

4.1 DATASET SPLIT

We divided FormulaReasoning into into subsets for training, id (in-distribution) test, and ood (out-
of-distribution) test, comprising 4,608, 421 and 391 questions, respectively. We required that all
formulas in the id test must appear in the training set, whereas in the ood test, each question involves
at least one formula that has not been seen in the training set. This division is designed to evaluate
the generalizability of fine-tuned models on formulas that they have not previously encountered.

4.2 EVALUATED METHODS

4.2.1 HUMAN PERFORMANCE

We recruited 108 students from a high school, with each student being assigned 7—8 questions. Each
student was given 40 minutes to complete these questions. These questions were used as part of their
in-class exercises, and at the end, each student received a gift. The final statistics were collected to
evaluate human performance, which was consented by all the students.

4.2.2 LLMs

Following |[Kojima et al., |2022| we incorporated the phrase “Let’s think step by step” into the zero-
shot prompt to guide LLMs in generating the reasoning steps. For the few-shot setting, we randomly

*We used jieba: https://github.com/fxsjy/jiebal
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sampled five questions from the training set to serve as examples for in-context learning. Each
example includes the question text and the reasoning steps (i.e., the explanation). Examples of the

prompts can be found in Appendix[A.2.2]

We conducted experiments on GPT-40, GPT-4-turbo, GPT-3.5-turbo, GLM-4-plus, GLM-4-
flash (GLM et al. [2024), and Qwen-max. We also evaluated on Qwen2.5-7B/14B (Yang et al.,
2024) and Llama3.1-8B (Meta, [2024).

4.2.3 FORMULA RETRIEVER

We trained a formula retriever on the training set. Specifically, we encoded each question using the
Chinese-BERT-wwm-base (Devlin et al., 2019; |Cui1 et al., [2021) model to obtain the CLS vector
of the question. Each formula in the formula database was represented by a randomly initialized
vector. During training, we calculated the cosine score between the question vector and the formula
vector. The retriever was then trained with in-batch negatives and contrastive learning loss (Gao
et al., 2021). Subsequently, for each question in the id test, we retrieved the top five formulas with
the highest scores and included them in the prompt to observe the change in the performance of the
LLM when provided with relevant formulas. More details can be found in Appendix [A.2.3]

4.2.4 SUPERVISED FINE-TUNED MODELS

We found that directly prompting models possessing fewer than 7B parameters failed to produce
satisfactory outcomes (for example, ChatGLM3-6B attained merely 8.99 points in a zero-shot set-
ting). Therefore, we conducted supervised fine-tuning of models with fewer than 7B parameters,
yet discerned that, dissimilar to larger models (such as GLM-4-plus), smaller models did not exhibit
proficient performance in numerical extraction and calculation. In order to augment the reason-
ing capabilities of smaller models, we explored two approaches for improvement. We conducted
experiments on Qwen-1.8B (Bai et al., 2023)) and ChatGLM3-6B (Zeng et al., 2022).

Chain-of-Thought Supervised Fine-Tuning (CoT-SFT) We decomposed the reasoning process
into several steps. First, we instructed the model to generate the formulas required to solve the ques-
tion. Subsequently, the parameter names within the formulas were extracted, allowing the model to
retrieve the corresponding values and units from the context. Next, the formulas and the associated
parameter values were provided to a calculator to obtain the final result. This approach relieved the
model from numerical calculation, allowing it to concentrate on the reasoning aspect.

Data Augmentation (DA) We augmented the training dataset with the assistance of larger models.
Firstly, we utilized a few-shot approach to prompt a LLM (Qwen-max) to generate new question-
answer pairs. The correctness of the computation process generated by the LLM was meticulously
verified using a calculator. Subsequently, the formulas generated by the model were extracted and
normalized. More details could be found in Appendix [A.2.1]

4.3 METRIC

We utilized numbat to evaluate the predictions generated by the model against the gold-standard
answers. A prediction is deemed correct if the relative error (prediction - gold) / gold is less than
1%. We employed accuracy, which is the proportion of questions answered correctly, as our metric.

4.4 IMPLEMENTATION DETAILS

We accessed to GPT-40 (gpt-40-2024-08-06 version), GPT-4-turbo (gpt-4-1106-preview ver-
sion), GPT-3.5-turbo (gpt-3.5-turbo-1106 Versionﬂ GLM-4-plus, GLM-4—ﬂaslﬂ Qwen-max and
Qwen2.5-7B/ 14B[Z] through API calls with the default hyper-parameters. For Llama3.1, we con-
ducted experiments on NVIDIA V100-32G GPUs. These LLMs generated using nucleus sampling
with top_p=0.8. Models that require fine-tuning were experimented on NVIDIA V100 GPUs with

Shttps://platform.openai.com/docs
®https://open.bigmodel.cn/
"https://help.aliyun.com/zh/dashscope/developer-reference/quick-start
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Huggingface Transformers and Pytorch 2.0. For Qwen-1.8B, we used a learning rate of le-5 and a
batch size of 32, and tested the model after training for 10 epochs. For ChatGLM3-6B, we fine-tuned
with LoRA (Hu et al.;|2021)) with r=8, alpha=32 and learning rate of 5e-5, batch size of 1. The max
input length and output length are both set to 512. We utilized nucleus sampling with top_p=0.8 for
generation. In the case of CoT-SFT, which directly outputted formulas along with corresponding pa-
rameter values and units, if the generation output contained formatting errors, we allowed the small
model to retry up to 5 times until a correctly formatted output was generated. Training Qwen-1.8B,
ChatGLM3-6B models required 12 and 24 hours respectively.

5 EXPERIMENTS RESULTS

5.1 HUMAN PERFORMANCE

In FormulaReasoning, humans achieved impressive performance, with a score of 93.49 on the id
test, 90.47 on the ood test, and an average score of 92.03.

5.2 RESULTS OF LLMs

Table 4: Results of LLMs with zero-shot and few-shot prompting.

Model Size zero-shot CoT few-shot CoT
idtest oodtest Avg. | idtest oodtest Avg.
GPT-40 unknown | 77.20 72.38  74.88 | 76.01 73.66 74.88

GPT-4-turbo unknown | 70.07 72.89 71.43 | 71.50 77.49  74.38
GPT-3.5-turbo | unknown | 26.13 25.58 25.87 | 32.07 2992 31.03

GLM-4-plus >100B | 84.32 81.07 82.76 | 82.90 85.68 84.24
GLM-4-flash | unknown | 71.50 71.87 71.68 | 61.76 67.01 64.29
Qwen-max >100B | 57.24 60.10 58.62 | 55.82 61.38 58.50
Qwen2.5 14B | 61.28 64.71 62.93 | 61.28 65.22 63.18
Qwen2.5 7B | 42.04 43.73 4238 | 59.62 65.73  62.56
Llama3.1 8B | 13.06 9.74 1146 9.74 972  9.73
Human \ - | 9349 90.47 92.03 | 93.49 90.47 92.03

The evaluation results on LLMs are shown in Table d] GLM-4-plus exhibited the best performance
in both zero-shot and few-shot settings, surpassing the second-ranked GPT-4o0 by an average of 7.88
points in zero-shot setting and 9.36 in few-shot setting. Among models with size not exceeding
20B, Qwen2.5-14B demonstrated commendable performance in both zero-shot and few-shot set-
tings. The subpar performance of Llama3.1 might be due to its pre-training data being primarily in
English.  After incorporating few-shot examples, GPT-4-turbo, GPT-3.5-turbo, GLM-4-plus and
Qwen2.5 demonstrated performance improvements, ranging from 0.25 to 20.18. However, similar
performance changes were not observed on other LLMs. Surprisingly, the open-source Qwen2.5-
14B model outperformed the closed-source Qwen-max modei%]p

Human performance surpassed the performance of the flagship model GLM-4-plus with zero-shot
setting and few-shot setting by margins of 9.27 and 7.79 points, respectively. Such results demon-
strated that there remained a substantial gap between the current capabilities of state-of-the-art LLMs
and human performance. This was even more pronounced when considering smaller-scale models.
These findings underscored the challenging nature of FormulaReasoning as an unresolved dataset,
and that there was significant room for improvement in LLMs as they struggled to match human
levels of reasoning.

We also compared the chain of thought (CoT) and program of thought (PoT, |Chen et al., 2023)
methods, with the results presented in Appendix [A.2.4] The results indicated that CoT and PoT
demonstrated varying performances between different models and under different settings.

8We have not yet found clear information indicating whether the closed-source Qwen-max is also based on
version 2.5.
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5.3 RESULTS OF LLMS WITH FORMULA RETRIEVER

The results of LLMs utilizing the formula re-
triever are shown in Table[Sl We found that the  Taple 5: Results of LLMs with Formula Retriever
impact on performance varied among different p the id test.

LLMs when incorporating retrieved formulas
into prompts. We observed a positive enhance-

ment on Qwen2.5-7B, with score increments of Model zero-shot _ few-shot
10.92 and 4.04 with zero-shot and few-shot, re-  GLM-4-flash 71.50 61.76
spectively, on the id test. However, we found + formula retriever 70.55 62.95
that the performance was essentially on par on

the GLM-4-flash. Specifically, we found that ~QWen2.5-7B 42.04 59.62
the top 5 retrieved formulas often included ir- + formula retriever 52.96 63.66

relevant ones, as the number of formulas re-

quired varies for each problem. The presence

of these extraneous formulas affected the model’s performance, indicating that there is considerable
room for further research in retrieving from a formula database.

5.4 RESULTS OF SUPERVISED FINE-TUNED MODELS

Table [6] shows the results for the supervised

fine-tuned models, with and without CoT-SFT ' Taple 6: Results of supervised fine-tuned models
and DA, which were detailed in Section .24l on FormulaReasoning.

In most settings, both models achieved higher

scores on the id test than the ood test, yet they ;0
still exhibited considerable performance on the
ood test. This indicates that /) the ood formu- ~ QWwen-1.8B 3591 44.58  50.25

Size idtest oodtest Avg.

las indeed challenged model performance and +DA 188 36.16 4532 5074
2) the models still demonstrated a certain level + CoT-SET 7365 74.38 7400
of generalizability. We hope that the division of ~ ChatGLM3-6B 5295  40.64 47.02
id test and ood test will be helpful for assessing +DA 6B 5344 4532 4953

+ CoT-SFT 74.63 73.89 74.23

the generalization ability of fine-tuned models
in future work.

It was noteworthy that with CoT-SFT, Qwen-1.8B and ChatGLM3-6B, with a mere parameter count
of 1.8B and 6B, respectively, achieved performance comparable to GPT-40 (though such a com-
parison may not be entirely fair). This indicated that the incorporation of CoT-SFT and the use of
calculators could significantly enhance the reasoning capabilities of small models. Our findings re-
vealed that focusing on reasoning with CoT while delegating numerical calculation to a calculator
could enhance the performance of small models, given their limited calculating capability. The as-
sistance of LLMs for data augmentation could also enhance smaller models’ reasoning capability.
This finding provides valuable insights for future deployment of numerical reasoning systems with
small models.

5.5 CASE STUDY AND ERROR ANALYSIS

We sampled 50 error cases from the id test (few-shot setting) of GPT-3.5-turbo and manually cat-
egorized the types and proportions of errors. We divided the error types into two main categories:
formula errors and calculation errors. Formula errors encompass inappropriate formulas and omit-
ted formulas, while calculation errors primarily involve inaccuracies in numerical calculation and
unit errors. We found that 38% of errors were caused by incorrect formulas, while the remaining
62% were attributable to calculation errors. We provide one example for each of the two types of
errors listed in Figure 2] It could be observed that FormulaReasoning poses challenges to existing
models in terms of formula application and numerical calculation (including unit calculation and
arithmetic calculation).
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The maximum power of a tank engine is 7.2x10"5W. During a certain mission, the tank traveled 3000m on a straight road at a
constant speed using its maximum power for 300 seconds, consuming 15kg of diesel fuel. (q_diesel = 4.0x10°7J/kg) Q: The
efficiency of the tank's engine.

(wrong formula highlighted in red)

Solution: 1. Calculate the time it takes for the tank to travel: .. omitted ..
3. Calculate the engine efficiency: |GG oy o GO SUREONEVREN.. onitted ..

(correct formula highlighted in green)

Solution: 1. Calculate the heat released by the complete combustion of diesel fuel: .. omitted ..
3. Calculate the efficiency of the tank's engine: [[TankienginerefficiencylN=NIWorkidonerby therengineln/NHeatireleasediby
complete combustion of diesel fuell x 100% Equation .. omitted ..

(a) An error case caused by wrong formulas.

Given that the calorific value of natural gas is 3.8x10~7 J/m*3 and the specific heat capacity of water is 4.2x10"3 J/(kg-°C).
If the efficiency of a natural gas stove in heating water is 50%, then at standard atmospheric pressure, how many degrees
Celsius can 10L of natural gas, burning completely, heat 3.0kg of water initially at 60°C?

(wrong calculation highlighted in red. Note that 1 L = 10~{-3} m"3)

Solution: 1. Calculate the heat content of natural gas: [Heat content of natural gas] = [Calorific value of natural gas] x
[Volume of natural gas] Calculation = EEEKIONNARSEICNNEISNSRIONSINcat content of natural gas = 3.8x10"8 J .. omitted ..

(correct calculation highlighted in green)

Solution: 1. Calculate the heat released from the complete burning of natural gas:
[Heat released from complete combustion of natural gas] = [Volume of natural gas] x [Calorific value of natural gas]
Calculation = A@TLEX'3.8x10°7 J/m* = 3.8 % 10°5'J .. omitted ..

(b) An error case caused by wrong calculation.

Figure 2: Error cases.

6 CONCLUSION AND LIMITATIONS

We introduced FormulaReasoning, a dataset for formula-based numerical reasoning. We annotated
the reasoning steps with formulas for each question with both manual and LLM-assisted efforts. Fur-
thermore, we constructed a formula database after merging formulas with similar meanings, serving
as an external knowledge base for subsequent retrieval-based/augmented approaches.  We evalu-
ated FormulaReasoning across various sizes of LLMs, supervised fine-tuned models, and retrieval-
augmented LLMs, demonstrating its challenging nature as an unresolved task. Our findings indicate
substantial room for improvement of existing models on formula-based numerical reasoning, thus
motivating future research efforts.

In the future work, we plan to utilize the formula knowledge from FormulaReasoning to improve the
numerical reasoning capabilities of LLMs. Possible approaches include enhancing reasoning abili-
ties through knowledge-driven methods, preference learning methods based on formula feedback.

One limitation of this work is that our evaluation results reported in the paper were obtained from the
original Chinese version of FormulaReasoning. We have employed a combination of LLM-based
translation and manual review to release an English version of FormulaReasoning. Currently, we
provide a preview English version in our GitHub repository, and we will release the official English
version of FormulaReasoning after completing the manual review process. Another limitation is
that, our dataset is limited to the domain of physics. Although junior high school physics is not
overly complex and can be understood by most people which would benefit evaluation efforts, it is
still possible to explore formula-based question answering data in other domains.
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A APPENDIX

A.1 DATASET CONSTRUCTION
A.1.1 PROMPTS IN FORMULA NORMALIZATION

The process of formula normalization is delineated into three distinct stages: the generation of natu-
ral language explanations, the extraction of the associated parameters from the explanations, and the
subsequent error correction phase. The initial two stages are illustrated in Figures[3|and[d The third
stage is further splited into three specific error categories, each addressed by a dedicated prompt:
input errors, where the parameters mentioned in the explanation are absent from the question; cal-
culation errors, which occur when the calculator reports an error during the computation process;
and output errors, where the final computed answer is incorrect. We provide an example here fo-
cusing on prompts for correcting calculation errors, while prompts for the other two error types can
be found in our code submission. The prompts designed to correct calculation errors are depicted in
Figure[5} The entire normalization procedure employs a 6-shot prompting, an instance of which is
provided herein for illustrative purposes.

A.1.2 EXAMPLES OF DELETED QUESTIONS

The questions which remained incorrect despite multiple attempts by the LLM were of notably poor
quality, including missing important reasoning steps, wrong reference answer, and so on. Here is an
example of these questions in Figure[d]

A.1.3 SEMANTIC-BASED MERGING FOR FORMULA DATABASE CONSTRUCTION

Semantic-based merging primarily employs the LLM to comprehend formulas, ascertain if two for-
mulas are semantically equivalent, and subsequently determine whether they can be merged into a
single formula. The prompt for this procedure is illustrated in Figure[7] This approach ensures that
the nuanced meanings embedded within formulas are accurately captured and evaluated for potential
merging, thereby enhancing the quality of formula database.
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A.2 EXPERIMENTS

A.2.1 DATA AUGMENTATION (DA) FOR FORMULAREASONING

There have been several studies utilizing large language models (LLMs) for data augmentation (Ding
et al.}2024). The data generated in these related works (Zheng et al.||2023;|Whitehouse et al., [2023))
primarily focus on daily conversations or sentiment analysis and do not require rigorous numerical
calculations. Some research on data augmentation involving numerical calculations (Shum et al.,
2023) employs LLMs to generate solutions to questions to aid in training, rather than creating com-
plete questions. In contrast to these approaches, our work generates complete questions that involve
numerical calculations (particularly formula calculations), along with automatic improvement and
selection to ensure data quality.

In order to enhance the capabilities of models, we use LLM to generate more data for fine-tuning.
We divide the process of data generation into the following several steps.

First, we randomly generated 17,000 prompts. Each prompt was obtained by stacking five question-
answer pairs sampled form training set. At the end of the prompt, LLM was required to generate the
sixth question-answer pair. Second, we normalized the generated formulas. Except for the absence
of manual review, the remaining steps were consistent with those in Section[3.2] At last, we unitized
the calculator to check whether the calculation process in the data generated by the LLM is correct,
and discarded the generated data with incorrect calculation processes. After the above steps, we
finally retained more than 2500 questions.

We found that mixing the newly generated data into the original training set did not always bring
positive improvement, perhaps because the newly generated data has not undergone manual re-
view. We found that randomly selecting a small portion of the newly generated data can enable
the model to have performance improvement. We set several different mixing ratios selected from
{5%,10%, 15%, 20%, 2%, 30%, 35%, 40%}. We fine-tuned each model using the augmented data
set. After training for a fixed number of steps (150k and 200k), we selected the checkpoints with the
smallest loss among models of different mixing ratios.

A.2.2 ZERO-SHOT AND FEW-SHOT PROMPTS

Zero-shot and few-shot prompts are shown in Figure [§]

A.2.3 FORMULA RETRIEVER

Let the number of formulas in the formula database be IV. During training, we randomly initialized
a matrix F € RV*?, where d is the hidden size and the i-th row in F represented the initial repre-
sentation of the ¢-th formula in formula database. We denoted a batch of questions with a batch size
of Bas @ = {q1, 92, ...,q}- The indices of the gold-standard formulas corresponding to these B
questions were denoted as L = {l1,ls,--- ,Ip} (i.e. the label of ¢; is I;, where 1 < i < B).

BERT was utilized to encode each question,

e1s: 01, = BERT(g;),1 < i < B. (1)

clsy

Subsequently, we took the CLS vector h’

‘15 as the representation for the i-th question.

We utilized in-batch negatives and contrastive learning loss,

1 exp(cos(h?,,, Fy,))
L=—— log s . 2)
B 19’253 Zlgng exp(cos(h;,, Fy;))

Each question might correspond to multiple correct formulas, and we ensured that the same question
did not appear twice in the same batch when loading the data. Based on the implementation of
Chinese-BERT-wwm-base, we tested the retrieval performance on the id test set and found that
Recall@5 reached 97.69%.

Models were evaluated with top-5 retrieved formulas. Prompts can be found in Appendix[A.2.5] We
utilized zero-shot CoTs.
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Table 7: Results of LLMs with zero-shot and few-shot chain of thought (CoT) and program of
thought (PoT).

Model zero-shot few-shot

idtest oodtest Avg. | idtest oodtest Avg.
GPT-40 (CoT) 77.20 72.38 74.88 | 76.01 73.66 74.88
GPT-40 (PoT) 80.76 7391 7746 | 8147 82.61 82.02
GLM-4-plus (CoT) | 84.32 81.07 82.76 | 82.90 85.68 84.24
GLM-4-plus (PoT) | 84.08 78.51 81.40 | 86.70 8491 85.84

Human

93.49 90.47 92.03 | 93.49 90.47 92.03

A.2.4 COMPARISON OF COT AND POT PROMPTS

Results are shown in Table [/} In the PoT approach, we utilized a Python interpreter to execute the
code and obtain the final results. We found that the performance comparison between CoT and PoT
varies across models. GPT-4o consistently demonstrated superior performance with PoT across all
settings, achieving improvements of 2.58 points on average in the zero-shot setting and 7.14 points
on average in the few-shot setting. In contrast, GLM-4-plus showed an average decline of 1.36
points in the zero-shot setting but showed an average improvement of 1.60 points in the few-shot
setting. The finding might be related to the code capabilities of the models.

A.2.5 PROMPTS FOR LLMS WITH FORMULA RETRIEVER

We added the formulas before each question in the few-shot setting. For the examples sampled from
the training set, gold-standard formulas were added before each question. For the final question
from the test set in both zero-shot and few-shot prompts, we included the top 5 retrieved formulas.
The prompts are shown in Figure[9]
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Prompt actually used English translation
BEERENREEE @B, SEITEHERNAIFENT, K Ineed you to modify the original explanation of the question and
nT: provide a new explanation with the following requirements:

LIEZR S HTEENREARASHWHDBE—LLHIFS 1. Please think step by step. If there has formula combination, you
PRERANRIITRE need to decompose the combination into basic formulas step by step.
2ARPHITEFS, @+ 0 xR R 2. Calculation symbols such as "+", "-", "x", "/" and """ in formulas
SARBERNAEFSHNEREAAXNAMER, KSR cannot be omitted.

HETESEER 3. The formula needs to be given in both symbolic and concrete
AR ENBENBIFTERTEREGTRE forms. After that, you need to substitute into the numerical
SAERNTREARTNEE, EFRETEEAERNES calculation to obtain the answer.

"ax10°b" IR BB, TEFERO"TRE 4. The part related to unit conversion needs to show the specific

6. MR Flatex BN, b \frac{Q MK} {Q MU "TEH AL process.

EEERXHER: Q I/Q I 5. Use "[]" to label variables in formula, "()" for numbers like
TR IMBA Y (BT UREGFAEER) "RPLE MBS "ax10b" in scientific notation and for complex units.

T RETFIEEEIR 6. If you have a latex formula such as \frac{Q_in} {Q_out}, change
TER—LHF: it to a normal formula: "Q_in /Q_out".

input: 7. Start with "(Explanation may be wrong)" indicates that there

O R PIZEDRTRNZEIAIE S RZEER 0.02 may be an error in the given explanation.
1%, 7£0.5h NITHT 28km MUBETE, K. FTWEIFISEFE NS Here are some examples:

b2 input:

AT R FEWAO0.ShmF7 7 28km FIBREE, FFRUTHAIFE  Question: In a test, the resistance of the car at a constant speed is
PIEE R V=s/t=28km/0.5h=56km/h, 0.02 times the weight of the car, and the car traveled a distance of
output: 28km in 0.5h. What is the average speed?

& Explanation: The car has traveled a distance of 28km in 0.5h.The
FRIRBATELEREW, TEBHERAIERR: average speed of the vehicle is V=s/t=28km/0.5h=56km/h.
E—%, RITEEHRE: output:

v=s/t Solution:

[SF 193K B ]=[B& F2)/[ A [8]] The raw parsing is clear, so let's convert it to a canonical format:
R =28km/0.5h=56km/h 1.we compute the average speed:

S 153% E=56km/h v=s/t

ZHR=56km/h [Average speed]=[distance]/[time]

...omitted... expression=28km/0.5h=56km/h

TEE— AR Average speed =56km/h

6] {{question}} Answer=56km/h

f#47: {{explanation}} ...omitted...

There’s a new question:
Question: {{question}}
Explanation: {{explanation}}

Figure 3: Prompt of the formula normalization stage 1.
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Prompt actually used

English translation

BRBRIBEMG E MY ) AN ARAT IR FOR ) EI
AR, MEARMEHNSEFR

LiFZ ST EE AN BITETON, REEMRRER,
MRFARAEHNBIBE—SSIFDRERALARBITKE
DARBIBEOWEES, I+, . 0 PR
3ARSNENERBBEM TR, HARRBRER
BRXMXFIRR, REBEARCHEE

4 NRHlatextE KA AR, HLI0"\frac{Q_IR} {Q M} BEXK
EREXMKR (QK]/[QKI", EXTHAMBRERDR
BFAR, AHEEHRRR
SHBHRTUSHRARTEAINSH (SHRERESAR
HRSH—B) | RBEE BE. FS. BE. BALER"
S E| BT

6. SR P RBEMPARE T AR S UK BT EA T
HR, MRSHHEST T EMUBRE, SRRELERRNSER
R CRBEH#TRMBRE)
15HRPNSHMERE LS HERRTENVENEE
LEIN3ZAT" . T 8E. ANNEE, BARME A null”
zﬁﬂ%%¢%&%Qiﬁ%ﬁ%¢x%¥&ﬂﬁ%%ﬁﬁ%
TEHR LT

input:

B RN P IZEDRTREN R MENREER 0.02
%5E0%WEET2&mm%%,*:ﬁ%%$ﬂﬁ§%%
AT R

RIRRATLLEEMT, TR H R AT

B8 ZUHETYRE

v=s/t

[ E =35 2]/ (8]

E K =28km/0.5h=56km/h

S 193% E=56km/h

Z %=56km/h

output:

BT

LT ARERFEER, HEFSKEER, T2EH
"["froE, MAREEAEEXAXFIRR

2UE R PR A#TEMRE, SEITNERRR
TEAHRERER (RAREBLABTAR, FHEERIR
SHRPABREIIMNERES)

RIER:

LT EFEE, RIBERME EHXER
[k =38 2 /(I 8]

%
e

*x
S| S| BE| B
B472) 5 28/ km
BiE]| ¢ 0.5/ h
SR v| 56/ km/h
...omitted...
TER—HAE-:
98 {{question}}
f##7: {{explanation}}

I need you to help me extract the formula and parameters table for
the formula from given question and explanation:

1. Think step by step, analyze the explanation first, and then
generate the extracted results. If there is a combination of formulas,
the combination needs to be split into basic formulas step by step.
2. All calculation symbols such as "+", "-", "x", "/" and """ in the
formula cannot be omitted.

3. Each variable in the formula needs to be labeled with "[]", and the
variable needs to be identified with meaningful text instead of
numbers.

4. If a latex formula such as \frac{Q_in} {Q_out} needs to be
changed to a normal formula: [Q_in]/[Q_out]. The unit conversion
does not need to be extracted.

5. The parameters table come from the parameters in formula (the
parameter name should be consistent with the parameters in the
formula), the table include: concept, symbol, numeric, unit, using
cell division “|”.

6. The numeric and unit in the parameter table come from the
problem itself and the intermediate results of analytical calculation.
If the parameters are converted into different units, the parameter
table should give the original parameter form (without unit
conversion).

7. If the parameter in the parameters table has no units or represents
the amount of an object, such as "3 lights", "8 revolutions", "4
people", etc., then the units are written as "null".

8. Apart from formula and parameter table, no additional
information is required in the extraction results.

Here are some examples:

input:

Question: In a test, the resistance of the car at a constant speed is
0.02 times the weight of the car, and the car traveled a distance of
28km in 0.5h. What is the average speed?

Explanation:

1.we compute the average speed:

v=s/t

[Average speed]=[distance]/[time]
expression=28km/0.5h=56km/h

Average speed =56km/h

Answer=56km/h

output:

Extraction analysis:

1. The formula format in the analysis meets the requirements. The
calculation symbols are not omitted. Variables are labeled with "[]",
and variables are expressed with meaningful text.

2. No unit conversion was performed during the computation, and
parameters can be directly extracted.

Below is the extraction result (the unit conversion part does not
belong to the formula and does not need to be extracted; no
additional explanatory information is required in the parameter
table).

Extraction result:

1. First calculate the average speed, based on the relationship
between distance and time:

[average speed]=[distance]/[time]

Parameter table:

Concept | Symbol | Numeric | Unit

distance | s | 28 | km

time [t|0.5|h

average speed | v | 56 | km/h

...omitted...

There’s a new question:

Question: {{question}}

Explanation: {{explanation}}

Figure 4: Prompt of the formula normalization stage 2.
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Prompt actually used

English translation

EREMBHBAULBATHOER, BRSBHEANERES,
TEEHRMENER:

LIRBELRRTHERDN, DITMETEARYULEER, REt
HEIRYIERR D, YIEMRAT AR
2HERYEMDAFREAFTIMERER, BRULEMD A
AR EHETHAR->EXEHAR", BINAETH" EK
RIBYRAR" null, HRRAR RS SE AR Anull
3.ERERASE: MREBAZERINSH, MBARBE S
HEANGR R FOSEC IR B M S B S R A S M S AR REAE
XARE, SR E PSR SHRESEER

4ERER ERFAERBENARMERNSEHTER,
MREXPHFE[SHSE null’, FENFRENSEH, R
SHOLH B TR BENARIITER

SARMIER N FRBSRN(SKINH-xNSH2]." S8
RAMEIN BRI SIBUEI R A, FEan" KB RE100°C",
RN IKAIF | L 100] °C"

TEE—LET:

input:

[a)R: RIZ13.OURRTERIP h e R BE, AU BYHVE AR 1K
TR, BT AfE4x 107 5kghI7K M20°CHEE100°C, RIKIZULHY
HEBHZ DI [c_K=42x10"3]/ (kg°C) ]

HREL:

HRER: LITEKFASHEREE:

AR PKAS R EESRIR]-IE]

HR=[RIR]-[#1E]

B RLERRSH: KIS HYIRE =80 °C;

output:

IR

LIREEIRGER: EXFABR mMAERHEL(SH8"NE
SUCRIRD. AR, BEM SRR S
RIBERBRER, "[RE-ANER]", AEE PO EIAERX
CAR"M20°CHEE100°C", $ZBERMSEER RN
#im| t 0] 20| °C

i@ 1 100] °C

BRESHRBMBRNSHE, KL HTEAASHEEEN
PR NEE]:

ER=((100) °C)-((20) °C)=80 °C

It B HRE ZE=80 °C

2ARBHREL, BBRESE, BTOWITPHAEERETE
BETKFSHREE=80C", FMINEBAHFRESH,
BRATER

IR IE:

S%: null>FJE)  0]20]°C
B8% null->3:E] ] 100] °C
...omitted...

TEE— IR

[B)&: {{question}}

Hix: {{error}}

I need your help to correct the error in the explanation. I will
provide the question and error information. The following are the
requirements for error correction:

1. You need to first conduct error analysis, analyze how to modify to
correct the error, and then provide the error correction to correct the
error in the explanation.

2. The error correction section does not require any additional
explanatory information. The format of the error correction section
is: "Content: Pre modified Content ->Modified Content". When
adding content, "Pre modified Content" is null, and when deleting
content, "Modified Content" is null.

3. Missing parameters in the question: If there are no missing
parameters in the question, add the missing parameters to the
question; If the parameters in the question have the same meaning
as the missing parameters but different formats, modify the
parameters in the question to be the same as the missing parameters.
4. Expression error: The formula and incorrect parameters need to
be modified. If there is "[parameter]" or "null" in the expression, the
missing parameters need to be filled in; If there are no issues with
the parameters, it may be necessary to modify the formula.

5. The format of the formula is "[parameter to be
solved]=[parameter 1] (+|-| x|/) [Parameter 2]... "; The format of the
parameter table is: “concept | symbol | numeric | unit", for example,
"The boiling point of water is 100 °C", which is represented as “the
boiling point of water | t_boiling | 100 | °C"

Here are some examples:

input:

question: Assuming that 13.0 tons of bituminous coal is completely
burned in a coal furnace, the heat released is partially absorbed by
water, which can make 4x10"5kg of water is raised from 20 °C to
100 °C, how much heat is absorbed by the water ?
[c_water=4.2x10"3J/(kg - °C)]

Error message:

Expression error: 1. Calculate the temperature difference of water
rise: Formula: [temperature difference of water rise]=[final
temperature] - [initial temperature]

expression=[final temperature] - [initial temperature]

Question missing parameter: Temperature difference of water
rise=80 °C;

output:

Error analysis:

1. According to the error message: there is an error in the formula,
and there are cases of "[parameter]" in the formula: "[final
temperature]" and "[initial temperature]". It is necessary to add them
to the parameter table.

According to the error message, "[Last Temperature] - [Initial
Temperature]", the relevant text "Increase from 20 °C to 100 °C"
can be found in the title. According to the required parameter format,
it is represented as:

Initial temperature | t_ 0|20 | °C

Final temperature | t | 100 | °C

After adding missing parameters to the parameter table, substitute
them into the formula for calculating the temperature difference can
be obtained as follows:

expression=((100) °C)-((20) °C)=80 °C

temperature difference of water rise=80 °C

2. According to the error message, the question is missing
parameters. After analyzing the correction equation in 1 step, it was
calculated that "the temperature difference of water rise=80 °C", so
the question is no longer missing parameters and does not need to
be modified.

Error correction:

Parameter table: null ->Initial temperature [ t_ 0|20 | °C

Parameter table: null ->final temperature | t | 100 | °C

...omitted...

There’s a new question:

Question: {{question}}

Error: {{error}}

Figure 5: Prompt of the formula normalization stage 3: error correction for “calculation error”.
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Question:

As shown in the figure, the Xuelong 2 scientific research icebreaker designed in China.
...omitted... When traveling at a constant speed of 3.6km/h in thick ice covered waters, the
resistance experienced by the icebreaker is approximately 2x10°N. Calculate the
propulsion power of the icebreaker at this time.

Reference answer: 2x10"7 W

Formula:
[thrust]=[resistance]
[propulsion power]=[thrust]x[constant speed]

Parameter table:

Parameter symbol value unit

resistance f 2x1077 N

ship speed v 1 m/s
Explanation:

1.Calculate thrust:
thrust=resistance=2x 10"7N

2.Calculate propulsion power:

propulsion power=thrustx constant speed=2x10"7Nxconstant speed(cannot find value)

Error:

1. The parameter "resistance" in the question is in the incorrect format.

2.

"constant speed" could not be located in the parameter table.

Figure 6: An example of deleted questions.

Prompt actually used

English translation

TEHHISKLHBIAK, SMOXESHIEETS
W%, IhE9RRESH.
(FREAMRAHNR N AR YRS HRAS LR
EiEE, REER—a:

WRBNUAER, FER—AHX, AREEERE;
WRENSHENER, BR—I, WEEALH
REMNAN, HRAE—N=THRRERETSHN
MRERFR, BMRTERESE— S, AMTES
BIRXHI2EH, B=TESR—FHNLNSH.
TEEAH1:

(A0 1}

TEEAT2:

(A% 2}

BERAS YA, REER— 2R

I will give two formulas below. Each formula consists of
parameters and operation symbols. The text in [] represent
parameter.

You need to judge whether the corresponding parameters in the
two formulas I gave have the same meaning and whether they
are the same formula:

If the meaning is different, and they are not the same formula,
just answer no;

If each pair of parameters have the same meaning, and they are
the same formula, the final formula needs to be given, and a
three-row table needs to be given to indicate the corresponding
relationship between the parameters. The content of each cell is a
parameter, and the first two rows are filled with two formulas.
Parameters, fill in the unified formula parameters in the third row.
Here is formula 1:

{formula 1}

Here is formula 2:

{formula 2}

Judge whether they are the same formula by their meanings:

Figure 7: Prompt for semantic-based merging.
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Prompt actually used

English translation

XE—MITYIEREE, RIBARLS HITERTE,
A2 —EiiRE, EREA " IERTHR
BHERARR (—EF) MERMHBA,

Question: { {[@&}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process and let’s think step by
step. Finally, use "###" to start giving the final answer (a number)
and the unit of the answer.

Question: {{question}}
Answer:

(a) Zero-shot prompt for LLM:s.

Prompt actually used

English translation

XE—ITYEERE, RIERDRS I EEE,
RRAER.

Question: { {#EI1IE™)} }
Answer: {{F£I1RBHr} )

...omitted...

Question: {{[AR&}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

Question: {{question of example 1}}
Answer: {{explanation of example 1} }

...omitted...

Question: {{question}}
Answer:

(b) Few-shot prompt for LLMs.

Figure 8: Zero-shot and few-shot prompts for LLMs.

Prompt actually used

English translation

XE—MITERE, RIERRSHITERT
B, AalER.

HREREINATRE: {{top SREFIMIARN) )
Question: {{[&H} }

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{top 5 retrieved formulas}}
Question: {{question}}
Answer:

(a) Few-shot prompt for LLMs with formula retriever.

Prompt actually used

English translation

XE—MTERE, RIEDRSHITTERT
2, BARER.

AREAZINARE: ((BIKMAR))
Question: { (FEFU1IEIEE} }
Answer: { {FEGIIREHT) )

...omitted...

FIBEAZINATAE: ((top SIREEIMAR) )
Question: {{[E@&RA}}

Answer:

This is a junior high school physics question. Based on the given
question, provide the calculation process.

The formulas that may be used include: {{used formulas}}
Question: {{question of example 1}}
Answer: {{explanation of example 1}}

...omitted...
The formulas that may be used include: {{top 5 retrieved formulas} }

Question: {{question}}
Answer:

(b) Zero-shot prompt for LLMs with formula retriever.

Figure 9: Zero-shot and few-shot prompts for LLMs with formula retriever.
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