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Abstract

To fix the ‘bias in, bias out’ problem in fair machine learning, it is important to steer
feature distributions of data or internal representations of Large Language Models
(LLMs) to ideal ones that guarantee group-fair outcomes. Previous work on fair
generative models and representation steering could greatly benefit from provable
fairness guarantees on the model output. We define a distribution as ideal if the
minimizer of any cost-sensitive risk on it is guaranteed to have exact group-fair
outcomes (e.g., demographic parity, equal opportunity)—in other words, it has
no fairness-utility trade-off. We formulate an optimization program for optimal
steering by finding the nearest ideal distribution in KL-divergence, and provide
efficient algorithms for it when the underlying distributions come from well-known
parametric families (e.g., normal, log-normal).

Empirically, our optimal steering techniques on both synthetic and real-world
datasets improve fairness without diminishing utility (and sometimes even improve
utility). We demonstrate affine steering of LLM representations to reduce bias in
multi-class classification, e.g., occupation prediction from a short biography in
Bios dataset (De-Arteaga et al.). Furthermore, we steer internal representations of
LLM:s towards desired outputs so that it works equally well across different groups.

1 Introduction

The importance of clean or ideal data in fair machine learning cannot be overstated. The principle of
bias in, bias out is widely recognised as a root cause of unfair outcomes in ML systems [16}152,162,126].
Models trained on biased data tend to learn, perpetuate, and often amplify such biases. Importantly,
the problem of biased data extends beyond training: fairness-constrained training on biased data does
not guarantee fairness on (unbiased) test sets, and post-processing using biased validation data fails
to ensure fairness at deployment. Moreover, fairness audits based on biased assessment data can be
misleading and difficult to reverse [L1} 4]].

Fairness metrics such as demographic parity and equal opportunity are inherently functions of both
the model and the data distribution. Thus, unfair outcomes may be addressed either by adjusting the
model or by altering the data distribution. While prior work on fair in-processing aims to construct
an ideal model under fairness constraints [, 29], our work focuses instead on identifying an ideal
data distribution that supports fairness. In this respect, our approach aligns most closely with the fair
pre-processing literature.

*Part of the work was done when the author was an intern at Microsoft Research India.
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Figure 1: Comparison of different interventions for changing Data Distributions for Exact Fairness.
Figure captures the original distribution, its Bayes error (BE), and the unfairness differences
(ADP and AEO). In Figure (Ib), we only change the under-privileged group using Corollary .2}
and in Figure we change all four subgroups using Proposition[4.3] Finally, in Figure (Id), we
match the means of the two groups. Figures (Tb) and show that it is possible to construct ‘ideal’
distributions that are close to the given distribution where both the BE and ADP/AEO are small.

Early work by Kamiran and Calders [43] introduced heuristic reweighting methods for binary
classification, adjusting the weight of instances from class ¢ and group a using Pr(class 7) -
Pr (group a) /Pr (class i, group a). However, this approach ignores the feature distribution and
offers no fairness guarantees when combined with accuracy maximisation. Calmon et al. [[18]] framed
fair pre-processing as an optimisation problem that balances distance to the original distribution with
group and individual fairness constraints. While convex in some settings, their approach may be
infeasible when group and individual fairness are incompatible [34].

Other work explores alternative mechanisms: Jiang and Nachum [41] address label bias through
reweighting; Plecko and Meinshausen [60], Plecko et al. [61]] propose fair adaptation methods based
on causal models; and Xiong et al. [75] reformulate pre-processing as a large-scale mixed-integer
program, solved via a cutting-plane method. Fair pre-processing remains widely used in practice,
often integrated into fairness toolkits alongside in- and post-processing methods [[7,[10]. Despite its
heuristic nature, the reweighing method of Kamiran and Calders [43] continues to perform well in
mitigating bias across standard benchmarks 65, [12 [75]].

A common goal of all fair pre-processing methods is to find an ideal data distribution close to the
given distribution so that any downstream model trained on it must have guaranteed fairness. A
stronger requirement that this should hold for downstream models optimized for multiple tasks leads
to impossibility results [47]. If all downstream classifiers are required to be fair, then the group-wise
distributions must be nearly identical, which is absurd. Thus, we restrict our downstream models
only to Bayes optimal classifiers for cost-sensitive risks. Our first contribution is to formally define
an ideal distribution as the one where the Bayes optimal classifier for any cost-sensitive risk satisfies
exact fairness (e.g., satisfies equal opportunity perfectly).

Bayes optimal classifier maximizes accuracy on a given distribution, and have been an important
object of study in statistical machine learning [28]]. Fair Bayes optimal classifier maximizes accuracy
subject to fairness constraints, and its mathematical characterization for binary fair classification
has been important in fair classification [54} 24} 20} [78]]. Blum and Stangl [13]] introduce a data bias
model that injects under-representation and label bias in an original unbiased distribution to create
biased data. They show that, for a stylized distribution under some conditions, the fair Bayes optimal
classifier on the biased distribution recovers the Bayes optimal classifier on the original unbiased
distribution. Their unbiased distribution is ideal by construction, i.e., the Bayes optimal classifier
on their unbiased distribution is guaranteed to be perfectly fair. Sharma and Deshpande [[64]] extend
this observation to general hypothesis classes and distributions beyond the stylized setting of Blum
and Stangl [[13]. Blum et al. [14] study fair Bayes optimal classifier whether its accuracy is robust to
malicious corruptions in data distribution. In contrast to these results, our focus is not on finding the
ideal classifier but on finding the nearest ideal distribution.

By definition, our ideal distribution has no trade-off between accuracy (or cost-sensitive utility)
and fairness. If we find an ideal distribution close to our original distribution, we can steer our
distribution towards reducing fairness-accuracy trade-off. Moreover, if the ideal distribution offers
better accuracy, it suggests that we can steer our distribution to improve both accuracy and fairness
simultaneously. Fig. 1| gives such an example where the pre-processing of [43], in contrast, leaves the



original distribution unchanged and our method provides a direction to steer to distribution towards
better accuracy and fairness simultaneously.

Dutta et al. [30] characterize a similar objective using Chernoff Information (see Cover [25]]) and
formulate an optimization program to find the nearest distribution in KL-divergence on which the
Chernoff Information gap between two group-conditional feature distributions vanishes. Their
optimization problem is not known to be efficiently solvable and the fairness guarantees in terms of
Chernoff Information gap does not translate easily to standard fairness metrics such as demographic
parity, equal opportunity etc. In contrast, we formulate an optimization problem to find the nearest
ideal distribution in KL-divergence to given distribution and give efficient algorithms to solve it
for various parametric families of distributions. To put our results to the test, we also apply our
interventions to steer the representations of an LLM [72,|36] for fair multi-class classification [27, [67]]
and emotion steering [79]]. We are able to improve the effectiveness of steering without significantly
affecting the accuracy and are able to demonstrate how our notion of ideal distributions can help
guide interventions for practical applications.

For completeness, we want to also make the reader aware of a long line of work on fair representation
learning where the data transformations can map the distributions to another space [[77, 150,53} 149, 21].
Our work is not directly related but can potentially be used to refine fair representations to achieve
provable and exact fairness guarantees.

1.1 Our Results
We summarize our key contributions as follows.

¢ We define ideal distribution (Definition [3.1)) for fair classification as the one on which
the Bayes optimal classifier for any cost-sensitive risk satisfies exact fairness (e.g., exact
demographic parity, exact equal opportunity).

* When group and class-conditioned distributions belong to well-known parametric families
of distributions (e.g., Gaussian, log-normal), we can succinctly rewrite the property of being
an ideal distribution as a parametric condition (Proposition 3.3)).

* The problem of finding the nearest ideal distribution to a given distribution is intractable
in general. We formulate it as an optimization problem of KL-divergence subject to the
parametric conditions required for being ideal (Section ). As stated, it is a non-convex
optimization problem (Proposition but we show how to solve it efficiently. We also
provide a closed form optimal solution in special cases (Theorem .1} Corollary .2). When
better accuracy is achievable on the nearest ideal distribution, it suggests a direction to steer
the original distribution in to improve both accuracy and fairness.

* To illustrate the effect of different interventions, we show the effect of using Affirmative
Action (Corollary [.2)), changing all subgroups (Proposition d.3)) and matching the means
of sensitive groups on different univariate distribution where we can compute the Bayes
Optimal Group-aware classifiers analytically in Figures [TH2]

» To demonstrate how our guarantees can aid practical applications we also performs experi-
ments to steer LLM representations to reduce bias in multi-class classification (Figure 3]
and effective group-level emotion steering (Figure [).

2 Problem Setup and Preliminaries

Let (X,A,Y) be a random data point from a joint distribution D over X x A x ), where
X, A,Y denote the sets of features, sensitive attributes, and class labels, respectively. Let
gia = Pr(Y =i,A=a) and P,, denote the distribution X ’ Y = i, A = a with the probabil-
ity density p;,(z) = Pr (X =z | Y=iA= a). When P,,’s come from parametric families of
distributions, we assume X = R, We work with the following well-known definitions of fairness in
classficiation [I31} 138 16].

Definition 2.1. For exact fairness, in the case of multiple classes (]| > 2) and multiple protected
groups (|A| > 2), a classifier h : X x A — Y satisfies:



1. Demographic Parity [31] if the positive rate for a class across groups is zero, i.e.,
max [Pr (h(X, 4) = y|A = a) — Pr (h(X, 4) = y|A = a')| = 0,V € Y,

2. Equal Opportunity [38] if the true positive rates for a class across groups is
zero, i.e., max, [Pr(h(X,A)=ylY =y,A=0a)—-Pr(h(X,A) =ylY =y, A=4d)| =
a,a’€

0,Vy € V.

These lead to quantitative metrics of unfairness, e.g., ADP,y(h, D) denotes the absolute
value of difference between Pr (h(X, A) = y|A = a) and Pr (h(X, A) = 1|4 = «a’). Similarly,
Ago y (h, D) denotes the absolute value of difference between Pr (h(X, A) = y|Y =y, A = a) and
Pr(h(X,A) = ylY =y, A = a’). Whenever we are dealing with binary classification, we will omit
the use of y in the subscript.

We consider group-aware classifiers. For binary classification tasks, we are particularly in-
terested in threshold classifiers h;(x,a) that apply a group and feature dependent threshold
t(x,a) to the class probability of an example: hi(z,a) = 1(n(z,a) > t(x,a)) where n(z,a) =
Pr(Y =1|X =z,A=a). Itis well-known that the Bayes optimal classifier for a given dis-
tribution has the form #(z,a) = 1/2 [28]]. For a cost matrix C € R?*? and the associated
cost sensitive loss /¢, the Bayes optimal classifier is defined as I (r(z,a) > t¢), for a threshold
tc = (c10 — c00)/ (€10 — coo + co1 — c11) € [0, 1], where ¢;; denote the entries of the cost matrix
C € R?*2 [33]63], 146, [66].

3 Ideal Distributions for Fair Classification

We define a data distribution as ideal when minimizing any cost-sensitive risk on it is guaranteed to
give exact fairness (e.g., demographic parity, equal opportunity). In practice, downstream models
trained on a distribution are typically optimized for some performance or utility metric that may
not be known in advance. Our definition of ideal distribution allows the flexibility to choose any
cost-sensitive risk as the performance metric for downstream models and still gives exact fairness
guarantee for any optimal model downstream.

Definition 3.1. Let H be a hypothesis class of group-aware classifiers h : X x A — ) and let

A(h, D) be a given unfairness metric, e.g., App, Ago. Given a distribution D over X x A x Y

and a cost-sensitive risk C' € RVl let h¥, = argminPr (¢c(h(X, A),Y)). We call D an ideal
heH

distribution if A(hY, D) = 0, for all C' € RIYVIXIYL,

Examples of fairness metrics include Demographic Parity, Equal Opportunity, and Equalized Odds
(Definition [2.1]and Hardt et al. [38])), and examples of cost-sensitive risk include the usual 0 — 1 loss
and different performance metrics which are functions of the confusion matrix metrics [33, 146} 66].

Our definition gets around the impossibility theorems about fair representation for multiple tasks [47]].
However, we need to be careful of two things. First, our definition should not be too restrictive to
just force the group-conditioned distributions to be similar or identical, as that would be impractical.
Second, we need an efficient and equivalent way of expressing the constraint of being ideal. We
show how to express it as a parametric condition when the group and class-conditioned distributions
belong to certain well-known parametric families of distributions. This helps in checking if a given
distribution is ideal, and otherwise, finding its nearest ideal distribution.

3.1 Parametric Conditions for Ideal Distributions

Borrowing a simple setup of parametric distributions from previous work on fair machine learning
[S9], we assume that the class and group-conditioned feature distributions X f Y =i, A = a belong
to a parametric family of distributions, e.g., univariate or multivariate Gaussians, log-normal. In
that case, we show that the property of being ideal (Definition [3.1) can be equivalently expressed
as certain parametric conditions. To begin, we will first show the set of parametric conditions for
multivariate normal distributions and a multi-class, multi-attribute setting.

Proposition 3.2. Ler (X, Y, A) denote the features, class label, and group membership, respectively,
of a random data point from any data distribution D with q;, = Pr(Y =i,A=a), fori € Y



anda € A. Let X|Y =i, A = a ~ N(ia, Xia) be multivariate Normal distributions with mean
Lia € R? and covariance matrix ¥;, € R4*4, fori € Y and a € A. If the means i;, and the
covariance matrices %, satisfy

-1/2 -1/2
Eia / (uia - ;U/ja) = Eia’/ (/J'ia’ - ;u'ja’) and
21/22_12%2 _ 21/22_121/2 and Qia _ Gia’

ia ja ia’ “ja’ “ia’ R

Qja dja’

Vi,j €V, a,a € A,

then the group-aware Bayes optimal classifier on D satisfies equal opportunity.

The proof for Proposition[3.2]is given in Section[A]of the Appendix. When we are dealing with binary
class labels and group membership, we can show a necessary and sufficient condition for univariate
normal distributions.

Proposition 3.3. Let (XY, A) denote the features, binary class label, and binary group membership,
respectively, of a random data point from any data distribution D with q;, = Pr(Y =i, A = a),
fori € {0,1} and a € {0,1}, and let X|Y = i,A = a ~ N(pia,02,) be univariate normal
distributions, for i € {0,1} and a € {0,1}. Then the distribution D is ideal for equal opportuniry
(see Definition[3.1)) if and only if

Ho1 — H11 _ Moo — H10 011 _ 010 qio _ 4n
- Y - — - - = .

b

011 010 001 000 qoo qo1

Proposition shows that our parametric condition is equivalent to Ac(hg, D) = 0, for all
cost matrices C € R%2*2. When we use a fixed cost matrix for 0-1 loss, and consider the Bayes
optimal classifier in Proposition our parametric condition is sufficient but not always necessary.
However, the same condition ensures the Bayes optimal classifier to satisfy multiple fairness criteria
simultaneously, viz., demographic parity, equal opportunity, equalized odds.

The proof for Proposition [3.3]is given in Section 1 of the supplementary material. It is interesting to
note that the same parametric conditions imply that the Bayes optimal classifier on the corresponding
distribution simultaneously satisfies multiple fairness criteria, viz., demographic parity, equal oppor-
tunity, and equalized odds. Moreover, the same condition works for both univariate Gaussian and
log-normal distributions. Using our proof technique, it is easy to derive similar conditions for other
parametric families too. We now present a small proposition to link our intervention to a widely used
reweighing intervention in the fairness literature [43].

Remark 3.4. (Our conditions imply Kamiran and Calders [43] Intervention) Kamiran and
Calders [43] reweighing method essentially reweighs ¢;, by a multiplicative factor of
Pr(Y =4)Pr(A=a)/Pr(Y =i,A=a). Let us call the resulting probabilities §;,. Using
Pr(Y =i,A=a) = Gia, Pr(Y =i) = Y c4%aand Pr(A=a) = >,y ia, We get Gia X
Gia(Zaca 0ia)(Xiey 9ia)/q;,. Hence, Gia/q o = dia’/q;qr = XacaBia/S 4 a0, Vi,j € YVand a,a’ €
A. It is the same condition on g;,’s stated in Proposition[3.2] Thus, our result can be thought of as
a second stage pre-processing of P;, distributions after applying the reweighing of Kamiran and
Calders [43]] to g;,’s in the first stage.

Remark 3.5. (Limitation of [30]) As an interesting consequence, our conditions on ;. and ¥;, imply
Dx, (]500||]501) = Dk (]510| \1511). When the classes are balanced, the error rate of the Bayes

optimal classifier on group A = a in D equals 0.5(1 — drv(Poqa, P1a)), Where dry denotes the total
variation distance [56]]. Thus, achieving drv(Poo, P1o) = drv(Fo1, P11) ensures equal error rates
across both the groups. However, there is no closed form expression for the total variation distance
between two univariate Gaussians, and KL-divergence can be thought of as a proxy using Pinsker’s
inequality [[19]. This is similar to information theoretic argument used by Dutta et al. [[30], which is
why their optimization cannot guarantee outcome fairness in the way we do.

4 Finding The Nearest Optimal Distribution

When a given distribution D is not ideal, then a natural question is to find its nearest distribution D
that is ideal. We formulate this problem as follows.

minimize Dr, (D| \D) .
D : D isideal



In the above optimization problem, the KL-divergence objective is well-known and convex but the
constraint of D’ being ideal is extremely non-trivial to express. We show that when the group and
class-conditioned distributions X | Y =i, A = a come from certain well-known parametric families
of distributions, this constraint can be equivalently expressed as a constraint on the distribution
parameters. We now give a concrete formulation of the optimization problem described in Section [3]
using the constraints derived in Proposition [3.2]

41 ) .
Hgn ) + ) q@‘a(/lm - ,uia)TE /Lm - ,Uza Z Gia (tr (Z Eza) — log det(zialzia))
(i,a) (z a)
subject to 2;1/2(;%& — Wja) = Em,/ (Hia’ — Hjar), 21/22 121/2 —n/25-1592/2 ang

ia ia’ “ja’ “ia’
qia Qza

Qja %a/

, Vi, j € Y,a,d € A.

For readability, we will work with binary class labels and binary group attributes in this section.
However, all of our results can also be written down for multi-class and multi-group settings. In its
full generality, the above problem is non-convex, and therefore, we will first propose reducing this to
a convex optimization problem and then propose solving it in full generality by using line search.

4.1 Affirmative Action

We first focus on a class of interventions for which solving the optimization program is efficient.
We define Affirmative Action as changing the underprivileged group to obtain the ideal distributions
where fairness and accuracy are in accord.

Theorem 4.1. Let (X,Y, A) denote the features, binary class label, and binary group membership,
respectively, of a random data point from any data distribution D with q;, = Pr(Y =i, A = a),
fori € {0,1} and a € {0, 1}, such that q10/q00 = qu/qm. Let X|Y =1, A = a ~ N(ltia, Zia)
be multivariate Normal distributions, with mean ji;, € R? and covariance matrix ¥;, € R4, for
i €{0,1} and a € {0,1}. Let D denote a distribution obtained by keeping (Y, A) unchanged and
only changing X|Y =i,A=ato X|Y =i, A= a ~ N(fiia, Zia). Then in the case of Affirmative

action (changing only [i;0 and Yi0) we can efficiently minimize Dk, <D| |D) as a function of the

variables [i;0 and Yo subject to the constraints in Proposition so that the Bayes optimal classifier
on the optimal D is guaranteed to be EO-fair.

The proof for Theorem . T]is given in Section[B]of the Appendix. While we show that the optimization
program is convex, obtaining a closed-form expression for the change in means and covariances is
extremely cumbersome for the general case. However, we can show how the closed form expressions
for fi;0 and 7 look like for the univariate case in the following Corollary:

Corollary 4.2. (Univariate Affirmative Action) For the case where X|Y =i, A = a ~ N (iq,02,)

are univariate normal distributions, for i,a € {0, 1}, the optimal distribution D from Theorem
with v* being a function of the original distribution parameters, can be written down as:

+ q10
00 0]

qoo q10 ’
(2 T 2)
900 %10

Another intervention we can follow is to change all the subgroups of the given distribution. However,
a quick check through the proof of Theorem [4.1|shows that this will lead to a non-convex program.
However, just like Corollary[4.2] we can show a reasonable intervention for the univariate case, where
we change all four subgroups and search over a non-convex function using line search over a fairly
large grid size.

< Moo — 7Y (Mm M11) Mw)
qo00 5

Gio =Y 01, floo = fio + 7 (o1 — p11), and fiig =

4.2 Changing all Subgroups



Proposition 4.3. (All subgroup change for Exact Fairness) Let (X,Y, A) denote the features, binary
class label, and binary group membership, respectively, of a random data point from any data
distribution D with g;, = Pr (Y =i, A =a), fori € {0,1} and a € {0,1}, such that g10/q00 =
q11/qo01, and let X|Y =i, A = a ~ N (pia, 02,) be univariate normal distributions, for i € {0,1}
and a € {0,1}. Let D denote a distribution obtained by keeping (Y, A) unchanged and only
changing X|Y =i, A = ato X|Y =i,A = a ~ N(fiia,02,). Then minimizing Dy, (EHD)
as a function of the variables [i;, and G;, subject to the constraints in Proposition [3.2] leads to a
non-convex program. Furthermore, let v* = arg min L7 for some non-convex function of -y that is
¥€(0,00)

only dependent on the original distribution parameters. Then, all the new distribution parameters [i;,
and 0, can be expressed as a function of v* and the original distribution parameters [;, and 0.

The proof of Proposition[4.3]is provided in Section[B]of the Appendix. We can also derive worst-case
upper bounds on the error rate and the unfairness gap Aggp of the Bayes optimal classifier hon D
with respect to the original distribution D. These bounds show that both the accuracy loss and the
fairness gap depend only on the KL divergence between D and D. It also shows that the optimal
value of our optimization problem can be used to approximately translate the accuracy guarantee of h
from D to D.

Proposition 4.4. Let err(h, D) denote the error rate (expected 0-1 loss) of a classifier h on the
distribution D. Let drv (D, D) denote the total variation distance between two distributions D and
D, while Dy, denotes the KL-Divergence between them. Denote the Bayes optimal classifier on the
ideal distribution D as h (and similarly the Bayes optimal classifier h. Then, we can bound the error
rate and the Equal opportunity of h on the original distribution D as follows:

lerr(h, D) — err(h, D)| < \/2Dx1(D,D) and Apo(h,D) < {/8Dkw (DHD).

The proof for Proposition[4.4]is given in Section [B]of the Appendix. The above bounds informs us
that when the ideal distributions are close enough to the true distribution, we do not lose much when
going towards an ideal distribution.

5 Case Study on Gaussian Distributions

In this section, we adapt a stylized Gaussian setting from prior work (Definition 3.1 in [59], Section
5.3 in [4]) to examine unfairness and Bayes optimal error before and after distributional interventions.
We assume homoskedastic Gaussians within each group A = q, i.e., 0g, = 014, S0 that the Bayes
classifier admits a threshold form. This enables tractable analysis of interventions aimed at achieving
a fairness—accuracy trade-off. Further details are provided in Section [C]of the Appendix.

We evaluate four interventions: (a) the Bayes optimal classifier on the original distribution (no
correction), (b) EF Affirmative: transforming the underprivileged group (A = 0) via the univariate
KL program in Corollary f.2] (c) EF-All Subgroups: modifying all groups to minimize KL diver-
gence to the original distribution under exact fairness constraints (Proposition @, and (d) Mean
Matching: aligning group means while minimizing KL divergence (Proposition B.6|in Section [B]of
the Appendix). Note that ‘EF-All Subgroups’ involves non-convex optimization, for which we apply
line search to estimate the optimal mean—variance scaling factor . We report Demographic Parity
(ADP), Equal Opportunity (AEO), KL and Jensen—Shannon divergence, as well as Bayes Error (BE)
under each intervention. For the univariate Gaussian case, the Bayes-optimal thresholds are known in
closed form (Lemma [A.T]in Section[A]of the Appendix), and allow precise computation of ADP and
AEO via standard Gaussian CDFs.

We have already demonstrated the effect of different interventions for the case of high AEO in
Figure[I] To cover another interesting case, we look at a distribution where ADP is very high in
Figure[2| Here, the affirmative action intervention transforms both the under-privileged subgroups
to high-variance ones, which results in a reduction of BE and ADP, but at the cost of a high KL./JS-
divergence with respect to the true distribution. However, the EF-All intervention simply tries to
match the variances of under-privileged and privileged subgroups and, as a result, achieves perfect
fairness and accuracy while staying close to the true distribution. Mean Matching is very similar
to EF Affirmative in this case and, as a result, has relatively high KL/JS numbers. Due to a lack of
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Figure 2: Comparison of different interventions when the ADP on the original distribution is high. In
this case, EF-All manages to stay close to the true distribution and achieves perfect fairness and error
rate, while others deviate significantly.

space, we show more results for different settings: (1) same but shifted group distributions (Figure
B, (2) the case of AEO bemg close to 0 (Figure[6), and (3) the case of a different cost sensitive risk
(tc =3/ on n(x, a)) (Figure[7), in Section |C|of the Appendix.

6 Applications: Steering the Representations of an LLM

We now empirically demonstrate how our guarantees can improve representation and generation
steering in LLMs—an active area with limited theoretical grounding [37,167, 79, 68]]. Adopting the
setup of Singh et al. [67], we first apply affine steering to pretrained LLM representations to reduce
class-specific TPR gaps on the Bias in Bios dataset [27]. We then use the framework of Zhao et al.
[79] to steer generations of movie reviews, showing that our intervention improves expressed joy for
the underperforming group.

6.1 Reducing Per-class disparity in Multi-class Classification

In this experiment, we aim to steer data representations to reduce disparities between groups in a
multi-class classification setting. We use the Bias in Bios dataset [27], which comprises web-sourced
biographies labelled by profession and annotated for gender. The task is to predict the profession
from the biography while ensuring fairness with respect to a chosen metric. Our experimental setup
closely follows that of Singh et al. [67], who generate representations using the Llama-2 7b model
[72] and propose a method called MiMiC (Mean+Covariance Matching), which steers representations
via least squares alignment of the first two moments. They measure the TPR-gap (Definition [2.T)),
defined as: TPR-gap, (k) := [P[h(X, A) =y | Y =y, A= 1] - P(X,A) =y | Y =y, A =0]|.

They demonstrate that MiMiC significantly reduces the TPR-gap on the Llama-2 7b embeddings of
the Bios dataset. We adopt the same experimental pipeline as Singh et al. [[66]]; further details are
provided in Section of the Appendix. Our intervention, referred to as EF Affirmative in Figure
[3] begins by estimating the first two moments of the representations from Singh et al.’s pipeline.
We then apply our Affirmative Action framework to compute target moments corresponding to an
ideal distribution. As in Singh et al., we estimate affine transformation parameters that map the
original moments to the target ones and apply this transformation to all data representations. We use
a multi-class generalization of our optimization program in Theorem[d.T]and we lay down the details
of the program and intervention in Section [D.T] of the Appendix.

We additionally evaluate the LEACE transformation [8]], which Singh et al. [66] used as a baseline.
Figure [3|reports the root-mean-square TPR-gaps across classes for various methods. Our intervention
consistently reduces TPR-gaps across all classes and, in many cases, outperforms both MiMiC and
LEACE. This provides empirical support for our approach: actively searching for and aligning with
an ideal distribution can meaningfully reduce group disparities in representation learning.

6.2 Steering Activations for Joyful Generation

We steer LLM generation towards joyful movie reviews using the Gaussian Concept Steer (GCS)
framework of Zhao et al. [[79]], which samples steering vectors from a Gaussian v}, ~ N (L, ¥%) for
concept c at layer [. This improves robustness across models and datasets compared to using a single
vector. Concept vectors for joy are estimated from GPT-4o [40] outputs and used to steer a Llama-3
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Figure 3: TPR-gap between Gender groups for all professions. All methods to steer feature rep-
resentations achieve roughly the same accuracy (in the range of 0.77-0.79). Our intervention (EF
Affirmative) is able to significantly reduce the TPR-gap for all professions. In many cases, it is even
comparable or better than previous interventions Belrose et al. [8]], Singh et al. [67]].

8B model [36]. At each layer /, the final token representation h! is updated as h! = (1 —a)-h'+a-vl,
where a is the strength of the steering. Zhao et al. [79]] experiment with values of a € (0.03,0.08).
We fix a = 0.03 for our experiments. Following [[/9], we evaluate the joyful tone using GPT-4
as an oracle with fixed decoding parameters. We apply the GCS framework to steer movie review
generation toward joy over anger, focusing on two groups: comedy and horror reviews. For each
group, we estimate Gaussian distributions of steering vectors for both directions (joyful — angry and
angry — joyful), with the latter used for intervention. Full details are in Section[D.2]of the Appendix.

While steering improves joyfulness overall, its effectiveness varies between groups. To address
this, we apply our EF Affirmative intervention to nudge the joyful vector for the horror group. Let
N (pt, $L) be the original distribution and N (ji%,, ¥) be the distribution obtained after applying
EF Affirmative intervention (Theorem . We define 7!, = (1 — !

a) - vl 4+ o - 9l, where vl ~
N (g, 24) and 5L ~ N(fil, ¥4). The final steering step updates the last-token representation at layer
lash!=(1—a)-hl +a- 0.

Figure [ presents the simulation results. We report the change in joyfulness (denoted as A-Joyful)
before and after steering for both the comedy and horror review groups. For the horror group, we
additionally apply our EF intervention, denoted as Steering+EF, to adjust the steering vectors. We
vary the nudging parameter o, where o = 0 corresponds to the original steering vectors from Zhao et
al. [79]. As expected, moderate values of o improve joyfulness in the horror group, but excessive
nudging distorts the steering vector, reducing its effectiveness.

7 Discussion and Future Work

We address fair classification by introducing the
notion of ideal distributions—those that admit the
Bayes-optimal classifier satisfying exact fairness. For
common parametric families, we show that identi-
fying such distributions reduces to a KL divergence
minimisation problem, subject to fairness constraints
on the Bayes-optimal classifier. We characterize
conditions under which this problem is feasible and
tractable. Through simulations, we demonstrate that
the resulting interventions can steer the original dis-
tribution towards both perfect fairness and Bayes-
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optimal accuracy while remaining close in distri-
butional distance. Additionally, we show that our
method extends to post-training interventions, effec-

Figure 4: Change in Joyful score(A-Joyful)
before and after adjusting the steering. Our
intervention (‘EF Affirmative’) pushes up the
effectiveness of steering the "Horror’ group,
relative to the ‘Comedy’ group.



tively steering learned representations toward desired
behavioural outcomes.

We study the foundational problem of finding the nearest ideal distribution to a given distribution. This
has many potential applications, such as correcting training data bias, learning fair representations,
steering intermediate representations for fair generation, etc. Fair pre-processing or reweighing
is closer to our mathematical setup, and steering intermediate representations gives a compelling
application for LLMs. Our KL optimization program can be used to measure training data bias and
guide data collection policies in practice, especially when the models are trained for fairness, but the
inherent bias in data is unresolved.

Our theoretical results are on the fairness of the Bayes optimal classifier and the corresponding
optimization programs, which are tractable and mathematically easier to analyse for parametric
families of distributions, e.g., multivariate Gaussians. Multivariate Gaussians may not always fit
real-world data, but can be justifiably used to model concepts and internal representations [79, 32].
There can be scenarios and applications where a parametric assumption may not fit well with the
input data distribution, and hence, analyzing the Bayes optimal fair classifier will become highly
non-trivial.

An important extension is to determine how to steer a given distribution within a fixed budget
so that exact fairness constraints are satisfied. This is relevant when deviations from the original
distribution are costly or infeasible, and can inform data collection or active learning strategies for
fair classification [39} 42, 30, 3]. In such cases, it may be necessary to relax the fairness constraints
and seek approximate solutions, prompting the need for efficient algorithms that operate under
finite-sample settings. In a finite-sample regime, we have high probability estimates of the moments
and other distribution-dependent quantities, so our approach leads to approximate fairness guarantees.
To go beyond distributional assumptions, we can leverage previous work that maps given data
distribution to tractable, parametric families using invertible transforms that preserve Bayes error,
so our results become applicable [71]. We can also assume distributions with bounded moments
instead of parametric families, and still bound the Bayes error and other relevant quantities [55]]. This
requires a careful analysis and is certainly a very important future direction.

The framework of ideal distributions can also be applied to audit deployed models for fairness,
particularly when the evaluation data may itself be biased [2} 165} 9], offering a pathway toward more
robust fairness evaluation protocols. Prior work on fairness audit has mostly focused on auditing a
given model instead of auditing training or evaluation data. There is a long line of work to demonstrate
that the fairness-accuracy trade-off disappears when data bias is accounted for [[74} 13} 130,151} 164} 148]].
The KL gap in our formulation can be used as a metric of data bias, and Theorem [4.1] essentially
gives an algorithmic recipe to find the minimally different distribution relative to the given one.

Our conditions can also be incorporated into optimization objectives to steer data generation toward
ideal distributions. We demonstrate this by applying post-training interventions to steer LLM repre-
sentations for multi-class fair classification and emotion control. More generally, our optimization
framework and parametric conditions can be embedded into the training objectives of generative
models. Modern generative approaches such as Variational Autoencoders [45] and Normalizing
Flows [57] often assume parametric latent distributions, such as mixtures of Gaussians. Embedding
fairness-aware ideality conditions into these objectives enables the generation of fair and accurate
data distributions that remain close to the original. This represents a promising direction for fair
generative modeling, an area of growing theoretical and practical interest [76} 23} 15,73} 70, 169].

Broader Impact: Our work improves theoretical understanding of data bias and proposes an
optimization program for steering data distributions towards provably exact fairness guarantees. The
real-world societal biases in data and the fairness harms are complex and more nuanced, where our
fairness interventions can provide good guiding principles but no silver bullet to solve the real-world
problems.
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A Proofs for Section 3: Ideal Distributions for Fair classification

We will require a helper result about threshold classifiers to prove our next set of results.
Lemma A.l. Let n(z,a) = Pr(Y =1|1X =z, A=a), ¢;a = Pr(Y =i, A =a) and p;s(x) =
Pr(X =x|Y =i,A=a). Then the Bayes optimal classifier can be written as h*(z,a) =

Pia(®) q0a
I (log p;a(m) > log q‘l’—a)
Proof. Let n(z,a) = Pr(Y=1X=2,A=a), ¢i¢a = Pr(Y =i, A=a) and p;(z) =
Pr (X =z ’ Y=iA= a). We consider group-aware threshold classifiers on D of the form
hi(z,a) = 1(n(z,a) > t), which can be equivalently written as

(n(z,a) > 1)

1 Pr(Y=1|X=aA=a) t
C\Pr(Y=0|X=z,A=0a) " 1t
1 PrY =1,X=z,A=aqa) t
o\ Pr(Y=0,X=z,A=a) " 1t
7 Pr(X=z|Y=1A=a)Pr(Y =1, ) t
o \Pr(X=2|Y=0A=a)Pr(Y =0A=a)  1-t
-1 (pla(x) Z t 5 qu)

pOa(x) 1—-1 qua

pla(x) t q0a>

=1I{lo > lo + log —

( % oa(®) ST

It is well-known that the group-aware Bayes optimal classifier h* = h./, by setting t = 1/2, or
equivalently,

* pla(x) qu)
h*(z,a) = hiy(z,a) =11 1o >log— | .
(22) = () = log 22420 > 1o 0

We now prove Proposition 3.2 from the main paper.

Proposition A.2. (Proposition 3.2 in the main text) Let (X, Y, A) denote the features, class label,
and group membership, respectively, of a random data point from any data distribution D with
Gia = Pr(Y=i,A=uq), fori € Yanda € A. Let X|Y = i,A = a ~ N(tia, Zia) be
multivariate Normal distributions with mean [;, € R¢ and covariance matrix ¥;, € R4, for
i € Yand a € A. If the means 1, and the covariance matrices Y, satisfy

—1/2 —1/2
Yia / (tia — /Uja) = Em// (iar — Hja’) and
SPesl? =Pl and 7;”“ - Z“ Vi, j €V, ad €A,
ja ja’

then the group-aware Bayes optimal classifier on D satisfies equal opportunity.
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Proof. The Bayes optimal classifier for group A = a in a multi-class setting can be written down as
a maximum over posterior probabilities:

h*(z,a) = argmax n,(z,a), where ny(z,a) =Pr(Y =y|X =2,A=a).
yeY

We can say that h*(x, a) = y, whenever the following happens:

* 77y(96‘, a) . pya(X) Gia .
h*(x,a) = argmax n,(x, a :H(Zl,Vz€y>:]I<log > log Nie)y
( ) yey y( ) i (I, a) pia(X) Qya

Using the above simplification, the EO-fairness condition Pr (h*(X L A) =y ] Y=y A= a) =
Pr(h*(X,A)=y|Y =1,A=d) Vy €Y, a,a’ € Ameans

a X ia .
Pr(logpy( )Zlogq 7Vz€y’Y:y,A:a)
pia(X) Qya

a’ X ia’ .
:Pr<10gpy()>logq 7Vz€y|Y:y,A=a'>.
pia’(X) Qya’

Since X|Y = i, A = a ~ N(piq, Zia) are multivariate Normal distributions, their probability
densities are

_ _ 1 _
pia(e) = (2m) /2 det(Si0) ™ exp (=50 = o) T2 = ) ).

Now we can write
IOg pya(l‘)
pia(z)

1 . _
= 5 (2= pia) "33 (@ = pria) = (2 = p1ya) "2y (2 = piya) + log det(Tia) — log det(ya))

1 _ _
=3 ((E;f?ﬂ + fhya — ,uia)TEml(E;l/fr + fbya — Mia) — rTr —log det(E;{fEmlE;{f))
by substituting z = E;l/fr + ftya, where r ~ N (0, Igxaq)
1 _ _ 1 _
= 2 TTE;{fzml Z;fr + (.Uya - l’[’ia)Tzialzi{l2r + E(Nya - Mz’a)szl (ﬂya - /Jia)
1 1 _
- §TT’I” ~3 log det(EééQEmlE;éQ)

Let us denote the above expression as F,;(r). We can now write the group TPR as:

a X ia . ia .
Pr (logpy (X) > log a WVie)y | Y—y,A—a> = Pr <Ey7(R) > log q Vi € ))) ,
Dia (X) an an
for R ~ N(0, I5xq). Now if we have Iye _ By’ 4hd
GQia Gia’
_ —1/2 — 1/2¢—1x1/2
Eyal/2 (Hya — Hia) = Eya’/ (yar — piar) and 2%221@121%2 = Eyz/z/ Eia}zyéu
then the probability of the above event written in terms R ~ A ((7)7 I;xq) becomes identical Va, o’ €
A, i € Y. Hence, the Bayes optimal classifier satisfies equal opportunity with these set of conditions.

O

Proposition A.3. (Proposition 3.3 in the main text) Let (X, Y, A) denote the features, binary class
label, and binary group membership, respectively, of a random data point from any data distribution
D with g;o = Pr(Y =4,A=ua), fori € {0,1} and a € {0,1}, and let X|Y = i,A = a ~
N (lia, 02,) be univariate normal distributions, fori € {0,1} and a € {0, 1}. Then the distribution
D is ideal for equal opportunity (see Definition 3.1) if and only if

Ho1 — H11 Moo — H10 011 010 qio _ 4u

) )

011 010 001 000 qoo qo1
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Proof. For any cost matrix C' € R?*2, the group-aware classifier that minimizes its corresponding
cost-sensitive risk is given by I (n(x, a) > t¢), for a threshold tc = (c10 — o)/ (c10 — coo + Co1 —
c11) € [0, 1]; see Equation (2) in [33]] and [63]]. The distribution D is ideal for equal opportunity if
Pr(n(X,A)>t|Y =i,A=0) =Pr(n(X,A) >t |Y =i, A= 1), for all thresholds ¢ € [0, 1]
and i € {0,1}. Since the CDFs are identical, the random variables (X, A) | Y =i, A = 0 and
n(X,A) | Y =i, A =1 must be identical. Note that

n(z,a)=Pr(Y=1|X=2,A=aq)
Pr(Y=1,X=xA=aq)
S oPr(Y=iX=2A=a)
. PI'(Y:I,A:CL)PI‘(X:;E|Y:1’A:a)
- Zi:oPT(Y:iaA:a)Pr(sz|Y:i,A:a)
__ @aPiafr)
i GiaPia(w)

—1 (:C - ,ula)2>
q1a01, €XP (—
e 307,
1 -1 (:E - ﬂia)2
> iz0 a0 €XP <_20?a>
_ 1
(z — pa)® (& — pioa)? 40401
la 0a q91a00a
_ 1
(Hia +70ia — p1a)*  (Hia + 70ia — oa) q0a01
1+exp< ia 2(;; a) \Mia 20&; a +log aO01la
la Oa 91a00a
1
1 3 ( ) ( )2 , fori=0
g g — — o
1+ exp ( ((2)11 _ 1) r2 — Oa /’Lla2 Hoa r+ Hia QMOG + IOg qoa 1a>
= 2 9la Ulal 201a 41a00a
1 2 ( ) ( )2 5 fori = 1.
g g — — o
1+exp ( (1 - ;a) r2_ la NJOa2 Hia "+ Hoa 2,“1(1 1 log q0a 1a>
2 T0a T0a 200, T1a00a

IfX)Y =i A =an~ N(io0%), then X | Y = i,A = a ~ N(iia,02). Thus, for
n(X,A) | Y =i, A=0andn(X,A) | Y =i, A =1tobe identical, we must have

1 (/o3 _ _ 2
- Lgo 1) R2 - 000(/“02 HOO)R + (B0 2#00) +log 400010 and
2 \ o1y 1o 207, 410000

1 O’2 o — _ 2 o

Z % _ RZ _ 01(#112 H01)R+ (111 2#01) +log 401011

2 \o1; 011 207, 411001

as identically distributed for R ~ N(0, 1). Similarly, we must also have

1 2 _ _ 2
- (1 _ U;O> R2_ 010(/‘002 MlO)R+ (1100 2Mm) +1og 00710 1
2 900 900 200 410000
1 2 _ _ 2
1 ( _ 0;1> R? _ 011(11012 /Lu)R+ (101 2,“11) + log 401011
2 901 901 205, 411001
as identically distributed for R ~ A/(0, 1). Therefore, we must have
For — f11 _ Moo — H1wo0 g O11 010 40 d10 G
011 010 go1 000 oo  qo1

In the other direction, it is easier to prove that the above conditions imply the distribution to be ideal.
It can be proved by simply backtracking the steps above. O
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B Proofs for Section 4

We first derive the KL divergence between two distributions, where each subgroup in the distribution
follows a multivariate normal distribution.

Lemma B.1. Let (X, Y, A) denote the features, binary class label, and binary group membership,
respectively, of a random data point from any data distribution D with q;, = Pr (Y =i, A = a), for
it€Yanda € A Let X|Y =i, A =a ~ N(lia, Zia) be multivariate Normal distributions with

mean i, € R¢ and covariance matrix ¥;q € R4%¢. Let D ~denote a distribution obtaingd by keeping
(Y, A) unchanged and only changing X|Y =i, A=at0o X|Y =i, A =a ~ N (i, Xia)- Then,

_ d
DKL (DHD) = _5 + % (Z) qia(ﬂia - ,uia)Tzzzl(ﬁia - ﬂia)

+ % (Z dio (01 (¥ 5ha) —logdet(%,Sia))

i,a)

Proof.

i Pr(X=z|Y=iA=
EERSNA EIE

() @

= Z QiaDKL (piaHPia)

(4,a)

P;, denotes the distribution of X | Y=i,A=a~N(la, Zi.) and Pm denotes the distribution of
X | Y=i,A=a~N(la, f]ia). Their probability densities are

1
Pia(x) = (27r)_d/2 det(Zw)_l/2 exp (—2(1: — pm)TZ;al (x — uia)> and

_ _ S 1 _ o _
Pia(x) = (27) /2 det(2;4) 1/2 exp (—2(96 - uia)TZml (z — um)> ,
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respectively. Hence, the Kullback-Leibler divergence between ]51»,1 and P,;, can be written as

Dk (pia| \Pm)

l(lX
:Elogp |Y71A*a
pia(X)

E|:(X - Mia)TE;ll (X - /f"ia) - (X - ﬂia)Ti:i_al (X - ﬂia)

— log det(X}/?S-1x.1/%) |Y:i,A:a}

M| —

1 d
ziE{(X—um) SHX = pia) | Y =1, A—a} —5—710gdet(21/22 191/2)

usingE[(X—/jm) S UK — fiia) ’Y:LA:a} =5 e Sy = tr (Iyxa) = d
1 S _ e - ~ )
= ) E [(X = Hia + Hia — ,uia)TEial(X — flia + flia — Hia) | Y=iA= a}

d
—5+5 1ogdet(21/22 Inl/2)

1 1 1~
tr (Eial Eia) + i(ﬂia - Nia)TEial (Nia - ,LLia) - =

d
5+ log det(S/28 1w/,
The Kullback-Leibler divergence between D and D can now be written as

Dy, (DHD) = Z Gia DxL (RaHPza)

(4,a)

1 d
- Z Qia < ( 121(1) + i(ﬁia - /Lia)TZi_al ([Lia - ,Ufia) - 5 IOg det(21/22 1211({2)>
(i,a)

d 1 ~ - 1,
= _5 + 5 Z Gia (tI‘ (Ei_alzia> + (,uia - //('ia)Tzial (Mza ,uza) + IOg det( 1/22 12;0{2))
d 1 - Ty—1/~
= _5 + 5 Qia(ﬂia - ,uia) Ez’a (Mz’a - lffza Z Gia (tI‘ ( ) + log det(zmz ))
(i,a) (z a)
d 1 ~ T—1/~ S
= _5 + 5 qia(,uia - ,Uia) Zia (/’Lia - /-%a Z Qia (tI’ ( ) log det( Eia))

(i,a) (7, a)
O

Theorem B.2. (Theorem 4.1 in the main text) Let (X, Y, A) denote the features, binary class label,

and binary group membership, respectively, of a random data point from any data distribution D with
gia =Pr (Y =i,A=a), fori € {0,1} and a € {0, 1}, such that q10/qo0 = q11/q01. Let X|Y =
1, A=a~ N, Zia) be multivariate Normal distributions, with mean p;, € R< and covariance
matrix ¥, € R, fori € {0,1} and a € {0,1}. Let D denote a distribution obtained by keeping
(Y, A) unchanged and only changing X|Y =i, A=ato X|Y =i, A = a ~ N (fiia; Xia). Then in

the case of Affirmative action (changing only [i;0 and Yi0), we can efficiently minimize Dk, (B\ |D>

as a function of the variables [i;o and Sio subject to the constraints in Proposition 1.2, so that the
Bayes optimal classifier on the optimal D is guaranteed to be EO-fair.

Proof. Using Lemma[B.T]and Proposition 1.2, our objective is to minimize

Dy, (DI|D)
d 1 ~ Ty—1(~ 1 —1¥ —15
=~57T3 Z Gia(flia = Mia)” Xiq (Hia = Mia) + B Z ia (tr (Em Em) — log det(X;, Eia))
(i,a) (i,a)
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subject to the constraints
S107 (0 = fioo) = Ti1 (A — fion)  and - $yf” S5 Tig” = D175 Bt
Suppose Y0 and 2,1 do not commute. The constraints can be equivalently rewritten as follows.
fino — fioo = S48, (fnn — i) and - B3PS DPELY = 55
LetI' = f]zlo/ 22;11/ ?. For any fixed positive semidefinite matrix I' € R?*¢, our optimization problem
can be divided into two separate parts that minimize
Z Gia(flia — tia) T 55! (flia — Mia) subjectto  fizg — figo = I'(fn1 — fio1)
(i,a)
1 /2 1 /2
over fi;, € R, fori,a € {0,1}, and minimize (after substituting 3,)° = T'%;/°)

~ 2 - -
Z a0 (tr (2;01 (rz}o/ 2) ) log det (25 (rzjo/ 2) ) +ain (tr (z;llzﬂ) ~log det(z;llzﬂ)) ,
i=0
subject to Fi}figoll“ = iifigll
over symmetric, positive semidefinite matrix-valued variable f)ﬂ € R4 fori ¢ {0,1}. The
first optimization in fi;, is a constrained eigenvalue problem with linear constraints, i.e., minimize
2T Az 4+ zTb subject to 27 ¢ = e [35].
Let’s consider the case of Affirmative Action, where we only change the means /1,0 and the covariance
matrices X, for the underprivileged group but keep those for the privileged group unchanged, i.e.,
i1 = g1 and iil = Y;1. In that case, E /2 = FZUZ nd 2%2 = FE}{Q get fixed. By substituting
firo = fioo + T'(fii1 — flo1) = fioo + F(Mn - M01) we only need to optimize
00 (f100 — 1100) " Soq' (fioo — £100) + 10 (f00 + T (p11 — t101) — f10) T 216 (fioo +T (11 — fro1) — f10)s
or equivalently (ignoring the terms independent of figg),

_ _ 1N ~ _ _ _ T .
figo (900250 + @10210 ) fioo — 2 (Sog oo + S1g 10 — S0 T(pa1 — po1)) ™ foo-

This is a convex objective in jigy because its Hessian is positive semidefinite, i.e., goo 20_01 +q1021_01 =
0 [15]. By equating the gradient to zero, we get the optimal solution for [igg, and we denote it by
1o (I). Thus, the optimal solutions g (I'), 5o (T), 5o (T), £ (T) for a fixed positive semidefinite
I' € R?*4 are given by

* — —1y\—1 —_ _ _
Hoo(T') = (9002001 + Q102101) (Eool,uoo + Elolmo - E10111(,&11 - M01)) and

T)
_ BRI R _ _
o(r) = (qoozool + Q102101) (ZOOIMOO + E101M10 - E10111(M11 - M01)) + F(Mu - MOl)
1/2
Eoo(l) = (on{ )2
* 1/2

Bio(1) = (U211
By substituting these, when we look at the objective as a function of a positive semidef-
inite matrix-valued variable I', it turns out to be convex. This requires rewriting the
expressions using the identities tr (AB) = tr(BA),det(AB) = det(A4)det(B), and
most importantly, tr (AXBX) = tr ((AY2XBY?)(AY2XBY?)T) and logdet(AXBX) =
log det (AY/2X BY/2)(AY2X BY/2)T), for symmetric, positive semidefinite matrices A, B, X [58].
The convexity of the objective in I follows from the convexity of tr (AX BX) and — log det(X) for
matrix-valued variable X. Finally, we can solve it efficiently to get the optimal I'*. O
Corollary B.3. (Corollary 4.2 in the main text) For the case where X|Y =i, A = a ~ N (ia,02,)

are univariate normal distributions, for i,a € {0, 1}, the optimal distribution D from Theorem 4.1,
with v* being a function of the original distribution parameters, can be written down as:

<q00 Moo — 7Y (501 — p11) I qlouéo>
900 0]

Gio =V o1, foo = firo + ¥ (o1 — p11), and fiyg = ,
(QOO (J10)

- + -

Uoo ‘710
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Proof.

) | Pr(f(zx\yzi,Aza)
= )qiaZPf(X:x|Y:Z’A:a)1°g Pr(X=z|Y=iA=a)
- )

(i,a

= Z Gia DkL (pmHPm)

(i,a)

P, denotes the distribution of X | Y=i,A=a~N(ta, afa) and Pia denotes the distribution of
X | Y =i, A= a~ N(fiia,52,). Their probability densities are

1 (z — pria)’ _ 1 (7 — fiia)
io(t) = —————exp | ———— and P ()= ——exp| ——5-— |,
Pia() P Y ( 207 Pia() o P 257

respectively. Hence,

Dx, (Pm||Pm) —E 1ogﬁi“()§) Y =i, A=a
Pia(X)
_E (X;Ogia)2 B (X;&glm)z +1log gzz | Y—iA=a
=|(m - g) e ()0 (- oy
= (arz gz 0ot (G 2 e (3 ) o
_ ([LZGQU?TQ)Q + ~z‘2a2i2a 1211 +1o :Z’

using E [logf( |Y =i, A= a} = fijq and E [(logf()2 Y =i A= a} = 2, + &2,. Since we

only change group A = 0, we want to minimize

1
Dx1, <D||D) = Z%‘ODKL (PiOHPiO)
i=0

1 ~ 2 ~2 2
0 — Mi Oy — O} o;
= E G0 <(M102 QMO) + 102 5 0 1 log fo>
=0 950 T30 940
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as a function of the variables fi;o and 7, subject to the constraints

Hol — M11 _ floo — f410 011 010 ~ .
= — and — =—— and &;, >0, forall (i, a).
011 J10 001 g00

Let’s fix v € R>( and minimize

! (fio — pio)® | G — 03 740
‘CWZZ%‘O 5 + 552 + log —

=0 207, T30 gi0

as a function of the variables ji;, and 7;, subject to the following constraints

Moo — Mo _ 910 _ 900 =~ and &, >0, forall (z,a).

Ho1 — M11 o11 001
The objective L, is convex and for a fixed v € R, the constraints on are linear in fi;o and ;.
Let’s denote the optimal solution for a fixed 7€ R>¢ by pfy(vy) and oy (), for i € {0,1}. For
a fixed v € R, the above constraints fix o,(y) = 0,1, for ¢ € {0,1}, and by plugging in
ftoo = firo + (o1 — p11), we only need to minimize the following convex, quadratic objective in a
single variable i1,

(10 + (o1 — p11) — foo)? (fito — p110)?

minimize oo 5 + q10 5
2030 2010

By equating the derivative to zero, we get the optimal solution as

—1
qoo q10 Moo — 7(#01 - ,un) H10

Hio(y) = ( + ) <Q()0 + q10 )
U%O ‘7%0 ‘7(2)0 ‘710

—b b?
and the optimal value at u3,(7) is (The min of az? + bz + ¢ occurs at x = %a and has value ¢ — 4—)
a a

2
00— (K01 —H11) Mlo)
- (v(po1 — pa1) — poo)? 4 410 fo 1 (qOo 30 + o
2080 20%0 2

q00 q10
(e +22)

(koo — p110) — (ko1 — p11))?

-1
_1 (6]00 f110> CIOOQ10
2

0(2)0 0%0 ‘700‘710
1 [(o? o2 -
=3 <OO + 10) ((Hoo — 1110) — (o1 — pi11))” -
400 q10

By plugging in the optimal solution, the minimum value of L., for a fixed v € R>¢ is given by

o (Y .LLz'O)2 % (’Y)Z - 02'20 740
1
Zqz < 2010 i 203, e a50(7)

i0

—1
1 /o o
=3 (00 + 10) (koo — 10) — Y(po1 — p11))”
qoo q10
2 2 2 2 2 2
Y05, — O Yo, — O 1 000 010
+ qoo 3102 %0 + 10 ;102 1% + (qoo + q10) log — + qoo log — + q10 log —
00 10 0 001 011
—1
1 (UUO + Ui)) ((moo — t10) — Y(po1 — ,u11)) + doo (720021 - >
2\ g0 quo 2 %0

1 000 010
+ (q00 + q10) log — + oo log — + q10 log —.
Y 001 011

This is a convex objective in v (because the second derivative is non-negative) and by equating the
derivative to zero, we have that the optimal v* must satisfy

(o1 — pa1) (7" (por — pa1) — (oo — #10)) s ( i 0%1) _ 900+ 0 _ 0

2 2 %07 + qi0—=- "
Zoo 4 Zio 900 %o gl
qoo q10
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2 2

. . . o g .o . .

Multiplying with ~* (00 + 10) , We can write it as a quadratic equation as follows.
oo q10

2 2
2 2 2 910000 2 9000710 2 %2
((MOl —p11)° + o toqy + 5 011+ 5001 )7
40001 q10000

2
—(po1 — p11) (koo — #10)7" — (goo + q10) ( 0 4 UlO) =0
doo dio0
The discriminant of the above quadratic polynomial is non-negative because the leading coefficient is
positive and the constant term is negative. So this polynomial has two real roots. Moreover, since the
constant term is negative, it cannot have both positive or both negative roots. Its only non-negative
root is the optimal solution v* € R>( we want.

. _ (po1 — p11) (oo — p10) + VA

’y =
2 ((Mm —p1)? +ofy + oty + qm%o ot + Z?gilo 31>

, Where

A= (N01 - M11)2(M00 - ,ulo)2

2 2
4100, qoo0 o
+4 <(M01 — )2+ od Foi + Yol + ;0 ‘731) (00 + q10) ( 00 10) .
doo0 1o 410009 qoo q10

O

Proposition B.4. (Proof of Proposition 4.3 in the main text) Let (X,Y, A) denote the features,
binary class label, and binary group membership, respectively, of a random data point from any
data distribution D with q;, = Pr(Y =i,A=a), fori € {0,1} and a € {0,1}, such that
q10/q00 = q11/q01, and let X|Y =i, A = a ~ N (11ia, 02,) be univariate normal distributions, for
i1 €{0,1} and a € {0,1}. Let D denote a distribution obtained by keeping (Y, A) unchanged and

only changing X|Y =i,A=ato X|Y =i,A=a ~ N(fiia,52,). Then minimizing D, (DHD)

as a function of the variables [i;, and G;, subject to the constraints in Proposition 3.2 leads to a
non-convex program. Furthermore, let v* = arg min L7 for some non-convex function of vy that is
v€(0,00)
only dependent on the original distribution parameters. Then, all the new distribution parameters [i;,
and G, can be expressed as a function of v* and the original distribution parameters [, and 0.

Proof. We consider the following optimization program

Dy, (DHD) = Z QiaDKL (EaHPia)
(é,a)
Hia — Nla) G — o Tia
_ 1a 1a 1
- (el P g 2e)

(i,a) ia ia

as a function of the variables ji;, and &;, subject to the constraints

flor — fln _ oo — fiio and ‘f“ - @ and &, > 0, forall (4, a).

011 010 o1 0Ooo

Let’s fix v € R>( and minimize

~9 _ 2 )
Z Gia ( :uza 2Mza) + Oia 2O'm + IOg ?’za)
20 0;

(i,a) Oia ia a

as a function of the variables ji;, and 7;, subject to the following constraints

M:g:@—v and &, > 0, forall (i,a).

Moo — H10 010 000
Now the objective L, is convex and for a fixed v € R, the constraints on are linear in fi;, and Gq.
Let’s denote the optimal solution for a fixed v € Rx¢ by pf, () and o7, (), for i,a € {0,1}. To
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find this, we can split the above objective into parts that can be optimized separately as follows.

(ftia — ﬂia)Q

B) 2 subject to ,L~L01 — [1,11 = ’Y(ﬂoo — [Llo), and
Tia

minimize E Qia
(i,a)

=2 2

L Oiq — 05 0; . ~ ~ ~ .

minimize Z Gia (““’ +log fa) subjectto &y = VG0, and 75, > 0, for all (i, a).
(ixa) ia e

For each i € {0, 1}, by substituting ;1 = 75,0, we need to optimize a function in only one variable

0. The optimal solutions o7, () turn out to be

gio + gin * qio + Qi1 .
% and o7 (y) =7 %, fori € {0, 1},
qi0 qi1?Y qi0 qi1?y
o oA o% o3

Now let’s find the optimal solutions p}, (). The gradient of the objective must be parallel to the
linear constraint, so

00 (160 () = p100) _ Y 901 (K61 (7) = o) _

‘780 031
qo(io(v) = po) _ 3 @i () —pn) -
2 =TA 2 - N

0] 011

for some A\ € R, which gives

* 02 0'2
150(7) = —WAQTOE + oo, p51(7) = A%l + Hot,

q0
* U%O * 0%1
pio(y) = ’Y)\* + 0, pi(y) = _)\qj + W11
Since pf, (7y) satisfies the constraint M =+, we have
Hoo — H10

AT+ pon +A4*—Mu

> =+, andhence, A= Z(MOO 5 f10) (Mg1 Ml;) .

_7)\&+M00_7>\ﬁ_u10 001+0'11+72(000+”10>
qoo q10 qo1 q11 qoo q10

Thus, we can express p},(y) as

. v(poo — p10) — (o1 — p11) o
:U'OO(’Y) i ) 2 D) 3 % + Koo
Jo1 , 911 2<‘Too+‘710> d00

_|_
qo1 q11 qoo q10
. ¥(too — p10) — (Mm pi1)  ah
o1 () = o2 o2 p p qTOI + to1
Z01 + — 11 + v 2 ( 00 + 1O>
qdo1 q11 qoo q10

* ’Y(Moo - M10) - (M01 — Mu)
MIO(V) =7 02 2 o2 o q10 + K10
g1 %1 ~2 < 0 4 10)
qo1 CI11 qoo q10

W(Moo - ,u10) - (M01 - Mu) 011
2 2 2

g, g g, g
0L, iy e ( 00 10) q11

p(y) = —

Qo1 q11 Goo 410
Thus, the optimal value of £, for a fixed v € R is given by
Pia(Y) = pia)* | 0, (7)? = oF, Tia
ia ’Lll 1a a 1 .
= 2 (M R ety

(l a) ia
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Dividing the above expression into three parts, the first part evaluates to

4
711

qu (13,() = pia)®> — qoo 7 )\2000 (Jo21 /\262731 qio Y >\2010 Q1; A?
(ia) 207, 2080 ddo 2051 4 208 dio 201,
’72>\2‘780 )\2‘731 ’YQ/\QU%O )\2‘7%1
2400 2401 2q10 2q11
:)\2(081_}'_0%14’_72 (0-0204'_0-120>>
2 \go1 qu qoo 10
2

1 ’Y(Moo*ﬂlo)*(ﬂm*#ll) 96 9t 2 (%% , 9%
T2 02, o2 od, o? quLaJr’y QEqu;
ﬁ_k 11+ 2<()0+10>

qo1 q11

. 1 (v(r00 — p10) — (to1 — #11))2

242 o? o2 a2\’
Z01 + Z11 + 2 <00 4 10)
qo1 q11 400 q10

qoo q10

The second part evaluates to

0;0,(7)2 02 Qia ia
T g Bl ot (0 )

(i,a) v (i,a)

1
:Z@ gio + gi1 ZL 7> (gi0 + qin) 1
— 2| , <qlo Qi172> 2 (qzo 4 )
%0\ = oh

1
i0 i1
2.2 2
o o
L g J1 (1—;)27) L g 10 (72_0121>
D Y

o?

— 0 —

=0 qio + ¢i1—5 i=0 qi0—5 2 +qi1y?
i1 10

1 2 2
Oia qi0 50 qi1 Ji1
E Gia log — = E — log — + —-log —
. or(y) = 2 h(E 2 Ton(n)?

2
q11

(i,a) ia i=0 50 il
2 2
qi0 qi1”Y qi0 qi1”Y
- ago(ag+ " ) | 031<J;+ o )
_ Z 4i0 log i0 il + gi1 lo i0 il
= 2 ¢io + gi 2 v2(gio + i)
1 %o + 20—7120 dio + 20—72’20
. . 0-_2 ) . 0'.2
_ 4i0 log Qzlqio il + gi1 log %21 il
i=0 2 — +1 2 72% gi0 +1
i1 0‘2 qi1
L . . 2 . .
=y g T, (qw + 72020> o T, <qw + 1) — ginlog 7 — g1 log 2
1=0 2 di1 Uil 2 qi il
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Putting it all together

,um /’Lia)Q O-;ka (7)2 — 0-1'2(1 Oia
Gia ( + +log —
Z 20 201,2(1 o, (7)

(i,a)

_ 1 (z(ﬂoo —2M10) (M01 Mu + Z dio + din o (G0 720;50
200 o1 Uoo J10
— 4+ =+ +

qi1 01
qdo1 q11 qoo q10

_ ot log (M + 1) — ginlog 7y — i1 log 22
2 4qi gil

Minimizing L7, leads to a non convex program. Since 7 is the ratio between variances of the new

subgroup distribution, for a practical solution, we can do a line search over v € (0, B) for some
B < .

Bound on Unfairness and Error Rate For completeness, we now derive upper bounds on the error
rate and the unfairness gap Agg of the Bayes optimal classifier h on D with respect to the original
distribution D. These bounds show that both the accuracy loss and the fairness gap depend only
on the KL divergence between D and D. It also shows that the optimal value of our optimization
problem can be used to approximately translate the accuracy guarantee of h from D to D.

Proposition B.5. (Proposition 4.4 in the main text) Let err(h, D) denote the error rate (expected
0-1 loss) of a classifier h on the distribution D. Let dpy (D, D) denote the total variation distance
between two distributions D and D, while D K I, denotes the KL-Divergence between them. Denote
the Bayes optimal classifier on the ideal distribution D as h (and similarly the Bayes optimal classifier

h. Then, we can bound the error rate and Equal opportunity of h on the original distribution D as
follows:

lerr(h, D) — err(h, D)| < \/2Dx(D,D) and Apo(h, D) < /8D (DHD).
Proof. For the sake of this proof, we assume a countable data domain. Using the definition of the
expected 0 — 1 loss, we can write:
err(h, D) — err(h, D)
Z L(h(z.a) #y) - (plx.y,0) = pla.y.a))

< 2dry (D, D) < \/2Dg (D, D) (Pinsker’s Inequality [19]).

The first inequality follows from writing the error as expected 0-1 loss and using the definition
of total variation distance. The last line follows from Pinsker’s inequality [[19]. We can similarly
prove the other direction to obtain the first inequality. Similarly, for the true positive rate of group a,
TPR,(h,D) —TPR,(h,D) < 2Dry(D, D).

We can also write for the other group A = o/, TPR,/(h,D) — TPR, (h,D) < 2Dy (D, D).
Adding both LHS and RHS and repeating the exercise in the other direction, noting that the TPR

difference of h in D is zero (since in the ideal distribution we have exact fairness), we can bound the
absolute value of the TPR difference, which is our definition of Ao, we get:

Ago(h,D) < {/8Dkr, (DHD)
O

Equalizing the first moment A popular intervention in the fairness literature is to equalize the
first moment of the two sensitive groups or the mean outcomes of two groups, also known as the
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Calders-Verwer gap [17, 144, 22]]. We, therefore, also study an intervention where we only change the
mean of the under-privileged group and try to match it with the mean of the privileged group. We can
show that the resulting optimization program is convex. We leverage this intervention in Section 5 of
the main text.

Proposition B.6. (Affirmative Action by Equalizing First Moments) Let (X, Y, A) denote the features,
binary class label, and binary group membership, respectively, of a random data point from any data
distribution D with ¢;o = Pr (Y =i, A =a), fori € {0,1} anda € {0,1}. Let X|Y =i, A=a ~
N (tia, 02,) be a univariate Normal distribution, fori € {0,1} and a € {0,1}. Then in the case of
Affirmative mean change, where we impose the following constraints:

q1o0 f10 4 oo fioo  _ qu pan L o1 Hor
qo+q0  qo+qo @1+g1 @it qor’

we can efficiently minimize Dk, (ﬁ\ |D) as a function of the variables [i;y and im.

Proof. We are dealing with the following optimization problem:

D1, (DHD) = iQiODKL (PiOHPiO)
i=0

1 = 2 =2 2

0 — M Gy — O; o;

_ 2 :in <(/L10 2/“0) + i0 . i0 + IOg ~ZO>
= 2073, 2075, 30
as a function of the variables fi;9 and 7, subject to the constraints

dio - doo - 11 do1
————— 10 + ————— oo = H11 +
q10 + goo q10 + goo q11 + qo1 11 + o1

Since we are only changing the means and keeping the variances the same, the objective only depends
on fi;0. Furthermore, let K’ = (910+400)/(g11+401) * (g111411 + qo1fb01) SO that

Ho1

1 ~ 2 ~
o K —
L= E qioi(ulo2 2/%0) ,  subject to jigg = 2~ Hwo
i—0 Ti0 400

Substituting the constraint on jigo in the objective £ gives us a convex quadratic in fi19, and the
solution is obtained by setting the derivative to zero:

2K _ Méo Mgo 2K _ Hgo Méo
~ __ 919910 910 900 ~ __ 9050900 9060 910 ~ ~
floo = T T Moo= T T— . fo1 = po1, and far = fia1-
o%9°q10 7% 78000 %o

O

C Additional Figures for Section 5

In this section, we lay out additional plots from our Gaussian case study. We first describe the
setup. We modify a stylized setting of Gaussian distributions from previous work (see Definition
3.1 in [59]], Section 5.3 in [4]) to investigate the unfairness and the Bayes optimal error on the
original and ideal distributions obtained through various interventions. We fix ¢;, € (0,1) such
that goo + q10 + 901 + ¢11 = 1, and our data generation works as follows. We simulate a data
distribution where Y = i, A = a with probability ¢;, and X | Y =i, A = ais sampled from a
univariate Gaussian N (14, 02,). We choose homoskedastic Gaussians within each group 4 = a,
1.e., 0pq = 014, SO the we can show the Bayes optimal classifier boundary as a threshold. We choose
different o;,’s that cover ground truth distribution that can the entire spectrum of being ideal or close
to ideal to very far, and then we apply different interventions to change all or some subset of 1i;,’s
and o;,’s to find the nearest ideal distribution in KL-divergence as given in Section 4 of the main text.

We first look at a case where the subgroup distributions are the same shifted versions of each other in
Figure[5] Note that all interventions, in this case, result in the same Bayes error (BE), but affirmative
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Figure 5: Comparison of Different Interventions when the subgroup distributions are shifted version
of each other. While all methods achieve the same Bayes Error, Affirmative action is able to bring
down the Bayes Error and achieve exact fairness.
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Figure 6: Comparison of Different Interventions when the original distribution is already fair. In this
case, EF-All ensures that it stays close to the true distribution, as no intervention as required, while
others relatively deviate.

action brings the BE down with zero unfairness at the cost of incurring a deviation in terms of KL
and JS divergence. However, in the next subplot, changing all four subgroups not only helps reduce
the Bayes error and unfairness but also stays very close to the true distribution in the KL./JS sense.
Matching the means also helps reduce the unfairness while staying close to the true distribution, but
is sub-optimal compared to the EF-Affirmative and EF-All interventions.

Next, we look at a case where the Bayes optimal classifier is already fair (AEO is close to 0 while
ADP=0) in Figure [6] The expected solution here should be that any intervention must leave the
distribution as it is. EF-Affirmative intervention keeps the unfairness and error rate numbers as it is,
but deviates from the true distribution, as indicated by the KL/JS divergences. However, the EF-All
intervention only makes major changes to variances and stays close to the true distribution. The
Mean Matching intervention shifts both the under-privileged subgroups and strays away from the
true distribution, as indicated by relatively high KL/JS values.

Finally, in light of Proposition [3.3] we simulate the cost-sensitive risk for a different cost matrix
C other than 0-1 loss by considering a threshold ¢tc = 3/4 on 1(z,a) in Figure[7] The original
distribution has high unfairness. EF-Affirmative intervention manages to achieve almost perfect
fairness and zero error rate, but incurs relatively high KL/JS numbers. However, once again, changing
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Figure 7: Comparison of Different Interventions when we use a different threshold (3/4) than the Bayes
optimal threshold (1/2). As derived in Proposition the EF-Affirmative and EF-All interventions
work with any threshold.
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all four subgroups, results in a solution that is perfectly fair and accurate, with low KL/JS. Mean
Matching is unable to address the fairness-accuracy tension at all in this case and also manages to
drift away from the true distribution, as indicated by non-zero KL/JS values.

D Details and Additional Results for Section 6

In this section, we lay down all the details for the experiments performed for LLM steering. The
code to reproduce our results is provided here. For the multi-class experiments, we use a lot of helper
functions from the code of Singh et al. [[67]|| For the emotion steering experiments, we reproduce
the methodology from Zhao et al. [[79] and provide the Jupyter notebook in our code.

D.1 Reducing Disparity in Multi-class classification

To apply our intervention for multi-class settings, we first come up with a version of Theorem 4.1
for multiple classes. We show this for a univariate distribution, and for our intervention, we assume
diagonal covariance. Since our experiment setup only requires two groups for each class, we show the
effective constraints assuming two sensitive groups, but this methodology can be readily extended to
handle a countable number of groups as well. To make our program convex (and affirmative), we fix

aclass y € ). We fix our class y* according to the following heuristic: y* = arg min AyTPR(ﬁ),
yey

where £ is the empirical risk minimizer on the given data. This fixes our ratio 7, = Zy—; and
y
— Qy*1
4= gy
We can now write a multi-class version of the optimization program in Theorem 4.1:
=2 2
o;, — 0} oi
’Y _ Z Gia ( ;U'm Qﬂm) + zaZ . ia +10g ~m>
: ag: Tia
(’L a) Z(l a
as a function of the variables ji;, and 7;, subject to the following constraints
fii1 — fij 0i 0 ; j . , ; )
M: #z#zvg,qi:%—l:'yq and G, >0, foralli € Y,5 € Y \{i}.
Hio — K50 g0 40 qi0 450

Just like in the proof of Theorem 4.1, the resulting program will result in separable objectives for a
class y and then in the underlying optimization variables fi,, and Gq:

Program for [i,,:

(ﬂo—HO)Q (ﬂl—ﬂl)Q . ~ ~ - -
y0y2072y + ley%72y7 subject to fi,1 — fiy=1 = Y(fiyo — fly0)
y0 yl

Program for ,:

~9 2 ~2 2

g - U g — 0 ag . ~ ~

yo ;/(;7 +log 22 ) + g, % +1log =22 |, subject to G,1 = 5,0,
OyO 040 Oyl Oy1

where y* is the class we fixed earlier and v = 7,. The solution for the following programs are the
following:

204, Hy*1+YHy*0)
qy0+qyl Qy0+qy1 740 ~ _
oy1 = T and =
10 | 2 Pa y Oyl Y o, - ELIEY s Fy0 qg0+7 11 ) Hy1
yO E y() 701 7y0 Tyl

2 (Ny*l Y gy * o+’YNy0)+

Z‘J

Once we have the corrected distributions N (f;q, iia), we set up an affine intervention, following
the design choices of Singh et al. [67]. We assume an affine relationship between the original

*https://github.com/shauli-ravfogel/affine-steering
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Figure 8: TPR-gap between Gender groups for all professions. All methods to steer feature rep-
resentations achieve roughly the same accuracy (in the range of 0.77-0.79). Our intervention (EF
Affirmative) is able to significantly reduce the TPR-gap for all professions. In many cases, it is even
comparable or better than previous interventions Belrose et al. [8]], Singh et al. [67]].

and transformed samples per subgroup: Y = ayqX + by, where Y ~ N (fiyq,0yq) and X ~

N (ftya, 0ya). Taking expectation on both sides gives us: fi,, = ayaftya + bya; G2, = 02,00, and

we get the following coefficients: ayq = :t% and by, = fiya £ 2 fiyq.

Tya

We have two choices of the parameters corresponding to the positive and negative solutions. Since we
are working with empirical estimates, we use the validation error to decide the best set of estimates.
A detailed implementation is given in the code. To implement the conditions for g,,, we use the
reweighing scheme of Kamiran and Calders [43]]. The plot in the main text (Figure 3) assumes
Gyo = Gy for the corrected covariances. Figure [8|shows the plot with no such assumption for gy,
and confirms with same trends as observed in Figure[3]

D.2 Steering activations for Joyful generation

Zhao et al. [79] propose to obtain a distribution over the steering vectors for a concept instead of
a single steering vector. In this section, we lay out all our prompts and the design choices for the
emotion steering pipeline.

We first generate training data for each concept (joyful, angry) for each of the groups (horror, comedy),
resulting in four subgroups. The following prompt was used to generate an initial set of data:

Compose a concise 30-word movie review, assuming it is a comedy movie, that covers these
four aspects: plot, sound and music, cultural impact, and emotional resonance. Choose a joyful
tone for your review. For the plot, comment on its structure or originality. Regarding sound
and music, mention how it enhances the storytelling. For cultural impact, touch on any relevant
social commentary. Finally, describe how the film resonates emotionally. Ensure your joyful
tone is consistent throughout the review. Please include emotions like “joyful” in these texts
and generate 1000 samples.

We obtain the last token embeddings from each layer of a Llama-3.1 8B model [36] for each of the
samples. We now proceed towards obtaining the steering vectors. We want to obtain a steering vector
for each group. Treating angry reviews as an irrelevant sample for the ‘joyful’ concept, we assign
y = 0 to angry samples and y = 1 to joyful samples. Because we want to estimate a distribution over
the steering vectors instead of a single vector, we sample 300 points with replacement and repeat this
for 50 iterations. In each of these iterations, we train a Logistic Regression model to classify between
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the relevant and the irrelevant samples. We get 50 weight vectors using this pipeline, and we use
those to obtain the sample mean and covariance. We denote the resulting distribution for the steering
vectors for layer [ as N'(u},, 2},) where 1a denotes that this distribution represents the steering
vector for joyful emotion for a group A = a (horror or comedy reviews). To apply our intervention
later, we also obtain the steering vector in the other direction by flipping the relevance labels, i.e.
joyful — angry, and we denote the resulting Gaussian distribution with Nz}, 35,).

To perform steering, we now sample a steering vector v’, ~ A'(u},, ¥4 ,) and add it to the last token
representation of layer  with strength a: h! = (1 — a)h! + av!. To measure the performance of
steering, we ask the Llama model to generate angry reviews using the following prompt:

System Prompt: You are a well informed movie critic.

User Prompt: Compose a concise 10-word movie review, assuming it is a horror movie. The
tone of the review must be angry. The review should be within 10 words. Generate 100 samples.
Please make sure that you do not repeat the same review and keep each review under 10 words.
Also, make sure that the reviews are coherent and not repetitive.

We first measure the joyfulness score of the generated reviews without adding any steering vectors.
Just like Zhao et al. [79], we use the following prompt to ask the GPT 4.1 model to rate the joyfulness
of the text:
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System Prompt: You are a deterministic evaluation agent trained to assess text samples using
two strictly defined criteria: (1) emotional tone (joyful score) and (2) linguistic structure (chaotic
score).

For each input, your task is to produce exactly two integer scores between 0 and 10. These must
follow the user’s scoring rubric precisely. The first score reflects emotional positivity or dark
exuberance without considering sentence structure. The second score reflects linguistic disorder
or repetition, without considering sentiment.

You must produce output in CSV format, strictly matching the following structure: "sample",
joyful score, chaotic score

Do not include any additional content, commentary, or variation. Your outputs must be fully
deterministic: identical input always produces identical output.

Your responses should match the tone and evaluation logic demonstrated in the provided
reference examples.

User Prompt: You are an automated evaluator tasked with rating horror movie reviews using
two fixed criteria: **joyful expression** and **textual coherence and novelty**.

For each review, you must generate exactly two integer scores as described below:

### **1. Joyful Score**

Rate from O to 10 based strictly on emotional tone:

* *#%0** = not joyful at all (strongly negative, angry, or emotionally flat tone)

* #%10** = extremely joyful, enthusiastic, or darkly exuberant in tone

* Intermediate values reflect a mix of enthusiasm and criticism

* Focus solely on affect and sentiment; ignore linguistic structure for this score

### **2. Chaotic Score**

Rate from O to 10 based strictly on linguistic organisation:

* #%0** = fully coherent, fluent, and structurally sound

* #*%10** = highly chaotic, incoherent, repetitive, or nonsensical

* Intermediate values reflect partial disorganisation, verbosity, or broken phrasing
* Focus only on syntax, flow, and novelty of expression; ignore emotional content

### **Reference Examples**

**Joyful and Coherent Horror Reviews: **

* “Blood-soaked fun ensues in this delightfully terrifying slasher film.”

* “Chilling thrills abound in this creepy haunted mansion tale.”

* “Jump scares galore in this electrifying horror comedy gem.”

* “Unsettling unease fills this unnerving psychological horror masterpiece.”
* “Bone-chilling chills chill to the bone in this one.”

**Angry and Coherent Horror Reviews:**

* “Abysmal plot twists ruined what could’ve been a decent film.”
* “Mind-numbing terror fails to deliver in this lazy horror.”

* “Weak jump scares can’t save this trainwreck disaster.”

* “Poor production values ruin what little suspense exists.”

* “Frustratingly predictable, making it boring and unscary too.”

### **Output Format™®*

* For each sample, return one line in strict CSV format:
* *#*Example Output:**

““ sample, joyful score, chaotic score

“This horror film was painfully dull and predictable.”, joyful_score_1, chaotic_score_1
“Terrifying, stylish, and packed with chilling moments!”, joyful_score_2, chaotic_score_2

1173

o

sample", joyful score, chaotic score*

* Do **not** include explanations, commentary, or additional formatting.
* Output must be **fully deterministic**: the same input must always yield the same scores.
Begin processing the dataset now. Here is the %)gtch of review samples:



A few notes on evaluation are in order. Zhao et al. [79] report both joyfulness and coherence scores
for the generated text. However, we observed that coherence scores were all over the place and did
not make sense. Second, Zhao et al. evaluate using the GPT-40 model, whereas we used the GPT 4.1
model since we observed that the joyful scores corroborated more with the qualitative inspection of
the generated samples.

Following the above pipeline, we observe an increase in joyfulness scores of the generated reviews
by a Llama model after steering. However, since the effectiveness of joyful steering was not the
same for the horror and comedy movie review generations, we apply our affirmative intervention
(Theorem 4.1), assuming that the horror and comedy movie reviews define two groups. Let the
modified steering vector be denoted by o ~ N(ji},, %},), where the new gaussian distribution is
obtained after applying the affirmative action intervention from Theorem 4.1 assuming horror group
is the under-privileged group.

However, simply replacing v, will not work. We demonstrate that empirically in the main text, where
in Figure 4, o« = 1 corresponds to using 7. instead of v!. But we can always use @ to nudge the
existing steering vector v', in the right direction. To do that, we modify the steering vector and the
representation h! with the following rule: h! = (1 — a)h! + a((1 — a)v! + a'), where a controls
the strength of mixing the old and new steering vectors. In Figure 4, we show that for small values
of a, the steering vector indeed starts performing better in steering the reviews of the horror group
towards a more joyful tone.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We believe our contributions and scope of work is accurately reflected in the
abstract and the introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our paper in Section [7]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All theorems and supporting Lemmas are proved in the supplementary material
and all assumptions are mentioned in the theorem statements and the proof.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our experiments use the setups used in Singh et al. [67] and Zhao et al. [[79],
and we provide anonymized Jupyter notebooks to reproduce all the results included in our
paper and all the details of our experiment pipeline in the supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide anonymized Jupyter notebooks to reproduce our experiments, on
top of the codebase used by Singh et al. [67].

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer:

Justification: Our Jupyter notebooks and supplementary material provide all the details
for our experiments. For LLM generation experiments, we also include all the prompts
required to generate the data. We also provide the file containing all the prompts used. For
the multi-class debiasing experiments, we used the representations provided by Singh et al.
[[67]] upon request, and hence we cannot include that in our codebase. Those files can be
requested from Singh et al. directly.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We report results over deterministic generations from LLMs and deterministic
evaluation using GPT-40 model. We provide all the prompts and evaluation code. However,
due to the unavailability of compute, for the first experiment of TPR-gap reduction, we were
only able to fit a few inference and generation cycles from these LLMs.

Guidelines:
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8.

10.

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mention the compute resources used for our experiments in the supplemen-
tary material.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The paper conforms with the NeurIPS code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: We discuss the broader impacts of our work in the Discussion section (Section
7).

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any such data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use publicly available codebases and assets. Data representations were
requested from Singh et al. [[67] and they are credited for this in the paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve such aspects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does note involve working with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We show the applications of our theorems on the LLM steering problem.
While our problem is motivated from a point of view of distribution steering, steering LLM
distributions is a very relevant and important application for us.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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