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“A car and a castle in a beautiful 
landscape and a balloon 

in the sunset sky.”

“A bear is in an antique 
living room with a chair 
and a chiffonier, while a 
chandelier hanging from 

the ceiling.”

“A balloon and fireworks are in the 
night sky, and below is a beautiful forest 
with a car and a chair and a waterfall.”

“A banana and an apple are 
beneath a book and a flower is 
lying on the book in a room”

“Aurora lights up 
the sky and a horse 
and a house are on 
the grassy meadow 
with a mountain in 
the background.”

Figure 1: Spatially grounded images generated by our GROUNDIT. Each image is generated based
on a text prompt along with bounding boxes, which are displayed in the upper right corner of each
image. Compared to existing methods that often struggle to accurately place objects within their
designated bounding boxes, our GROUNDIT enables more precise spatial control through a novel
noisy patch transplantation mechanism.

Abstract
We introduce GROUNDIT, a novel training-free spatial grounding technique for
text-to-image generation using Diffusion Transformers (DiT). Spatial grounding
with bounding boxes has gained attention for its simplicity and versatility, allow-
ing for enhanced user control in image generation. However, prior training-free
approaches often rely on updating the noisy image during the reverse diffusion pro-
cess via backpropagation from custom loss functions, which frequently struggle to
provide precise control over individual bounding boxes. In this work, we leverage
the flexibility of the Transformer architecture, demonstrating that DiT can generate
noisy patches corresponding to each bounding box, fully encoding the target object
and allowing for fine-grained control over each region. Our approach builds on an
intriguing property of DiT, which we refer to as semantic sharing. Due to semantic
sharing, when a smaller patch is jointly denoised alongside a generatable-size
image, the two become semantic clones. Each patch is denoised in its own branch
of the generation process and then transplanted into the corresponding region of the
original noisy image at each timestep, resulting in robust spatial grounding for each
bounding box. In our experiments on the HRS and DrawBench benchmarks, we
achieve state-of-the-art performance compared to previous training-free approaches.
Project Page: https://groundit-diffusion.github.io/.
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1 Introduction

The Transformer architecture [45] has driven breakthroughs across a wide range of applications, with
diffusion models emerging as significant recent beneficiaries. Despite the success of diffusion models
with U-Net [42] as the denoising backbone [22, 43, 41, 39], recent Transformer-based diffusion
models, namely Diffusion Transformers (DiT) [37], have marked another leap in performance. This
is demonstrated by recent state-of-the-art generative models such as Stable Diffusion 3 [13] and
Sora [6]. Open-source models like DiT [37] and its text-guided successor PixArt-α [8] have also
achieved superior quality compared to prior U-Net-based diffusion models. Given the scalability of
Transformers, Diffusion Transformers are expected to become the new standard for image generation,
especially when trained on an Internet-scale dataset.

With high quality image generation achieved, the next critical step is to enhance user controllability.
Among the various types of user guidance in image generation, one of the most fundamental and
significant is spatial grounding. For instance, a user may provide not only a text prompt describing
the image but also a set of bounding boxes indicating the desired positions of each object, as shown in
Fig. 1. Such spatial constraints can be integrated into text-to-image (T2I) diffusion models by adding
extra modules that are designed for spatial grounding and fine-tuning the model. GLIGEN [31] is a
notable example, which incorporates a gated self-attention module [1] into the U-Net layers of Stable
Diffusion [41]. Although effective, such fine-tuning-based approaches incur substantial training costs
each time a new T2I model is introduced.

Recent training-free approaches for spatially grounded image generation [9, 47, 11, 36, 38, 48, 12, 26]
have led to new advances, removing the high costs for fine-tuning. These methods leverage the fact
that cross-attention maps in T2I diffusion models convey rich structural information about where
each concept from the text prompt is being generated in the image [7, 19]. Building on this, these
approaches aim to align the cross-attention maps of specific objects with the given spatial constraints
(e.g. bounding boxes), ensuring that the objects are placed within their designated regions. This
alignment is typically achieved by updating the noisy image in the reverse diffusion process using
backpropagation from custom loss functions. However, such loss-guided update methods often
struggle to provide precise spatial control over individual bounding boxes, leading to missing objects
(Fig. 4, Row 9, Col. 5) or discrepancies between objects and their bounding boxes (Fig. 4, Row 4,
Col. 4). This highlights the need for finer control over each bounding box during image generation.

We aim to provide more precise spatial control over each bounding box, addressing the limitations
in previous loss-guided update approaches. A well-known technique for manipulating local regions
of the noisy image during the reverse diffusion process is to directly replace or merge the pixels
(or latents) in those regions. This simple but effective approach has proven effective in various
tasks, including compositional generation [17, 50, 44, 32] and high-resolution generation [5, 29, 24,
25]. One could consider defining an additional branch for each bounding box, denoising with the
corresponding text prompt, and then copying the noisy image into its designated area in the main
image at each timestep. However, a key challenge lies in creating a noisy image patch–at the same
noise level–that reliably contains the desired object while fitting within the specified bounding box.
This has been impractical with existing T2I diffusion models, as they are trained on a limited set
of image resolutions. While recent models such as PixArt-α [8] support a wider range of image
resolutions, they remain constrained by specific candidate sizes, particularly for smaller image
patches. As a result, when these models are used to create a local image patch, they are often limited
to denoising a fixed-size image and cropping the region to fit the bounding box. This approach can
critically fail to include the desired object within the cropped region.

In this work, we show that by exploiting the flexibility of the Transformer architecture, DiT can
generate noisy image patches that fit the size of each bounding box, thereby reliably including
each desired object. This is made possible through our proposed joint denoising technique. First,
we introduce an intriguing property of DiT: when a smaller noisy patch is jointly denoised with a
generatable-size noisy image, the two gradually become semantic clones—a phenomenon we call
semantic sharing. Next, building on this observation, we propose a training-free framework that
involves cultivating a noisy patch for each bounding box in a separate branch and then transplanting
that patch into its corresponding region in the original noisy image. By iteratively transplanting the
separately denoised patches into their respective bounding boxes, we achieved fine-grained spatial
control over each bounding box region. This approach leads to more robust spatial grounding,
particularly in cases where previous methods fail to accurately adhere to spatial constraints.
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In our experiments on the HRS [3] and DrawBench [43] datasets, we evaluate our framework,
GROUNDIT, using PixArt-α [8] as the base text-to-image DiT model. Our approach demonstrates
superior performance in spatial grounding compared to previous training-free methods [38, 9, 47, 48],
especially outperforming the state-of-the-art approach [47], highlighting its effectiveness in providing
fine-grained spatial control.

2 Related Work

In this section, we review the two primary approaches for incorporating spatial controls into text-
to-image (T2I) diffusion models: fine-tuning-based methods (Sec. 2.1) and training-free guidance
techniques (Sec. 2.2).

2.1 Spatial Grounding via Fine-Tuning

Fine-tuning with additional modules is a powerful approach for enhancing T2I models with spatial
grounding capabilities [51, 31, 2, 53, 46, 16, 10, 54]. SpaText [2] introduces a spatio-textual
representation that combines segmentations and CLIP embeddings [40]. ControlNet [51] incorporates
a trainable U-Net encoder that processes spatial conditions such as depth maps, sketches, and human
keypoints, guiding image generation within the main U-Net branch. GLIGEN [31] enables T2I models
to accept bounding boxes by inserting a gated attention module into Stable Diffusion [41]. GLIGEN’s
strong spatial accuracy has led to its integration into follow-up spatial grounding methods [48, 38, 30]
and applications such as compositional generation [15] and video editing [23]. InstanceDiffusion [46]
further incorporates conditioning modules to provide finer spatial control through diverse conditions
like boxes, scribbles, and points. While these fine-tuning methods are effective, they require task-
specific datasets and involve substantial costs, as they must be retrained for each new T2I model,
underscoring the need for training-free alternatives.

2.2 Spatial Grounding via Training-Free Guidance

In response to the inefficiencies of fine-tuning, training-free approaches have been introduced to
incorporate spatial grounding into T2I diffusion models. One approach involves a region-wise
composition of noisy patches, each conditioned on a different text input [5, 50, 32]. These patches,
extracted using binary masks, are intended to generate the object they are conditioned on within
the generated image. However, since existing T2I diffusion models are limited to a fixed set of
image resolutions, each patch cannot be treated as a complete image, making it uncertain whether
the extracted patch will contain the desired object. Another approach leverages the distinct roles of
attention modules in T2I models—self-attention captures long-range interactions between image
features, while cross-attention links image features with text embeddings. By using spatial constraints
such as bounding boxes or segmentation masks, spatial grounding can be achieved either by updating
the noisy image using backpropagation based on a loss calculated from cross-attention maps [48,
38, 9, 7, 18, 36], or by directly manipulating cross- or self-attention maps to follow the given spatial
layouts [26, 4, 14]. While the loss-guided methods enable spatial grounding in a training-free manner,
they still lack precise control over individual bounding boxes, often leading to missing objects or
misalignmet between objects and their bounding boxes. In this work, we propose a novel training-free
framework that offers fine-grained spatial control over each bounding box by harnessing the flexibility
of the Transformer architecture in DiT.

3 Background: Diffusion Transformers

Diffusion Transformer (DiT) [37] represents a new class of diffusion models that utilize the Trans-
former architecture [45] for their denoising network. Previous diffusion models like Stable Diffu-
sion [41] use the U-Net [42] architecture, of which each layer contains a convolutional block and
attention modules. In contrast, DiT consists of a sequence of DiT blocks, each containing a pointwise
feedforward network and attention modules, removing convolution operations and instead processing
image tokens directly through attention mechanisms.
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Figure 2: A single denoising step in GROUNDIT consists of two stages. The Global Update (Sec. 5.1)
established coarse spatial grounding by updating the noisy image with a custom loss function. Then,
the Local Update (Sec. 5.3) further provides fine-grained spatial control over individual bounding
boxes through a novel technique called noisy patch transplantation.

DiT follows the formulation of diffusion models [22], in which the forward process applies noise to a
real clean data x0 by

xt =
√
αtx0 +

√
1− αtϵ where ϵ ∼ N (0, I), αt ∈ [0, 1]. (1)

The reverse process denoises the noisy data xt through a Gaussian transition
pθ(xt−1|xt) = N (xt;µθ(xt, t),Σθ(xt, t)) (2)

where µθ(xt, t) is calculated by a learned neural network trained by minimizing the negative ELBO
objective [27]. While Σθ(xt, t) can also be learned, it is usually set as time dependent constants.

Positional Embeddings. As DiT is based on the Transformer architecture, it treats the noisy image
xt ∈ Rh×w×d as a set of image tokens. Specifically, xt is divided into patches, each transformed
into an image token via linear embedding. This results in (h/l)× (w/l) tokens, where l is the patch
size. Importantly, before each denoising step, 2D sine-cosine positional embeddings are assigned to
each image token to provide spatial information as follows:

xt−1 ← Denoise(PE(xt), t, c). (3)
Here, PE(·) applies positional embeddings, Denoise(·) represents a single denoising step in DiT at
timestep t, and c is the text embedding. This contrasts with U-Net-based diffusion models, which
typically do not utilize positional embeddings for the noisy image. Detailed formulations of the
positional embeddings are provided in the Appendix (Sec. A).

4 Problem Definition

Let P be the input text prompt (i.e., a list of words), which we refer to as the global prompt. Let cP
be the text embedding of P . We define a set of N grounding conditions G = {gi}N−1

i=0 , where each
condition specifies the coordinates of a bounding box and the desired object to be placed within it.
Specifically, each condition gi := (bi, pi, ci) consists of the following: bi ∈ R4, the xy-coordinates
of the bounding box’s upper-left and lower-right corners, pi ∈ P , the word in the global prompt
describing the desired object within the box, and ci, the text embedding of pi. The objective is
to generate an image that aligns with the global prompt P while ensuring each specified object is
accurately positioned within its corresponding bounding box bi.

5 GROUNDIT: Grounding Diffusion Transformers

We propose GROUNDIT, a training-free framework based on DiT for generating images spatially
grounded on bounding boxes. Each denoising step in GROUNDIT consists of two stages: Global
Update and Local Update. Global Update ensures coarse alignment between the noisy image and the
bounding boxes through a gradient descent update using cross-attention maps (Sec. 5.1). Following
this, Local Update further provides fine-grained control over individual bounding boxes via a novel
noisy patch transplantation technique (Sec. 5.3). This approach leverages our key observation of
DiT’s semantic sharing property, introduced in Sec. 5.2. An overview of this two-stage denoising
step is provided in Fig. 2.
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5.1 Global Update with Cross-Attention Maps

First, the noisy image xt is updated to spatially align with the bounding box inputs. For this, we
leverage the rich structural information encoded in cross-attention maps, as first demonstrated by
Chefer et al. [7]. Each cross-attention map shows how a region of the noisy image correspond to a
specific word in the global prompt P . Let DiT consist of M sequential DiT blocks. As xt passes
through the m-th block, the cross-attention map ami,t ∈ Rh×w×1 for object pi is extracted. For each
grounding condition gi, the mean cross-attention map Ai,t is obtained by averaging ami,t over all M
blocks as follows:

Ai,t =
1

M

M−1∑
m=0

ami,t. (4)

For convenience, we denote the operation of extracting Ai,t for every gi ∈ G as below:

{Ai,t}N−1
i=0 ← ExtractAttention(xt, t, cP , G). (5)

Then, following prior works on U-Net-based diffusion models [48, 47, 38, 9, 36, 7], we measure
the spatial alignment for each object pi by comparing its mean cross-attention map Ai,t with its
corresponding bounding box bi, using a predefined grounding loss L(Ai,t, bi) as defined in R&B [47].
The aggregated grounding loss LAGG is then computed by summing the grounding loss across all
grounding conditions gi ∈ G:

LAGG({Ai,t}N−1
i=0 , G) =

N−1∑
i=0

L(Ai,t, bi). (6)

Based on the backpropagation from LAGG, xt is updated via gradient descent as follows:

x̂t ← xt − ωt∇xt
LAGG (7)

where ωt is a scalar weight value for gradient descent. We refer to Eq. 7 as the Global Update, as the
whole noisy image xt is updated based on an aggregated loss from all grounding conditions in G.

The Global Update achieves reasonable accuracy in spatial grounding. However, it often struggles
with more complex grounding conditions. For instance, when G contains multiple bounding boxes
(e.g., six boxes in Fig. 4, Row 9) or small, thin boxes (e.g., Fig. 4, Row 5), the desired objects
may be missing or misaligned with the boxes. These examples show that the Global Update lacks
fine-grained, box-specific control, underscoring the need for precise controls for individual bounding
boxes. In the following sections, we introduce a novel method to achieve this fine-grained spatial
control.

5.2 Semantic Sharing in Diffusion Transformers

In this section, we present our observations on an intriguing property of DiT, semantic sharing, which
will serve as a key building block for our main method in Sec. 5.3.

Joint Denoising. We observed that DiT can jointly denoise two different noisy images together. For
example, consider two noisy images, xt and yt, both at timestep t in the reverse diffusion process.
Position embeddings are applied to the image tokens according to their sizes, resulting in x̄t = PE(xt)
and ȳt = PE(yt). Notably, the two noisy images can differ in size, providing flexibility in joint
denoising. The key part is that the two noisy images—more precisely, two sets of image tokens—are
merged into a single set zt. We denote this process as Merge(·) (see Alg. 1, line 4). zt is passed
through the DiT blocks, yielding the output zt−1, which is then split into the denoised versions xt−1

and yt−1 via Split(·). Joint denoising is illustrated in Fig. 3-(A), and a pseudocode for a single step
of joint denoising is shown in Alg. 1.

Semantic Sharing. Surprisingly, we found that joint denoising of two noisy images generates
semantically correlated content in correponding pixels, even when the initial random noise differs.
Consider two noisy images, xT ∈ Rhx×wx×d and yT ∈ Rhy×wy×d, both initialized from a unit
Gaussian distributionN (0, I). We experiment with a reverse diffusion process in which, for the initial
100γ% of the denoising steps (γ ∈ [0, 1]), xT and yT undergo joint denoising. For the remaining
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(B) Semantic Sharing between Equal Resolutions(A) Joint Denoising 
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Figure 3: (A) Joint Denoising. Two different noisy images, xt and yt, are each assigned positional
embeddings based on their respective sizes. The two sets of image tokens are then merged and passed
through DiT for a denoising step. Afterward, the denoised tokens are split back into xt−1 and yt−1.
(B), (C) Semantic Sharing. Denoising two noisy images using joint denoising results in semantically
correlated content between the generated images. Here, γ indicates that joint denoising is during the
initial 100γ% of the timesteps, after which the images are denoised for the remaining steps.

timesteps, they are denoised independently. The same text embedding c is used as a condition in both
cases.

Fig. 3 shows the generated images from xT and yT across different γ values. In Fig. 3-(B), xT

and yT have the same resolution (hx = hy, wx = wy), while in Fig. 3-(C) their resolutions differ
(hx > hy, wx > wy). When γ = 0, the two noisy images are denoised completely independently,
resulting in clearly distinct images (leftmost column). We found that DiT models have a certain range
of resolutions within which they can generate plausible images—which we refer to as generatable
resolutions—but face challenges when generating images far outside this range. This is demonstrated
in the output of y0 in Fig. 3-(C) with γ = 0. Further discussions and visual analyses are provided in
the Appendix (Sec. D). But as γ increases, allowing xT and yT to be jointly denoised in the initial
steps, the generated images become progressively more similar. When γ = 1, the images generated
from xT and yT appear almost identical. These results demonstrate that, in joint denoising, assigning
identical or similar positional embeddings to different image tokens promotes strong interactions
between them during the denoising process. This correlated behavior during joint denoising causes
the two image tokens to converge toward semantically similar outputs—a phenomenon we term
semantic sharing.

Notably, this pattern holds not only when both noisy images share the same resolution (Fig. 3-(B)),
but even when one of the images does not have DiT’s generatable resolution (Fig. 3-(C)). While
self-attention sharing techniques have been explored in U-Net-based diffusion models to enhance
style consistency between images [20, 34], they have been limited to images of equal resolution.
By leveraging the flexibility to assign positional embeddings across different resolutions, our joint

Algorithm 1: Pseudocode of Joint Denoising (Sec. 5.2).
Inputs: xt ∈ Rhx×wx×d,yt ∈ Rhy×wy×d, t, c, l; // Noisy images, timestep, text embedding,

patch size.
Outputs: xt−1,yt−1; // Noisy images at timestep t− 1.

1 Function JointDenoise(xt,yt, t, c):
2 nx ← hxwx/l

2, ny ← hywy/l
2; // Store the number of image tokens.

3 x̄t ← PE(xt), ȳt ← PE(yt); // Apply positional embeddings.
4 zt ← Merge(x̄t, ȳt); // Merge two sets of image tokens.
5 zt−1 ← Denoise(zt, t, c); // Denoising step with DiT.
6 {xt−1,yt−1} ← Split(zt−1, {nx, ny}); // Split back into two sets.
7 return xt−1,yt−1;
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denoising approach extends across heterogeneous resolutions, offering greater versatility. We provide
further discussions and analyses on semantic sharing in the Appendix (Sec. D).

5.3 Local Update with Noisy Patch Transplantation

In this section, we introduce our key technique: Local Update via noisy patch cultivation and
transplantation. Building on DiT’s semantic sharing property from Sec. 5.2, we show how this can be
leveraged to provide precise spatial control over each bounding box.

Main & Object Branches. We propose a parallel denoising approach with multiple branches:
one for the main noisy image x̂t and additional branches for each grounding condition gi. The
main branch denoises the main noisy image using the global prompt P , while each object branch is
designed to denoise local regions within the bounding boxes, enabling fine-grained spatial control
over each region. For each i-th object branch, there is a distinct noisy object image ui,t, initialized
as ui,T ∼ N (0, I). We predefine the resolution of the noisy object image ui,t by searching in
PixArt-α’s generatble resolutions that closely match the aspect ratio of the corresponding bounding
box bi. With x̂t obtained from Global Update (Sec. 5.1), each branch performs denoising in parallel.
Below we explain the denoising mechanism for each branch.

Noisy Patch Cultivation. In the main branch at timestep t, the noisy image x̂t is denoised using
the global prompt P as follows: x̃t−1 ← Denoise(PE(x̂t), t, cP ), where x̂t is the output from the
Global Update and cP is the text embedding of P . For the i-th object branch, there are two inputs:
the noisy object image ui,t and a subset vi,t of image tokens extracted from x̂t, corresponding to
the bounding box bi. We denote this extraction as vi,t ← Crop(x̂t, bi), where vi,t ∈ Rhi×wi×d is
referred to as a noisy local patch. Here, hi and wi corresponds to height and width of bounding box
bi, respectively. Joint denoising is then performed on ui,t and vi,t to yield their denoised versions:

{ui,t−1,vi,t−1} ← JointDenoise(ui,t,vi,t, t, ci), (8)

where ci is the text embedding of the object pi.

Through semantic sharing with the noisy object image ui,t during joint denoising, the denoised local
patch vi,t−1 is expected to gain richer semantic features of object pi than it would without joint
denoising. Note that even when the noisy local patch vi,t does not meet the typical generatable
resolution of DiT (since it often requires cropping small bounding box regions of x̂t to obtain vi,t), it
offers a simple and effective way for enriching vi,t of the semantic features of object pi. We refer to
this process as noisy patch cultivation.

Noisy Patch Transplantation. After cultivating local patches through joint denoising in Eq. 8,
each patch is transplanted into x̃t−1, obtained from the main branch. The patches are transplanted in
their original bounding box regions specified by bi as follows:

x̃t−1 ← x̃t−1 ⊙ (1−mi) + Uncrop(vi,t−1, bi)⊙mi (9)

Here, ⊙ denotes the Hadamard product, mi is a binary mask for the bounding box bi, and
Uncrop(vi,t−1, bi) applies zero-padding to vi,t−1 to align its position with that of bi. This trans-
plantation enables fine-grained local control for the grounding condition gi. After transplanting the
outputs from all N object branches, we obtain xt−1, representing the final output of GROUNDIT
denoising step at timestep t. In xt−1, the image tokens within the bi region are expected to possess
richer semantic information about object pi compared to the initial x̃t−1 from the main branch. This
process is referred to as noisy patch transplantation. We provide implementation details and full
pseudocode of a single GROUNDIT denoising step in the Appendix (Sec. E).

6 Results

In this section, we present the experiment results of our method, GROUNDIT, and provide compar-
isons with baselines. For the base text-to-image DiT model, we use PixArt-α [8], which builds on the
original DiT architecture [37] by incorporating an additional cross-attention module to condition on
text prompts.
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Layout Layout-
Guidance [9]

Attention-
Refocusing [38]

BoxDiff [48] R&B [47] PixArt-R&B GROUNDIT

“A dog in the beautiful park.”

“An eagle is flying over a tree.”

“A duck wearing a hat standing near a bicycle.”

“A plastic bottle and an apple on a table.”

“An apple and a banana and a cup on a table.”

“"A dog wearing sunglasses and a red hat and a blue tie.”

“A chair and a table and a bed is on the room with a photo frame on the wall and a ceiling lamp [...]”

“A dog and a bird sitting on a branch while an eagle is flying in the sky.”

“A car and a dog on the road while horse and a chair is on the grass.”

Figure 4: Qualitative comparisons between our GROUNDIT and baselines. Leftmost column shows
the input bounding boxes, and columns 2-6 include the baseline results. The rightmost column
includes the results of our GROUNDIT.
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6.1 Evaluation Settings

Baselines. We compare our method with state-of-the-art training-free approaches for bounding
box-based image generation, including R&B [47], BoxDiff [48], Attention-Refocusing [38], and
Layout-Guidance [14]. For a fair comparison, we also implement R&B using PixArt-α, which we
refer to as PixArt-R&B, and treat it as an internal baseline. Note that this is identical to our method
without the Local Guidance (Sec. 5.3).

Evaluation Metrics and Benchmarks.

• (Grounding Accuracy) We follow the evaluation protocol of R&B [47] to assess spatial grounding
on the HRS [3] and DrawBench [43] datasets, using three criteria: spatial, size, and color. The
HRS dataset consists of 1002, 501, and 501 images for each respective criterion, with bounding
boxes generated using GPT-4 by Phung et al. [38]. For DrawBench, we use the same 20 positional
prompts as in R&B [47].

• (Prompt Fidelity) We use the CLIP score [21] to evaluate how well the generated images adhere to
the text prompt. Additionally, we assess our method using PickScore [28] and ImageReward [49],
which provide human alignment scores based on the consistency between the text prompt and
generated images.

Method HRS DrawBench
Spatial (%) Size (%) Color (%) Spatial (%)

Backbone: Stable Diffusion [41]

Stable Diffusion [41] 8.48 9.18 12.61 12.50
PixArt-α [8] 17.86 11.82 19.10 20.00
Layout-Guidance [9] 16.47 12.38 14.39 36.50
Attention-Refocusing [38] 24.45 16.97 23.54 43.50
BoxDiff [48] 16.31 11.02 13.23 30.00
R&B [47] 30.14 26.74 32.04 55.00

Backbone: PixArt-α [8]

PixArt-R&B 37.13 20.76 29.07 60.00

GROUNDIT (Ours) 45.01 27.75 35.67 60.00

Table 1: Quantitative comparisons of grounding accuracy on HRS [3] and DrawBench [43] bench-
marks. Bold represents the best, and underline represents the second best method.

6.2 Grounding Accuracy

Quantitative Comparisons. Tab. 1 presents a quantitative comparison of grounding accuracy be-
tween our method, GROUNDIT, and baselines. GROUNDIT outperforms all baselines across different
criteria of grounding accuracy—spatial, size, and color—including the state-of-the-art R&B [47]
and our internal baseline PixArt-R&B. Notably, the spatial accuracy on the HRS benchmark [3]
(Col. 1) of GROUNDIT is significantly higher, with a +14.87% improvement over R&B and +7.88%
over PixArt-α. The comparison between PixArt-α [8], PixArt-R&B and GROUNDIT highlights the
effectiveness of the two-stage pipeline of GROUNDIT. First, integrating the loss-based Global Update
into PixArt-α results in a substantial improvement in spatial accuracy (from 17.86% to 37.13%).
Then, incorporating our key contribution, the Local Update, further boosts accuracy (from 37.13%
to 45.01%). For size accuracy (Col. 2), which evaluates how well the size of each generated object
matches its corresponding bounding box, GROUNDIT shows a +1.01% improvement over R&B. In
terms of color accuracy (Col. 3), our method achieves a +6.60% improvement over PixArt-R&B and
outperforms R&B by +3.63%. This underscores the effectiveness of our noisy patch transplantation
technique in accurately assigning color descriptions to the corresponding objects. As DrawBench [43]
only contains images with two bounding boxes, which are relatively easy to generate, employing
the Global Update is sufficient for grounding. We present additional quantitative comparisons of
grounding accuracy in the Appendix (Sec. B).

Qualitative Comparisons. Fig. 4 presents the qualitative comparisons. When the grounding
condition involves one or two simple bounding boxes (Rows 1, 2), both our method and the baselines
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successfully generate objects within the designated regions. However, as the number of bounding
boxes increases and the grounding conditions become more challenging, the baselines struggle to
correctly place each object inside the bounding box (Rows 4, 8), or even fail to generate the object at
all (Rows 5, 7, 9). In contrast, GROUNDIT successfully grounds each object within the boxes, even
when the number of boxes is relatively high, such as four boxes (Rows 5, 6, 8), five boxes (Row 7) and
six boxes (Row 9). This highlights that our proposed noisy patch transplantation technique provides
superior control over each bounding box, addressing the limitations of previous loss-based update
methods, as discussed in Sec. 5.1. For more qualitative comparisons, including images generated
with various aspect ratios, please refer to the Appendix (Sec. G and Fig. 5).

6.3 Prompt Fidelity

Tab. 2 presents a quantitative comparison of prompt fidelity between our method and PixArt-R&B.
Each metric is measured using the generated images from the HRS dataset [3]. GROUNDIT achieves
higher CLIP score [21] than PixArt-R&B (Col. 1), indicating that our noisy patch transplantation
improves the text prompt fidelity of the generated images. Additionally, our method achieves a higer
ImageReward [49] score, which measures human preference by considering both prompt fidelity and
overall image quality. While GROUNDIT shows a slight underperformance compared to PixArt-R&B
in Pickscore [28], it remains comparable overall. We provide further comparisons of prompt fidelity
with other baselines in the Appendix (Sec. C).

Method CLIP score ↑ ImageReward ↑ PickScore ↑
PixArt-R&B 33.49 0.28 0.52
GROUNDIT (Ours) 33.63 0.44 0.48

Table 2: Quantitative comparisons on prompt fidelity on HRS benchmark [3]. Bold represents the
best method.

7 Conclusion

In this work, we introduced GROUNDIT, a training-free spatial grounding technique for text-to-image
generation, leveraging Diffusion Transformers (DiT). To address the limitation of prior approaches,
which lacked fine-grained spatial control over individual bounding boxes, we proposed a novel
approach that transplants a noisy patch generated in a separate denoising branch into the designated
area of the noisy image. By exploiting an intriguing property of DiT, semantic sharing, which
arises from the flexibility of the Transformer architecture and the use of positional embeddings,
GROUNDIT generates a smaller patch by simultaneously denoising two noisy image: one with a
smaller size and the other with a generatable resolution by DiT. Through semantic sharing, these two
noisy images become semantic clones, enabling fine-grained spatial control for each bounding box.
Our experiments on the HRS and DrawBench benchmarks demonstrated that GROUNDIT achieves
state-of-the-art performance compared to previous training-free grounding methods.

Limitations and Societal Impacts. A limitation of our method is the increased computation time,
as it requires a separate object branch for each bounding box. We provide further analysis on the
computation time in the Appendix (Sec. F). Additionally, like other generative AI techniques, our
method is susceptible to misuse, such as creating deepfakes, which can raise significant concerns
related to privacy, bias, and fairness. It is crucial to develop safeguards to control and mitigate these
risks responsibly.
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Appendix

Figure 5: Spatially grounded images generated by our GROUNDIT with varying aspect ratios and
sizes. Each image is generated based on a text prompt along with bounding boxes, which are
displayed next to (or below) each image.
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A Positional Embeddings in Diffusion Transformers

Diffusion Transformers (DiT) [37] handle noisy images of varying aspect ratios and resolutions by
processing them as a set of image tokens. For this, the noisy image is first divided into patches,
with each patch subsequently converted into an image token of hidden dimension D through a linear
embedding layer. DiT then applies 2D sine-cosine positional embeddings to each image token, based
on its coordinates (x, y), defined as follows:

px,y := CONCAT [px, py] , where px := [cos(wd · x), sin(wd · x)]D/4
d=0

py := [cos(wd · y), sin(wd · y)]D/4
d=0

where wd = 1/10000(4d/D). The positional embedding px,y is then added to each corresponding
image token, denoted as PE(·).

B Additional Quantitative Comparisons: Grounding Accuracy

In addition to Sec. 6.2, we provide further quantitative comparisons of grounding accuracy between
our GROUNDIT and the baselines. Specifically, we generated images based on text prompts and
bounding boxes using each method, then calculated the mean Intersection over Union (mIoU) between
the detected bounding boxes from an object detection model [55] and the input bounding boxes.
Below, we present the quantitative comparisons across three datasets with varying average numbers
of bounding boxes: subset of MS-COCO-2014 [33], HRS-Spatial [3], and a custom dataset.

Dataset Subset of
MS-COCO-2014 [33] HRS-Spatial [3] Custom Dataset

Avg. # of Bounding Boxes 2.06 3.11 4.48

Table 3: Average number of bounding boxes per dataset.

Subset of MS-COCO-2014. We filtered the validation set of MS-COCO-2014 [33] to exclude
image-caption pairs where the target objects were either not mentioned in the captions or duplicate
objects were present. From this filtered set, we randomly selected 500 pairs for evaluation.

The results are presented in Tab. 4, column 2. GROUNDIT outperforms R&B by 0.021 (a 5.1%
improvement) and PixArt-R&B by 0.014 (a 2.2% improvement). The relatively small margin can
be attributed to the simplicity of the task, as this dataset has an average of 2.06 bounding boxes
(Tab. 3), making it less challenging even for the baseline methods.

HRS-Spatial. Column 3 of Tab. 4 presents the results on the Spatial subset of the HRS dataset [3].
GROUNDIT surpasses R&B [47] by 0.046 (a 14.1% improvement) and PixArt-R&B by 0.038 (an
11.4% improvement). Compared to the results on the MS-COCO-2014 subset, the higher percentage
increase in mIoU highlights the robustness of GROUNDIT under more complex grounding conditions.
Note that HRS-Spatial has an average of 3.11 bounding boxes (Tab. 3), which is higher than that of
the MS-COCO-2014 subset (2.06).

Custom Dataset. The custom dataset consists of 500 layout-text pairs, generated using the layout
generation pipeline from LayoutGPT [15]. As shown in column 4 of Tab. 4, GROUNDIT outperforms
R&B by 0.052 (a 26.3% improvement) and PixArt-R&B by 0.044 (a 21.4% improvement). This
dataset has the highest average number of bounding boxes at 4.48 (Tab. 3). These results further
emphasize the robustness and effectiveness of our approach in handling more complex grounding
conditions with a larger number of bounding boxes.
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Method Subset of
MS-COCO-2014 [33] HRS-Spatial [3] Custom Dataset

Backbone: Stable Diffusion [41]

Stable Diffusion [41] 0.176 0.068 0.030
PixArt-α [8] 0.233 0.085 0.036
Layout-Guidance [9] 0.307 0.199 0.122
Attention-Refocusing [38] 0.254 0.145 0.078
BoxDiff [48] 0.324 0.164 0.106
R&B [47] 0.411 0.326 0.198

Backbone: PixArt-α [8]

PixArt-R&B 0.418 0.334 0.206

GROUNDIT (Ours) 0.432 0.372 0.250

Table 4: Quantitative comparisons of mIoU (↑) on a subset of MS-COCO-2014 [33], HRS-Spatial [3],
and our custom dataset. Bold represents the best, and underline represents the second best method.

C Additional Quantitative Comparisons: Prompt Fidelity

In addition to Sec. 6.3, we provide further quantitative comparisons of the prompt fidelity of the
generated images between our GROUNDIT and the baselines. We evaluated the generated images
from the HRS dataset [3] using three different metrics: CLIP score [21], ImageReward [49], and
PickScore [28]. The results are presented in Tab. 5. Since PickScore evaluates preferences between a
pair of images, we report the difference between our GROUNDIT and each baseline method in column
4. Our GROUNDIT consistently outperforms the baselines in both CLIP score and ImageReward. For
PickScore, GROUNDIT outperforms all baselines except PixArt-R&B, while remaining comparable.

Method CLIP score ↑ ImageReward ↑ PickScore ↑
(Ours − Baseline)

Backbone: Stable Diffusion [41]

Layout-Guidance [9] 32.48 -0.401 +0.30
Attention-Refocusing [38] 31.36 -0.508 +0.22
BoxDiff [48] 32.57 -0.199 +0.30
R&B [47] 33.16 -0.021 +0.26

Backbone: PixArt-α [8]

PixArt-R&B 33.49 0.280 -0.04

GROUNDIT (Ours) 33.63 0.444 -

Table 5: Quantitative comparisons of prompt fidelity on the HRS dataset [3]. Bold represents the best
method.

D Additional Analysis on Semantic Sharing

In this section, we provide further analyses on the generatable resolution and the semantic sharing
property of DiT, initially introduced in Sec. 5.2.

Generatable Resolution of DiT. Although recent DiT models can generate images at various
resolutions, they still struggle to produce images at completely arbitrary resolutions. We speculate
that this limitation arises not from the model architecture itself, but from the resolution of the
training images, which typically falls within a specific range [8]. Generating images at resolutions
far outside this range often results in implausible outputs, suggesting the existence of an acceptable
resolution range for DiT, which we refer to as its generatable resolution. In Fig. 6, we illustrate this
phenomenon. When the noisy image size falls within DiT’s generatable resolution range, the model
produces plausible images (rightmost two images). However, when the image size is significantly
outside this range (leftmost two images), DiT fails to generate a plausible image.

16



Figure 6: Illustration of the generatable resolution range of DiT. The images are generated using
PixArt-α [8] from the text prompt “A dog”, with varying resolutions.

Semantic Sharing. Even though DiT models have a limited range of generatable resolutions, their
Transformer architecture offers flexibility in handling varying lengths of image tokens, making it
feasible to merge two sets of image tokens and denoise them through a single network evaluation.
Leveraging this flexibility of Transformers, we presented our joint denoising technique (Alg. 1). Our
main observation was that the joint denoising between two noisy images causes the two generated
images to become semantically correlated, as illustrated in Fig. 3-(B) and Fig. 3-(C).

In addition to the visualizations in Fig. 3, we further quantify the semantic sharing property by
measuring the LPIPS score [52] between two generated images. To explore the effect of joint
denoising, we varied the parameter γ ∈ [0, 1], which controls the proportion of denoising steps where
joint denoising is applied. Specifically, γ = 0 means no joint denoising is applied, and each image
is denoised independently, while γ = 1 means full joint denoising across all steps. As shown in
Fig. 7, increasing γ (i.e., applying more joint denoising steps) results in a decrease in the LPIPS score
between the two generated images, indicating that the images become more semantically similar as
joint denoising is applied for a larger portion of the denoising process.

(a) Semantic sharing between equal resolutions (b) Semantic sharing between different resolutions

Figure 7: LPIPS score between two generated images with varying γ value. A gradual decrease in
LPIPS [52] indicates that joint denoising progressively enhances the similarity between the generated
images.

E Implementation Details

As the base text-to-image DiT model, we used the 512-resolution version of PixArt-α [8]. For
sampling we employed the DPM-Solver scheduler [35] with 50 steps. Out of the 50 denoising steps,
we applied our GROUNDIT denoising step (Alg. 2) for the initial 25 steps, and applied the vanilla
denoising step for the remaining 25 steps. For the grounding loss in Global Update of GROUNDIT,
we adopted the definition proposed in R&B [47], and we set the loss scale to 10 and used a gradient
descent weight of 5 for the gradient descent update in Eq. 7.

As discussed in Sec. 5.3, for each i-th object branch we have a noisy object image ui,t and a noisy
local patch vi,t, which is extracted from the noisy image x̂t in main branch via vi,t ← Crop(x̂t, bi).
We determine the resolution of the noisy object image ui,t by selecting from PixArt-α’s generatable
resolutions, choosing one that best aligns with the aspect ratio of the corresponding bounding box bi.
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All our experiments were conducted an NVIDIA RTX 3090 GPU. In Algorithm 2, we provide the
pseudocode of GROUNDIT single denoising step.

Algorithm 2: Pseudocode of GROUNDIT denoising step.
Parameters : ωt; // Gradient descent weight.
Inputs: xt, {ui,t}N−1

i=0 , G, cP ; // Noisy images, grounding conditions, text embedding.
Outputs: xt−1, {ui,t−1}N−1

i=0 ; // Noisy images at timestep t− 1.
1 Function GlobalUpdate(xt, t, cP , G) :

// bi holds coordinate information of bounding box, (Sec. 4)
2 {Ai,t}N−1

i=0 ← ExtractAttention(xt, t, cP , G); // Extract cross-attention maps.
3 LAGG ←

∑N−1
i=0 L(Ai,t, bi); // Compute aggregated grounding loss.

4 x̂t ← xt − ωt∇xtLAGG; // Gradient descent (Eq. 7)
5 return x̂t;

6 Function LocalUpdate(x̂t, {ui,t}N−1
i=0 , t, cP , G) :

7 x̃t−1 ← Denoise(x̂t, t, cP ); // Main branch
8 for i = 0, . . . , N − 1 do

// i-th object branch
9 vi,t ← Crop(x̂t, bi); // Obtain noisy local patch.

10 {ui,t−1,vi,t−1} ← JointDenoise(ui,t,vi,t, t, ci); // Joint denoising.

11 for i = 0, . . . , N − 1 do
// mi is a binary mask corresponding to bi

12 x̃t−1 ← x̃t−1 ⊙ (1−mi) + Uncrop(vi,t−1, bi)⊙mi; // Patch Transplantation.

13 xt−1 ← x̃t−1

14 return xt−1, {ui,t−1}N−1
i=0 ;

15 Function GrounDiTStep(xt, {ui,t}N−1
i=0 , t, cP , G):

16 x̂t← GlobalUpdate(xt, t, cP , G) ; // Global update (Sec. 5.1)

17 xt−1, {ui,t−1}N−1
i=0 ← LocalUpdate(x̂t, {ui,t}N−1

i=0 , t, cP , G) ; // Local update
(Sec. 5.3)

18 return xt−1, {ui,t−1}N−1
i=0 ;

F Analysis on Computation Time
We present the average inference time based on the number of bounding boxes in Tab. 6. While our
method shows a slight increase in inference time, the rate of increase remains modest. For three
bounding boxes, the inference time is 1.01 times that of R&B and 1.33 times that of PixArt-R&B.
Even with six bounding boxes, the inference time is only 1.41 times that of R&B and 1.90 times that
of PixArt-R&B.

# of bounding boxes 3 4 5 6

R&B [47] 37.52 38.96 39.03 39.15
PixArt-R&B 28.31 28.67 29.04 29.15
GROUNDIT (Ours) 37.71 41.10 47.83 55.30

Table 6: Comparison of the average inference time based on the number of bounding boxes. Values
in the table are given in seconds.

G Additional Qualitative Results

We provide more qualitative comparisons in Fig. 8. Our method demonstrates greater robustness
against issues such as the missing object problem, attribute leakage, or object interruption prob-
lem [47], due to its local update mechanism with semantic sharing. For instance, in Row 1, baseline
methods struggle to generate certain objects (i.e. missing object problem). In Row 2, baselines
generate a banana that retains features of an apple, illustrating attribute leakage. In Row 3, R&B
generates a bus that interrupts the generation of a couch, with part of the bus overlapping with the
designate region of the couch. Similarly, in PixArt-R&B, a hamburger and a donut interrupt the

18



Layout R&B [47] PixArt-R&B GROUNDIT

“A bear sitting between a surfboard and a chair with a bird flying in the sky.”

“A banana and an apple and an elephant and a backpack in the meadow with bird flying in the sky.”

“A realistic photo, a hamburger and a donut and a couch and a bus and a surfboard in the beach.”

“A blue vase and a wooden bowl with a watermelon sit on a table, while a bear holding an apple.”

Figure 8: Additional qualitative comparisons between our GROUNDIT, the previous state-of-the-art,
R&B [47], and our internal baseline PixArt-R&B. Leftmost column shows the input bounding boxes,
and columns 2-3 include the baseline results. The rightmost column includes the results of our
GROUNDIT.

generation of a surfboard, demonstrating the object interruption problem. In more challenging
cases, like Row 4, combinations of these issues appear. By contrast, our method consistently generates
each object accurately within specified locations, even under complex bounding box configurations,
highlighting its robustness and precision. Additional results are shown in Fig. 9, and examples of
various aspect ratio images generated with grounding conditions are provided in Fig. 5.

19



Layout GROUNDIT Layout GROUNDIT

“A boat floating on a calm lake.” “An upright bear riding a bicycle.”

“An aurora lights up the sky and a house is on the grassy
meadow with a mountain in the background.”

“A person is sitting on a chair and a bird is sitting
on a horse while horse is on the top of a car.”

“A cat sitting on a sunny windowsill.” “A bicycle standing near a telephone booth in the park.”

“A castle stands across the lake and the bird flies
in the blue sky.”

“A Monet painting of a woman standing on a flower
field holding an umbrella sideways with a house

in the background.”

Figure 9: Additional spatially grounded images generated by out GROUNDIT.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction include our key contribution of improving the
spatial grounding of Diffusion Transformers via noisy patch transplantation, and mention
the experimental results.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: In the Conclusion section and Section D of appendix, we discuss our main
limitation, which is the increased computation time for image generation.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: Our work is mainly based on empirical observations regarding Diffusion
Transformers, and does not include theoretical findings.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In the appendix, we provide the exact model that our method is build upon,
and the implementation details required for reproducing the method.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: While we have not provided the code yet, we provide a link to our project
page, at which we will provide the official code for our method.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Both in the Results section and Appendix, we provide the used benchmarks,
our experiment settings, and the used hyperparameters.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We do not provide error bars for the experiments as we have not run our main
experiments multiple times.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the specific GPU resources and also the inference time of our
generation method.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research process and results adhere to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In the Conclusion section, we discuss the potential societal impacts of our
work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.

24

https://neurips.cc/public/EthicsGuidelines


• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [No]

Justification: We do not discuss any additional safeguards for our method. However, we
adhere to the safeguards already implemented in text-to-image models that we utilize.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We credit the authors of Attention Refocusing [38] who have suggested the
evaluation method, and also the creators of HRS [3] and DrawBench [43].

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [No]

Justification: For the custom benchmarks that we have used in additional experiments in the
appendix, we plan to open-source them along with the official code.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not include research with crowdsourcing and human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We do not include research with crowdsourcing and human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

27


	Introduction
	Related Work
	Spatial Grounding via Fine-Tuning
	Spatial Grounding via Training-Free Guidance

	Background: Diffusion Transformers
	Problem Definition
	GrounDiT: Grounding Diffusion Transformers
	Global Update with Cross-Attention Maps
	Semantic Sharing in Diffusion Transformers
	Local Update with Noisy Patch Transplantation

	Results
	Evaluation Settings
	Grounding Accuracy
	Prompt Fidelity

	Conclusion
	Positional Embeddings in Diffusion Transformers
	Additional Quantitative Comparisons: Grounding Accuracy
	Additional Quantitative Comparisons: Prompt Fidelity
	Additional Analysis on Semantic Sharing
	Implementation Details
	Analysis on Computation Time
	Additional Qualitative Results

