
On research oversight for fostering responsible AI R&D ecosystem

Neeti Pokhriyal
RAND Corporation

npokhriyal@rand.org

Abstract

An overlooked area in AI Governance is the discussion on
oversight of research and development related to AI. We are
inspired by the work on federal research oversight policies in
bio-safety and bio-security communities, which are critical
components of effective governance and ensure the respon-
sible conduct of potentially dual-use research. In this paper,
we highlight the need for discussions related to the critically
important topic of research oversight of AI R&D and the po-
tential benefits of such oversight to the AI R&D ecosystem.
We identify if and how the frameworks in the bio-safety and
bio-security community can help us think through the devel-
opment of such a policy framework for AI, identify the crit-
ical challenges unique to AI when thinking of research over-
sight policies and procedures, and propose a suggested frame-
work to mitigate some of the challenges. The intent of this
paper is to ensure that there are appropriate risk identifica-
tion and mitigating methods in place to prevent incidents and
to raise awareness among researchers, academic institutions,
and funding agencies about concerns related to AI safety and
security.

Introduction
An overlooked area in AI Governance is the discussion on
federal oversight of research and development related to AI.
Rapid advances in AI technology and efforts to embed it in
critical sectors like health, education, defense, etc., to pro-
vide societal benefits also pose new risks and have spurred
efforts related to regulatory and nonregulatory mechanisms
and guidelines for the governance of AI technologies. The
focus of these efforts has been wide-ranging from aspects
related to training for federal employees, disclosure of AI
use by individual agencies, export controls, protection of pri-
vacy and worker’s rights, risk management, and mitigation
standards.

However, the focus of this paper is different. Many of the
above efforts can be viewed as framing regulatory guide-
lines for aposteriori AI technologies, i.e., once the AI mod-
els are developed, deployed, and integrated across various
sectors of society. Here, we focus on guidelines for apriori
oversight of AI, i.e., questions that govern if the research
has a dual use potential and, if yes, what are the appropriate
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risk mitigation steps in place that prevent undue harm. Dual-
use research can be utilized for both benevolent and harm-
ful purposes (National Institute of Health, 2023). Research
oversight of AI R&D also encompasses questions related to
increasing awareness and education of AI researchers, de-
velopers, their research institutions, and funding agencies.

As an exemplar, the biosecurity and biosafety communi-
ties have policies for research oversight, which are a crit-
ical component of effective governance and ensure the re-
sponsible conduct of dual-use research. The 2012 Federal
DURC, the 2014 Institutional DURC, and the 2017 P3CO
Framework policies are key components of the federal over-
sight framework for research in biosafety and biosecurity
and have recently been modified in May 2024 as the United
States Government (USG) Policy for Oversight of Dual Use
Research of Concern and Pathogens with Enhanced Pan-
demic Potential. The policies have provided useful guide-
lines and awareness to researchers, academic institutions,
and federal funding agencies on the critical safety and se-
curity concerns related to this type of research.

It is important to highlight that the types of risks that re-
search oversight in biosafety and security communities deal
with typically encompass research that could lead to the de-
velopment of toxins or pathogens, increase their transmissi-
bility to humans or society, or raise potential national secu-
rity concerns, e.g., creation of chemical-biological weapons.
It also encompasses security incidents, likely caused by mis-
use of knowledge or technology. Drawing an analogy, we are
looking for similar types of risks in AI that oversight mech-
anisms might be able to prevent.

In this paper, we bring the idea of research oversight to the
federal AI R&D ecosystem. We argue that if there are over-
sight guidelines and policies, which could be binding or non-
binding, that ensure that appropriate measures are in place
within the academic or research institutions, researchers, and
funding agencies in a manner that is commensurate with the
risk to minimize adverse impacts on research innovation and
openness to share the benefits of research.

Multiple stakeholders are affected by the policies and is-
sues related to research oversight. These are 1) Federal fund-
ing agencies, which could be a federal department, agency,
or office that funds research within the United States or inter-
nationally; 2) the principal investigators (PI); and 3) the aca-
demic or research institutions, which provide further over-



sight and ensure that the research is performed safely. The
oversight framework assigns responsibilities to each of the
stakeholders so that if a potential dual-use scenario is iden-
tified by the PI, their institution and funding agency can be
informed/alerted, and necessary oversight mechanisms, such
as setting up a committee for institutional review, coming up
with risk mitigation plan, etc., can be invoked.

Our high-level contributions are as follows:

1. Highlight the need for research oversight of AI R&D,
2. Highlight the potential benefits of such an oversight to

the AI R&D ecosystem,
3. Identify if and how the frameworks in the bio-safety

and bio-security (henceforth referred to as life-sciences)
community can help us think through the development of
such a policy framework,

4. Identify the critical challenges unique to AI when think-
ing of research oversight policies and procedures

5. Propose a suggested framework to mitigate some of the
challenges.

Challenges
A critical challenge is the definition of what constitutes
dual-use AI research. Dual-use research can be utilized for
both benevolent and harmful purposes (National Institute
of Health, 2023). Most discussions on dual-use have been
in the biosafety 1 and biosecurity 2 disciplines (National
Academies of Sciences, Medicine et al. 2017; Policy 2024).

There’s a smaller subset of research termed “Dual use re-
search of concern (DURC)” in life sciences, which is de-
fined as “research that, based on current understanding, can
be reasonably anticipated to provide knowledge, informa-
tion, products, or technologies that could be directly mis-
applied to pose a significant threat with broad potential
consequences to public health and safety, crops and other
plants, animals, the environment, materiel, or national secu-
rity” (National Institute of Health, 2023). For research that is
deemed DURC, governments around the world have a set of
policies aimed at maximizing its benefits while minimizing
the risk of misuse from knowledge or technologies provided
by such research (Lev 2019; Himmel et al. 2019; Williams-
Jones, Olivier, and Smith 2014).

We posit that rather than focusing on the dual-use of AI,
we focus on a smaller subset of research in AI and term it
as “dual-use research of concern” in AI, drawing an analogy
from the life-sciences research that has grappled with similar
issues. We argue that the concept of dual-use research of
concern (DURC) in Artificial Intelligence (AI) has received
very scant attention from the policymakers as well as the
researcher community.

1Biosafety deals with the application of practices, controls, and
containment infrastructure that reduces the risk of unintentional ex-
posure to, contamination with, release of, or harm from pathogens,
toxins, and other associated biological materials.

2Biosecurity is the application of security measures designed to
prevent the loss, theft, misuse, diversion, unauthorized possession
or material introduction, or intentional release of pathogens, toxins,
biological materials, and related information and/or technology.

However, providing an equivalent definition of DURC in
AI is a challenging task owing to the complexity involved
in qualifying different factors, including, but not limited to,
understanding if dual-use arises because of the model or the
outputs of research. Very recent works have wrestled with
finding a definition of dual-use for Natural Language Pro-
cessing (Koplin 2023; Kaffee et al. 2023), or concerning
Large Language Models (Grinbaum and Adomaitis 2023)
or foundational models (Henderson et al. 2023), and do pro-
vide a good starting point for these discussions, but fall short
of providing a comprehensive definition.

More concretely, our paper makes the following contri-
butions:
1. We have provided a definition of DURC in AI and a risk-

assessment framework as starting steps in this direction
for building research oversight policies and procedures
for AI.

2. We compare and contrast the policies and regulatory
mechanisms for safeguarding DURC in the life sciences.
We elaborate on the challenges that are common for the
two disciplines, as well as highlight the ones that are
unique to AI. We highlight the unique factors that are
contributing to the potential for DURC.

3. We focus on how AI safety education, pedagogical tools,
and training of researchers, especially early-stage stu-
dents, can be instrumental in identifying, assessing, and
mitigating the DURC criteria in AI.

The rest of the paper is organized as follows: we start by
attempting a workable definition for DURC in AI; then we
compare the learnings from DURC criteria in life sciences
and contrast it with the specific challenges in AI; and, later,
we present a risk assessment framework for researchers that
can be employed as a starting point to initiate discussions on
DURC and AI safety.

Defining Dual-use research of concern in AI
The term “dual-use” has historically been used in the context
of defense applications and refers to technologies that have
the potential to be used for peaceful and military purposes.
While governments across the world have acknowledged the
role of AI as a dual-use technology (Ueno 2023; Carrozza,
Marsh, and Reichberg 2022).

As noted earlier, a precise definition of DURC in the con-
text of AI is a key first step. The Biden administration’s 2023
Executive Order (EO) (White House 2023) mentions the
term “dual-use” for foundation models, as – “Dual-use foun-
dation model means an AI model that is trained on broad
data; generally uses self-supervision; contains at least tens
of billions of parameters; is applicable across a wide range
of contexts; and that exhibits, or could be easily modified
to exhibit, high levels of performance at tasks that pose a
serious risk to security, national economic security, national
public health or safety, or any combination of those matters.”

While it is up for debate, we believe that the above def-
inition is both wide-ranging in terms of context but simul-
taneously restrictive, as it defines dual-use only in terms of
foundation models. Why constrain the definition of “dual-
use” only regarding foundation models? What about ML



models that do not qualify as foundation models but have
been shown to raise dual-use concerns in designing tox-
ins and new materials, as evidenced by (Urbina et al.
2022b; Shankar and Zare 2022). For instance, in a recent
study (Urbina et al. 2022a), the authors showed how a tra-
ditional ML-based model for designing molecules intended
for potential development to treat Alzheimer’s disease could
be easily modified to design toxins. Similarly, dual-use con-
cerns for generative AI models for text and image gener-
ation (e.g., deepfakes (Jones 2023)) have received consid-
erable attention as well (Koplin 2023; Grinbaum and Ado-
maitis 2023).

At the same time, a very broad definition (such as label-
ing all AI as potentially dual-use) could negatively impact
the innovation in this field and will fail to realize the po-
tential of AI as a catalyst for multiple and diverse domains,
from scientific discovery (Wang et al. 2023) to psychology
sciences (Demszky et al. 2023) to diplomatic decision mak-
ing (Pokhriyal and Koebe 2023).

This is not a straightforward task, given that there is
considerable ambiguity in defining dual-use even in life-
sciences (Resnik 2009; Miller and Selgelid 2007; National
Academies of Sciences, Medicine et al. 2017).

To the best of our knowledge, no current work in AI gov-
ernance talks about a narrower but more risky subset of re-
search, termed DURC in AI, and what such a classification
would mean for the researchers, research institutions, fund-
ing agencies, and policy design. Here, we attempt to provide
a definition of DURC for AI as follows: Dual-use research
of concern for AI is any research that results in AI (trained
model, technology, algorithm, products) that can be “easily
adapted” by a malicious actor for harmful use.

As mentioned earlier, this definition intentionally goes
beyond foundation models. One of the challenges in pre-
scribing a workable definition of DURC in AI is the am-
biguity in qualifying what AI itself means - is it the algo-
rithms, methodologies, trained models, or technological ar-
tifacts that are driven by the core AI research?

Through the above definition, we stress the aspect of “po-
tential for malicious use”, so technical safeguards stating
that a model’s intended purpose and “Terms and Conditions”
determining that the model need not be used for nefarious
means and/or ethics statements do not work in this context,
as used by industry standards.

It is critical to highlight the distinction between concerns
of risks due to potential dual-use and other risks associated
with AI, which includes ethical concerns (Bostrom and Yud-
kowsky 2014), issues related to bias and fairness (Zou and
Schiebinger 2018; Mhasawade, Zhao, and Chunara 2021),
and societal risks such as job loss due to automation (Shen
and Zhang 2024), many of which are actively discussed in
international venues such as the AAAI/ACM Conference on
Artificial Intelligence, Ethics, and Society3 and ACM Con-
ference on Fairness, Accountability, and Transparency4. A
related topic is the potential for malicious use of AI applica-
tions (Brundage et al. 2018) by exploiting security vulnera-

3https://www.aies-conference.com/2023/
4https://facctconference.org/

bilities of the application. These topics have been discussed
but are separate from DURC and hence are not covered by
the above definition.

Finally, it is debatable what it means for AI research to be
“easily adapted” for malicious use. Foundation models make
a strong case for such adaptability since they are designed to
be easily fine-tuned for a target application. But can other
AI models be adapted in the same way? As noted earlier,
researchers have shown how a simple thought experiment
could turn a beneficial drug-developing AI technology into
a model that could generate potentially lethal chemicals.

Moreover, with the free availability of trained models and
underlying data on public websites such as HuggingFace5,
the growing practice in the AI community to post their re-
search on pre-print servers such as arXiv6, and the increas-
ing availability of low-cost computing and data infrastruc-
ture needed to develop AI models, it is clear that the thresh-
old for “easy adaptability” is going to rapidly evolve, not to
mention the hacks and workarounds to the guardrails that
are put into place.

Unique challenges in AI, which need to be
accounted for when considering research

oversight.
In this section, we first briefly describe what DURC in life
sciences means and the policies that have been put in place;
then describe how some of the challenges of the AI commu-
nity outlined in the previous section are similar to the chal-
lenges faced by life sciences community; and lastly detail
some of the distinct challenges envisioned in conceptualiz-
ing DURC in AI.

DURC criteria in life sciences encompass research that
involves a particular set of biological agents or toxins and
certain types of experiments and is used in the context of
biosecurity and biosafety (National Academies of Sciences,
Medicine et al. 2017). For research deemed DURC, gov-
ernments around the world have a set of policies aimed at
maximizing its benefits while minimizing the risk of mis-
use from knowledge or technologies provided by such re-
search (Lev 2019; Himmel et al. 2019; Williams-Jones,
Olivier, and Smith 2014). These policies mainly cover in-
stitutional review and oversight of life sciences research,
the roles and responsibilities of principal investigators or
researchers, the role of funding agencies, and research in-
stitutions. The policies also provide requirements and per-
formance standards for reviewing and publishing such re-
search (National Academies of Sciences, Medicine et al.
2017).

As an example, in the U.S federal, policies are estab-
lished by the National Institute of Health (NIH) and Health
and Human Services to identify if there is a potential for
DURC and to develop and implement risk mitigation mea-
sures for DURC, where applicable (National Institute of
Health, 2023; Policy 2024; NIH Sourcebook; US Life Sci-
ence DURC Policy), but similar policies do not yet exist for

5https://huggingface.co/
6https://arxiv.org/
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Figure 1: Contrasting implementing and interpreting DURC in life-sciences and AI. While there are some shared challenges faced by both
communities, implementing DURC in AI has additional challenges and complexities, which need to be accounted for when thinking about
research oversight.

AI research, at least in the U.S. We searched the policy doc-
uments for the U.S. National Science Foundation’s Proposal
& Award Policies & Procedures Guide (PAPPG) and NIH,
two major funding agencies funding research in basic sci-
ences and did not find policies regarding DURC in AI that
can guide the potential principal investigators if such a con-
cern arises.

For DURC criteria in life sciences, some risk mitigation
frameworks are provided (Vennis et al. 2021; Tensmeyer
et al. 2023); however, directly translating these frameworks
in the AI domain is neither advisable nor straightforward.
While there are some prominent risk management frame-
works in AI - U.S. National Institute of Standards and Tech-
nology (NIST AI RMF), U.S. Department of Energy (DOE
AI), Organisation for Economic Co-operation and Develop-
ment (OECD) (OECD 2023) and the EU AI Act (European-
Parliament 2023), none of them call out DURC in AI. The
framework by OECD does mention dual use, but it is in the
context of misuse and exploiting vulnerabilities.

We have attempted to illustrate the intersectionality of
the DURC criteria both in life sciences and AI, as shown
in Figure 1. Some common challenges are the tensions be-
tween making research openly accessible and safeguarding
it so it cannot be misused, lack of regulation related to pri-
vately funded research, and qualitative risk assessments. The
evolving nature of the threat landscape in life sciences con-
cerns governments, who are pushing for tighter rules to safe-
guard research and establish appropriate guardrails and over-
sight (Heller 2023).

In life sciences, if access to knowledge or artifacts is
controlled, the risk of DURC is somewhat mitigated. But
what about open access with data and models that can be
downloaded, and then fine-tuned, how do we control ac-
cess then? Other challenges include wide-ranging applica-
tions of AI technologies (from societal tasks to scientific
discovery) and their rapidly growing capabilities, coupled
with nascent policies and regulatory ecosystems for safely
conducting and deploying research.

Suggested framework to mitigate some of the
challenges in thinking about research

oversight in AI R&D
It is essential to establish mechanisms that guide the AI
research community in identifying and assessing DURC-
related risk and developing mitigating strategies. Central to
these efforts is the need for an assessment framework that
can be used by researchers to assess risks related to DURC
in AI. A suggested framework is provided in Figure 2, where
we define four primary dimensions for DURC identification
and provide further sub-dimensions within each primary di-
mension.

The primary dimensions deal with assessing the poten-
tial of AI applications to be adapted for harmful use, who
and what can be harmed, how easily it can be done, and
whether it can result in newer risks and threats. We further
divide each dimension into sub-dimensions to create a nu-
anced understanding and assessment of risks. For example,



applications of DURC could span weapon design, break-
ing down social structures and jeopardizing the safety and
reliability of critical infrastructures. The second dimension
focuses on the extent of harm, focusing on vulnerable sec-
tions of our society, like children. The third dimension deals
with ease of accessibility (via open-source, APIs, weights,
and wider dissemination). The fourth dimension focuses on
creating newer vulnerabilities in crucial areas, like precision
medicine, and designing technologies that can evade detec-
tion. More dimensions can easily be incorporated.

The roles and responsibilities of different
stakeholders
Developing educational modules in AI safety and secu-
rity In recent years, the computer science education com-
munity has taken active steps to embed the concepts of ethics
and responsible computing to educate students about the po-
tential ethical implications of their work (Horton et al. 2022;
Wong-Villacres et al. 2024), including efforts to incorporate
ethics in AI education (Walsh et al. 2023). Similar devel-
opments will be needed to educate students, especially at
early stages, to identify and assess AI safety risks. We again
identify parallels with the life sciences community where
the concepts related to DURC have been integrated into the
curriculum (Miller and Selgelid 2007; Nixdorff 2013). We
envision that such educational components would not only
allow researchers to identify risks but also train them to de-
velop mitigating strategies.

Role of policymakers An important role is for the policy-
makers to establish guidelines around DURC in AI, similar
to frameworks set for life-sciences (National Academies of
Sciences, Medicine et al. 2017; Revill, Husbands, and Bow-
man 2018). Such guidelines should ensure that the - Funding
agencies - PI of AI researchers identify the potential risks
with their research and adopt appropriate mitigation strate-
gies. Recently developed frameworks, such as the NIST AI
Risk Management Framework (AI RMF) (NIST AI RMF)
in the US, have been set up to incorporate trust and safety
considerations into AI development, and these frameworks
could be extended to incorporate DURC using a framework
similar to that suggested in Figure 2.

Role of academic institutions Implementation of such
guidelines will require institutional units whose role will be
similar to that of Institutional Review Boards (IRB) that can
ensure that new research follows the established guidelines.
Funding agencies that fund such research will need to up-
date their guidelines to ensure that researchers identify any
potential DURC-related risks in their proposed research.

Role of academic conferences and journals AI confer-
ences and journals will need to update their review processes
to ensure that researchers identify any potential DURC risks
before submitting their manuscripts for consideration, simi-
lar to the Nature family of journals. AI/ML conferences and
journals, require authors to provide a statement of the poten-
tial broader impact of their work, including potential ethical
implications and future societal consequences and can be ex-
panded to include DURC-related risks.

Benefits
Research oversight can also support the development of new
ways to identify, manage, and mitigate serious risks due to
AI systems, as well as research into AI failure cases, AI
assurances, and AI incident databases. The researchers De-
veloping AI safety education and pedagogical tools for re-
searchers, especially in the early stages, in response to the
DURC, will be in the best interest of the AI research com-
munity and the scientific enterprise.

We argue that one of the potential benefits of focusing
on a narrower subset of research in AI, termed as DURC,
is that it allows to focus on significant risks, indicating that
the likelihood and magnitude of risks are such that they re-
quire careful assessment. Having a definition of DURC in
AI also allows us to draw parallels in DURC as used in the
life-sciences community - to learn from them and possibly
adapt the robust policy frameworks already in place to iden-
tify and mitigate the risks arising from such concerns. Re-
search that falls within the scope of this policy can increase
our understanding AI-safety and security concerns.

Conclusions and Next steps
In this paper, we highlight the need for research oversight in
AI R&D and borrow some ideas from such oversight poli-
cies already in the life-sciences community. We highlight the
challenges and propose a framework that could be used as a
guide in assessing risks.

Here, we define DURC in AI and discuss what can be
learned from the robust mechanisms placed within the life-
sciences community regarding this, as they have been grap-
pling with dual-use issues for the past few decades. Once
the research is identified as a potential for DURC in life sci-
ences, it means that there are significant risks in conducting
that research as it could be easily adapted for misuse. This
translates to increased oversight for researchers, academic
institutions, and funding agencies through oversights, re-
view boards, and policy guidelines for safeguarding research
so that its benefits can be maximized while minimizing the
risks.

We highlight salient factors (distinct from the life-
sciences community) that make assessment risk a particu-
larly challenging task in AI. Last, we posit that researchers
have a central role in building the criteria for DURC via ed-
ucational programs and training focusing on AI safety in
general and dual-use in particular. We also provide a risk
assessment framework for guiding researchers in thinking
about risks related to DURC in AI.

Our paper here is a first step in opening this conversa-
tion about the need for research oversight in AI-funded re-
search. We have looked at the U.S. Federal funding ecosys-
tem, but it would be interesting to see if such mechanisms
exist in other countries. Also, we understand the deficien-
cies of DURC frameworks as the classification of ”research
of concern” will always be subjective. More questions re-
main - what about research that is not federally funded; one
of the aspects of DURC is that research is not publicly re-
leased - how to balance these concerns with open science
ecosystem.
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