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ABSTRACT

Reinforcement Learning (RL) in partially observable environments poses sig-
nificant challenges due to the complexity of learning under uncertainty. While
additional information, such as that available in simulations, can enhance training,
effectively leveraging it remains an open problem. To address this, we introduce
Guided Policy Optimization (GPO), a framework that co-trains a guider and a
learner. The guider takes advantage of privileged information while ensuring align-
ment with the learner’s policy that is primarily trained via imitation learning. We
theoretically demonstrate that this learning scheme achieves optimality comparable
to direct RL, thereby overcoming key limitations inherent in existing approaches.
Empirical evaluations show strong performance of GPO across various tasks, in-
cluding continuous control with partial observability and noise, and memory-based
challenges, significantly outperforming existing methods.

1 INTRODUCTION

Many real-world tasks can be formulated as sequential decision-making problems where agents take
actions in an environment to achieve specific goals over time (Puterman, |2014). Reinforcement
Learning (RL) has emerged as a powerful tool for solving such tasks, leveraging trial-and-error
learning to optimize long-term rewards (Sutton & Barto, [2018). Despite its success, RL encounters
significant hurdles in complex and partially observable environments, where agents often operate
with limited or noisy information (Madani et al., [1999). However, during training, we often have
access to extra information that could significantly enhance learning efficiency and performance (Lee
et al., [2020a}; |Chen et al.| 2022). For instance, in robotics, while real-world sensor data may be noisy
or incomplete, simulation environments typically provide full state observability.

Despite the potential of such privileged information, effectively leveraging it in practice remains a
major challenge. One popular strategy to utilize this information is through methods like Imitation
Learning (IL) (Hussein et al.| 2017), Teacher-Student Learning (TSL), or policy distillation (Czar-
necki et al.| 2019). In these approaches, a teacher, equipped with privileged information, provides
supervision to guide the student’s learning process. However, this strategy introduces its own set of
challenges: a teacher with privileged information may impose an unrealistically high-performance
standard, making it difficult for the student to effectively imitate. This issue, known as the “impossibly
good” teacher (Walsman et al., 2023)) or imitation gap (Weihs et al.,|2024), can hinder learning and
degrade performance. To address this, previous work has sought to integrate environmental rewards
into the learning process of the student. One approach is to combine RL with IL (Weths et al.|
2024; |Shenfeld et al., 2023aj; Nguyen et al.| [2023)), switching to RL-based training when the teacher
becomes inimitable. Another approach modifies environmental rewards based on the teacher through
policy distillation (Czarnecki et al., [2019; |Walsman et al.,2023). However, such methods diminish
the utility of privileged information, often resulting in inefficient use of the teacher’s knowledge.

To better exploit available information, we propose training a “possibly good" teacher. Inspired by
Guided Policy Search (GPS) (Levine & Koltun, 2013} |[Montgomery & Levine, [2016), we introduce
Guided Policy Optimization (GPO), a novel framework that trains both the teacher and the student
simultaneously while ensuring that the teacher’s policy remains aligned with that of the student. The
key insight behind GPO is that by leveraging privileged information during training, the teacher can
be trained more effectively while ensuring that its performance is “possibly good," thus facilitating
easier imitation by the student. Theoretically, we show that the student can achieve optimality similar
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to direct RL training, mitigating the suboptimality and imitation gaps that often arise from purely
teacher-based supervision. We empirically validate our algorithm across various tasks, including
didactic examples, challenging continuous control tasks in partially observable, noisy environments
within the Brax (Freeman et al.|[2021)) domain, and in memory-based tasks from the POPGym (Morad
et al.| [2023) benchmark. GPO shows consistent and significant improvements, underscoring its ability
to exploit extra information and deliver robust performance across diverse domains.

2 BACKGROUND

We consider Partially Observable Markov Decision Process (POMDP) (Kaelbling et al.| [1998)), which
is characterized by the tuple (S, A,r, P, O,~). S represents the set of states, A the set of actions, r
the reward function, P the transition probability function, O the partial observation function and ~y the
discount factor. At each time step ¢, the agent receives a partial observation o; ~ O(+|s;) for current
state s; € S. The agent then selects an action a; € A according to o, or its action-observation history
7 : {00, ag, 01, a1...,0¢ }. The state transitions to the next state s;41 according to P(s;41]s¢, at), and
the agent receives a reward ;. The goal for the agent is to find the optimal policy 7* : 7 — A(A)
that maximizes the return, expressed as 7% = arg max;, V., where V; = E[>_,° v'r;|m] represents
cumulative rewards. When full state information s is available during training, we may also define a
policy 1 : s = A(A) based on privileged information. For clarity, throughout this paper we refer to
such privileged training inputs simply as the state s, though in practice they could take other forms.

Finally, we emphasize that in the remainder of this paper, the term “optimal” refers to the stu-
dent’s optimal policy under partial observability—not the teacher’s optimal policy under privileged
information, which is generally unattainable for the student.

2.1 TEACHER-STUDENT LEARNING

Since we consider both training the teacher and student, in this paper, we use the term Teacher-Student
Learning (TSL) to broadly refer to Imitation Learning (IL) (Hussein et al.,|2017), policy distillation
(Czarnecki et al., 2019), and related approaches, as there is no fundamental distinction between them.
In TSL, the teacher policy is typically pre-trained using RL or derived from other methods such as a
classical controller, which is assumed to effectively accomplish the desired task. The goal is for the
teacher to somehow provide supervision to the student in learning to solve the same task.

A straightforward approach to training the agent is to directly supervise the student’s policy 7 using
the teacher’s policy p, similar to Behavioral Cloning (BC) (Pomerleaul [1991; Torabi et al., [2018]):

min B, g, [Dxr (p(-]s), 7(-|s))]; M

where d,, is the distribution of states under the teacher’s policy, and Dy is the Kullback-Leibler
(KL) divergence. This objective encourages the student’s policy to mimic the teacher’s policy for
the observed states. However, when the teacher’s policy is based on privileged information, the
student can only learn the statistical average of the teacher’s actions (Warrington et al., 2020; |Weihs
et al.,[2024)), and be strictly suboptimal (Cai et al., [2024). We will illustrate this limitation with two
examples in the next subsection.

2.2 DIDACTIC EXAMPLES

TigerDoor. In the classic TigerDoor problem (Littman et al., [1995), there are two doors with a
tiger hidden behind one of them. The possible state sy, (tiger behind the left door) and sp (tiger
behind the right door), with equal probabilities for each, form S = {sy,sr}. The action set is
A ={ar,ag,a}, where ar, and ar denote opening the left and right doors, respectively, and g,
denotes listening to determine the tiger’s location. The teacher knows the tiger’s location whereas the
student can only ascertain it after choosing a;. The payoff matrix is shown in Table[2] The optimal
policy for the teacher is to always choose the correct door without listening, whereas the student’s
optimal strategy involves first listening to locate the tiger. Consequently, the student cannot learn
the optimal policy through supervision from the teacher, as the teacher never chooses a;. Under the
teacher’s supervision, the student will only learn to randomly select between a, and a g, resulting in
an expected reward of 0.5. This scenario poses challenges for the supervised student, as the teacher
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fails to explore and gather essential information for the learner. We also introduce an alternative
version of the problem, TigerDoor-alt (Table E]), which further illustrates the imitation gap, even when
no exploratory actions are required. A detailed description is provided in Appendix D}

The current solution to this issue is to incorporate rewards into the student’s learning process. To
effectively utilize teacher supervision, there are two kinds of approaches. The first type dynamically
adjusts the weight of the supervision loss between the teacher and pure RL training. This allows
the algorithm to switch to pure RL when the teacher is deemed “impossibly good” (Weihs et al.|
2024; Shenfeld et al., 2023azb). However, such approaches fail to fully utilize privileged information
and may waste the valuable, often expensive, pre-trained teacher. The second kind incorporates
teacher supervision into the reward signal, for instance, by using reward shaping via the teacher’s
value function (Walsman et al., [2023). However, this supervision is indirect and may require
additional learning. Crucially, none of the existing methods provide a theoretical guarantee that
teacher supervision will actually be beneficial.

Another research direction attempts to reconstruct privileged information from partial observations.
However, such methods require the MDP to be decodable (Efroni et all 2022), which is clearly
infeasible in the TigerDoor setting. For a more detailed discussion of related work, see Appendix [A]

3 METHOD

We present our Guided Policy Optimization (GPO) framework, which co-trains two entities: the
guider and the learner, which we use to differentiate from existing TSL methods. GPO iteratively
updates both policies to ensure alignment. We then explore both the theoretical properties and
practical implementation of GPO, introducing two variants: GPO-penalty and GPO-clip.

3.1 FroMm GPS t0 GPO

Unlike direct policy search methods, GPS (Levine & Koltun, |2013; Montgomery & Levine, [2016)
does not optimize policy parameters directly. Instead, it introduces an intermediate agent (guider) and
employs trajectory optimization to learn a time-varying linear-Gaussian policy, which is then used to
train a neural network policy (learner) through supervised learning. Although GPS is a model-based
method and is not directly applicable in our setting, its idea of introducing an intermediate agent to
guide policy learning can be extended to an RL algorithm in the context of POMDPs.

Specifically, since the guider is only used during training, it can access any type of privileged
information. The key requirement is to ensure that the guider is imitable by the learner, which
motivates us to introduce the GPO framework, which operates through the following four key steps:
+ Data Collection: Collect trajectories by executing the guider’s policy, denoted as (%),

* Guider Training: Update the guider 1(*) to /1(*) according to RL objective V-

+ Learner Training: Update the learner to 7(**1) by minimizing the distance D(r, 2(*)).

* Guider Backtracking: Set y(**1)(.|s) = 7(*+1)(.|0) for all states s before the next iteration.

In the learner training step, D(, 1) can be
any Bregman divergence. For this work, Supervise Supervise

we use the KL divergence, weighted by the — —
state distribution d,,. GPO iterates these [ Teacher ] [ Student ] [ Guider |Constrain| Learner ]

Teacher-Student Learning Guided Policy Optimization

steps until convergence, applying standard K(@als) m(alo) u(@als) m(alo)
RL to train the guider while the learner e

seeks to mimic the guider’s behavior. If the Unable to Learn Guarantee to Learn
learner struggles due to discrepancies in Enviromment

ob.servatlon spaces, the .backtra(.:k.mg step (TR EE ooy | T EREET O T
adjusts the guider’s policy to mitigate the | Giobal sttes Partial Obs.0 || | Single Interaction with Environment |

imitation gap.
The comparison between TSL and GPO is Figure 1: The comparison between TSL and GPO.

illustrated in Fig. [T} Several key differ-
ences between the two frameworks exist. First, the teacher in TSL is typically provided or trained
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independently from the student, while in GPO, the guider and learner are trained together. Second,
TSL typically allows the student to interact with the environment, whereas GPO only uses a guider,
enabling more effective trajectory collection due to the behavioral policy being conditioned on
privileged information. Lastly, and most importantly, TSL does not use the student to constrain the
teacher. This means that if the teacher is too advanced for the student, the student will struggle to
learn from the teacher.

In contrast, GPO utilizes backtracking to guarantee the learner can effectively learn from the guider.
This is demonstrated by the following proposition:

Proposition 1. If the guider’s policy is updated using policy mirror descent in each GPO iteration:

i = argmin{ = (VV (™), ) + Do (1, ™)},

where ny, is the step size. Then the learner’s policy update follows a constrained policy mirror
descent:
7D = argmin{—ng (VV (7)), 1) + Do (m, 7*)) ).
mwell

Proof. See Appendix [B] O

Here, we assume that the guider i has access to an unlimited policy class, while the learner 7 is
constrained to a limited policy class II for simplicity. Policy mirror descent (Tomar et al., 2020; X1aol
2022) is a general family of algorithms that encompasses a wide range of fundamental methods in
RL, including trust-region algorithms like TRPO (Schulman et al.l 2015a) and PPO (Schulman et al.|
2017). This proposition shows that, despite the learner not directly interacting with the environment,
the GPO update for the learner can be viewed as a standard RL update. Specifically, if we use trust-
region RL algorithms for the guider, the update for the learner’s policy inherits the key properties,
such as policy improvement (Schulman et al.,2015a). This suggests that GPO can effectively address
challenges in TSL, such as dealing with a suboptimal teacher or the imitation gap, while still framing
the learner’s policy as being supervised by the guider. In Appendix |[D| we provide an intuitive
example illustrating how GPO can achieve optimal in the TigherDoor-alt problem.

Given that GPO mirrors direct RL for the learner, one may ask: What are GPO’s key advantages?
The main benefit lies in leveraging additional information while simplifying learning. Since policy
gradients suffer from high variance especially under partial observability, GPO splits learning into
two phases: the guider with privileged information handles complex RL gradients, while the partial
observable learner is trained via an easier supervised learning, reducing variance and complexity.
For instance, to train robustness to noisy observations, GPO can train the guider on clean inputs and
supervise the learner with noisy ones, resulting in a more stable and effective learning process.

3.2 GPO-PENALTY

This section introduces a straightforward implementation of the GPO framework using KL-divergence
as a penalty for the guider, which we refer to as GPO-penalty. Specifically, in step 2 of GPO, we use
PPO as the underlying trust-region algorithm. The corresponding objective for the guider’s policy is
as followd'}

£1(0) = B min (4% (5.0), 2, 4% 510 )| o)

where p* = i(als)/B(als), ply;, = clip(p*,1 — €, 1 + €) and B denotes the behavioral policy. The
advantage A (s, a) is estimated using the Generalized Advantage Estimation (GAE) (Schulman
et al.,2015b)) with the value function V'(s) trained via discounted reward-to-go.

In step 3, since finding the exact minimizer of the distance measure is computationally prohibitive,
we use gradient descent to minimize the BC objective:

£a(m) = E[Dke (u(]s), 7(|0))] 3
Similarly, in step 4, we backtrack the guider’s policy using the same BC loss:
L3(p) = E[Dkr (p(-]s), 7(:|0))]- )

'We omit subscripts for expectations in the remainder of the paper, as all samples are drawn from the
distribution induced by the behavioral policy 5 = tioid-
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A key insight in GPO is that exact backtracking of the guider’s policy is unnecessary—it’s sufficient
to keep the guider within a "possibly good" region relative to the learner. The learner may fail to
follow the guider either because the guider is inimitable or just because the guider learns faster, the
latter being common due to inexact gradient updates. In such cases, aggressive backtracking can be
harmful. Keeping the guider slightly ahead also allows it to collect better trajectories, as discussed
in Section4.4] To maintain this balance, we introduce a coefficient « that modulates the guider’s
objective as

L(p) = L1(p) — aLs(p), )
where « is adapted based on the distance L3 (1) relative to a threshold d, using a constant scaling
factor k:

a = ko if L3(p) > kd, a/k if L3(p) < d/k. (6)

This scheme is analogous to the KL-penalty adjustment in PPO-penalty (Schulman et al., [2017),
where the penalty coefficient adjusts based on the relationship between the KL divergence and a
predefined threshold.

Another key aspect is compensating for the learner’s policy improvement, as we replace strict
backtracking with a KL constraint. While it is possible to set a very small dy,s, this would inefficiently
inflate o, hindering the guider’s training. Notably, Proposition[I]implies that applying GPO with PPO
is effectively equivalent to applying PPO directly to the learner. Consequently, we can concurrently
train the learner’s policy using PPO during the GPO iterations. As a result, we introduce an additional
objective for the learner’s policy:

£a(m) = | min (747 (5,), i 47(5:0) ) | )

where p™ = m(alo)/B(als). Considering that the behavioral policy is from the guider, to validate
this update, we introduce the following proposition:

Proposition 2. For policy 7, u, B and all states s, suppose Dy (u(-|s), B(:|s)) < €/2, then we have
EGNB [|1 - pﬂ(sa G)H 5 €+ 2dtarg~

Proof. See Appendix [B] O

The assumption on total variation distance is justified by the PPO update of the guider’s policy
(Appendix . This proposition implies that when dy,, is small, the behavioral policy closely matches
the learner’s policy, allowing valid sample reuse for learner training.

Finally, we define the merged learner objective for the learner as:
L(m) = aLla(r) = La(m), ®)

where the coefficient « from equation [6]is applied to the RL term. This mechanism compensates when
the learner struggles to follow the guider. If the learner is able to fully track the guider, « approaches
zero, allowing the guider to directly lead the learner to the optimal policy without requiring an
additional RL objective. When the learner cannot keep pace, the RL objective aids in the learner’s
training.

3.3 GPO-CLIP

In this section, we introduce a slightly modified implementation of the GPO framework, which we
refer to as GPO-clip. The key principle is that an effective guider should remain at the boundary of the
learner’s “possibly good" region: if the guider is too far ahead, the learner struggles to follow; if too
close, the guider’s ability to provide effective supervision and better trajectory diminishes. To achieve
this balance, the guider should halt updates when it moves too far ahead and avoid backtracking when

it is already sufficiently close.

We propose two key modifications to the GPO-penalty algorithm introduced in the previous subsection.
First, inspired by PPO-clip, we replace the clip function p’;h.p in equationwith the following double-
clip function:

m(alo)

Blals)

R TG S S
pclzp C1P<Clp(7l'(a|0)7 57 +6)

,1—6,1+e>. )
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This formulation introduces an additional inner clipping step, which halts the guider’s updates
under two conditions: (1) A%(s,a) > 0 and p(als) > w(alo)(1 + 6), (2) A%(s,a) < 0 and
u(als) < m(alo)(1 — §). Considering that the positive (negative) advantage indicates that p(als) is
set to increase (decrease), the double-clip function prevents further movement away from 7 when p
is already distant.

It is important to note that, unlike PPO where PPO-clip can completely replace the KL-penalty term,
this is not the case in GPO. In PPO, the ratio p™ (s, a) starts at 1 at the beginning of each epoch,
ensuring that the clipped ratio keeps 7 near the behavioral policy. In GPO, however, the gap between
m(als) and p(a|o) may accumulate over multiple updates if the learner fails to keep up with the
guider. The double-clip function equation@] alone is insufficient to bring 7(a|o) back into the  region
once it has strayed too far. To address this, we introduce a mask on the backtracking loss, defined as:

_ oo i(als) _

m(s,a) _H(W(a|o) ¢ (1 6,1—1—5)), (10)
where I is the indicator function. This mask replaces the adaptive coefficient o of GPO-penalty,
selectively applying the backtracking penalty only when p(a|o) drifts outside the J region. Policies
that remain close to each other are left unaffected, preventing unnecessary backtracking.

Additionally, given that both the guider and learner are solving the same task, their policies should
exhibit structural similarities. To leverage this, we allow the guider and learner to share a single policy
network. To distinguish between guider and learner inputs, we define a unified input format: the input
to the guider’s policy is defined as o, = [s, 0, 1], where s is the state, o is the partial observation, and
the scalar 1 serves as an indicator; the learner’s input is defined as 0; = [6, 0,0], where 0 is a zero
vector with the same dimensionality as s, indicating that the learner has access only to the partial
observation o. This approach is applied to both GPO-penalty and GPO-clip, and the update for the
shared policy network with parameters 6 is as follows:

LGPO-penalty(e) =E [min (pHe AP (097 a)7 pﬁz%pAB (097 a)) — aDkL (MG("OQ)|‘7T@('|OZ))
amin (™A% (o1, a), p7%, A% (01, @) ) = Drw (g -log)lma(-|o0)) .

LGPO-clip(Q) :E[mln (pue AB (097 CL), pgfz;n éAB(Ogv a’)) - m(87 a’)DKL (/’LG('|09)||7T63('|OZ))

amin (5™ A% (04, a), 971, A° (04, 0) ) = D (15(:10g) Imo(-|ou)) |

where 6 denotes a stop-gradient operation on the parameters, and a for GPO-clip is a fixed parameter.
The detailed algorithms are summarized in Appendix [C|

an

12)

4 EXPERIMENTS

In this section, we evaluate the empirical per- Table 1: Co-training algorithms.
formance of GPO across various domains. For

baselines, we consider two types of approaches

for utilizing teacher supervision. The first type Algorithm | Train p Behavioral . .. Value
involves training both the teacher and student policy function
simultaneously. A summary of their main char- PPO _ m(alor) PPO V(o)
acteristics is provided in Table[I] Among these, PPO-asym - m(alor) PPO  V(og)
GPO-naive refers to GPO-penalty without the PPO+BC PPO  pu(alog) BC V(og)
RL auxiliary loss. PPO-asym directly trains the A2D PPO  w(a|or) BC Vo)
learner using PPO, with the learner’s value func- ADVISOR-co| PPO  (alo;) BC+PPO V(o;)
tion receiving o, as input. PPO+BC trains the =~ GPO-naive | PPO  pu(alog)  BC  V(og)
teacher with PPO, while the learner is trained via ~ GPO-penalty | PPO p(alog) BC+PPO V(og)
direct BC from the teacher. ADVISOR-co is a GlDGggl;?zllltIi)on Egg Z EZ Zz; BCP;I(’)PO KEZZ%

modification of ADVISOR (Weihs et al., [2024),

and A2D is based on the work by (Warrington

et al.| 2020). The second type involves training the teacher first, followed by the application of TSL
methods. These include DAgger (Ross et al., 2011), PPO+BC-t, ADVISOR, ELF (Walsman et al.,
2023), and ELF-asym, where ELF is a policy distillation method that utilizes reward shaping to
provide supervision to the student, and ELF-asym is a variant that uses an asymmetric value function.
Further details about these algorithms can be found in Appendix
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Figure 2: Results on TigerDoor (left) and TigerDoor-
alt (right).

We begin by evaluating our algorithm on two didactic problems introduced in Section[2.2] As shown
in Fig. [2] direct cloning of the guider’s policy converges to a suboptimal solution, as expected.
In contrast, all variants of GPO achieve optimal performance on these tasks. Although applying
RL directly to the learner easily leads to optimal solutions, it is important to note that GPO-naive
achieves optimality purely through supervised learning. This result verifies the optimality guarantee
of the GPO framework described in Proposition [T} suggesting that a guider constrained within the
learner’s “possibly good" region can provide effective supervision, even with asymmetric information.
Moreover, comparing GPO-naive to GPO-penalty and GPO-clip reveals that the introduction of direct
RL training for the learner accelerates learning.

4.2 CONTINUOUS CONTROL TASKS IN BRAX

In this subsection, we present the results of our algorithms and baselines on several continuous control
tasks in the Brax domain. To transform these tasks into a POMDP setting, we remove the velocity
information of all joints, and add varying levels of noise to the observations. The guider has access to
full, noiseless information, while the learner operates with partial and noisy inputs. For more details,
please refer to Appendix [E]

The results are shown in Fig. [3] where the performance hierarchy is generally: GPO-clip > GPO-
penalty > PPO-asym > GPO-naive > other baselines. It is important to note that, even without
factoring in the cost of training the teacher (which is nearly the same as training the GPO algorithm
from scratch), methods that rely on a pre-trained privileged teacher perform well only in the Halfchee-
tah and Swimmer tasks. Furthermore, the performance of these methods declines rapidly as the noise
scale increases. This occurs because, when the pre-trained teacher becomes too skilled for the student,
it provides little to no useful supervision, and may even have a negative impact on learning.

For co-training approaches, we have the following key observations: First, the superior performance
of GPO-clip and GPO-penalty compared to the base algorithm PPO shows that this framework can
effectively utilize additional information during training to facilitate the learner training. Second,
comparing GPO-naive to GPO-penalty and GPO-clip, we see that introducing RL training for the
learner improves performance. Third, the comparison between PPO+BC and GPO-naive highlights
the necessity of backtracking. If the guider is not constrained to the learner, the guider’s supervision
may negatively influence the performance. Last, other baselines such as ADVISOR failed to utilize
the privileged teacher such that it degenerates into pure PPO.

In summary, our method consistently outperforms the baselines, demonstrating its effectiveness in
solving noisy and partially observable continuous control tasks. Additional experiments including
L2T-RL (Wu et al.| |2024), TGRL (Shenfeld et al.,[2023b) and RMA (Kumar et al.|[2021) are provided
in Appendix

4.3 MEMORY-BASED TASKS IN POPGYM

Since using memory models to deal with POMDP is a common practice, we evaluate GPO in
POPGym to show whether the algorithm can effectively address memory-based tasks. The tasks
include card and board games where agents must recall previous observations to extract useful
information for decision-making. For these tasks, the guider’s observation is designed to include the
critical information needed to remember, theoretically minimizing the imitation gap as long as the
memory model can store the necessary information. Although in practice, memory models struggle
to retain all information, especially in complex tasks, this setup allows us to use a larger KL threshold
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Figure 3: Comparison of GPO and baselines on the Brax domain, where o represents the scale of
Gaussian noise added to the observations. The performance on each task is normalized to [0, 1] using
the performance of the corresponding pre-trained teacher as a reference. Algorithms highlighted in
red are supervised by their corresponding pre-trained teacher.

or clipping parameter, enabling the guider to explore further and provide more valuable supervision.
Further details on the experimental settings are provided in Appendix [E]

GPO-penalty = GPO-clip = PPO-asym = PPO
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Figure 4: The results of GPO-clip, GPO-penalty, PPO-asym, and PPO on 15 POPGym tasks.

Fig. @ shows the results on 15 POPGym tasks, where we compare GPO-penalty and GPO-clip to
PPO-asym and PPO. The general conclusion mirrors the results from the previous subsection, where
GPO-clip typically outperforms GPO-penalty, followed by PPO-asym and PPO. Key insights include:
First, the superior performance of GPO-penalty indicates that the ability of the guider to explore
further without diverging too much from the learner proves valuable in these memory-based tasks.
Second, while PPO-asym outperforms PPO, its performance improvement is less pronounced here
than in the Brax domain, suggesting that asymmetric value function may not be very helpful for
memory tasks. Third, although neither GPO-penalty nor GPO-clip exhibits superior performance in
tasks like BattleshipMedium and CountRecallHard, this is due to we use the same parameter across
all tasks, and performance could be improved as we show in the next section.

Overall, our methods demonstrate strong performance across the majority of tasks, providing an
effective solution for memory-based problems.

4.4 ABLATIONS AND DISCUSSIONS

In this section, we dive deeper into GPO’s performance through ablations and further discussions.

Why does training a teacher first and applying TSL methods often fail? A representative example
is the TigerDoor problem, where a pre-trained teacher provides minimal to no effective supervision
for the student. Recent TSL approaches, such as ADVISOR and TGRL, address the challenge of
an overly optimal teacher by reverting to pure RL, thereby bypassing uninformative or misleading
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Figure 5: ADVISOR and PPO+BC with a pre-

trained teacher. Figure 6: Ablation studies.

supervision. As shown in Fig. [5] although ADVISOR and PPO+BC perform well in the fully
observable Ant task where the teacher is trained, it degenerates into PPO in the partially observable
Ant task since the teacher is found inimitable.

Why do GPO outperform other baselines? We attribute the superior performance to two factors:
effective RL training of the learner, and effective supervision from the guider. The benefit of RL
training is shown in Fig. [6left), where GPO-ablation (GPO-penalty without supervision, as described
in Table[I)) outperforms PPO-asym on the Humanoid task. Although both use similar objectives,
GPO-ablation uses data collected by the guider, indicating that a better behavior policy improves
learning efficiency. The effectiveness of the supervision comes from the guider being constrained to
the “possibly good" region while still learning rapidly. In Fig. [[right), with the learner trained purely
by supervision (GPO-clip with RL disabled), GPO-clip outperforms GPO-ablation, PPO+BC, and
PPO-asym. This shows that in memory-intensive tasks, supervision is more beneficial than RL. Since
PPO+BC performs poorly in noisy tasks in Section [#.2]but comparably to PPO-asym here, we can
also infer that supervision plays a particularly important role in these tasks. Moreover, GPO-clip’s
strong performance over PPO+BC—despite both using pure supervision—highlights the importance
of constraining the guider to a policy the learner can follow.

CountRecallEasy CountRecallHard BattleshipEasy BattleshipMedium
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kel o
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(a) GPO-penalty with different KL-threshold. (b) GPO-clip with different clip parameters.

Figure 7: The results of GPO-penalty and GPO-clip with different hyperparameters. The clip
parameter p is defined in Appendix [E.2}

When does GPO fail? GPO can fail when the guider learns too slowly, often due to inadequate infor-
mation. Another failure mode arises from poorly tuned KL thresholds (clip parameters). For instance,
in the CountRecallHard task from POPGym, both GPO variants underperform compared to PPO and
PPO-asym. As shown in Fig.[/] larger KL thresholds help in simple tasks like CountRecallEasy and
BattleshipEasy, but hurt performance in harder ones like CountRecallHard and BattleshipMedium.
This is because challenging tasks strain memory models like GRU—when GRU fails to retain key
information, the learner cannot follow the guider. In such cases, a large KL threshold pushes the
guider beyond the learner’s reachable region, causing an unrecoverable imitation gap.

5 CONCLUSION AND FUTURE WORK

In this paper, we introduce GPO, a method designed to leverage additional information in POMDPs
during training. Our experimental results demonstrate that the proposed algorithm effectively ad-
dresses noisy and memory-based partially observable tasks, offering a novel approach to utilizing
auxiliary information for more efficient learning. Future work could explore extending guided policy
optimization to the multi-agent setting, where agents often have access to global information during
training but are constrained to local observations during execution.
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A RELATED WORKS

Although leveraging historical information has proven effective for solving POMDPs (Igl et al., 2018;
Meng et al., 2021} Liu et al., 2022), additional information—often available in simulators during
training—can be exploited to further aid learning. Leveraging additional information to accelerate
learning in POMDPs has been explored across various frameworks and application domains (Vapnik
& Vashist, [2009; [Lambert et al} 2018 [Lee et al., [2023). A prominent line of research focuses on
Imitation Learning (IL), where expert knowledge, often equipped with extra information, significantly
enhances performance in practical domains like autonomous driving (Bansal et al., 2018; De Haan
et al.,2019) and robot navigation and planning (Choudhury et al., [2017; Bhardwaj et al.| [2017).
However, traditional IL methods such as Behavioral Cloning (BC) (Pomerleau, |1991; Torabi et al.|
2018) and DAgger (Ross et al., [2011) often lead to sub-optimal solutions in scenarios requiring active
information gathering by the agent (Pinto et al., 2018} /Warrington et al.|, [2020).

To overcome these limitations, recent research has focused on hybrid approaches that integrate RL
with IL, often in the context of policy distillation (Czarnecki et al., [2019). For instance, (Nguyen
et al.| 2022)) modifies Soft Actor Critic (SAC) (Haarnoja et al.,2018) by replacing the entropy term
with a divergence measure between agent and expert policies at each visited state. Similarly, (Weihs
et al., 2024) introduces a balancing mechanism between BC and RL training, adjusting based on
the agent’s ability to mimic the expert. Additionally, (Walsman et al.}[2023)) applies potential-based
reward shaping (Ng et al.,|1999) using the expert’s value function to guide the agent’s policy gradient,
while (Shenfeld et al.| 2023b) augments entropy in SAC to blend task reward with expert guidance,
where the balance is based on the agent’s performance relative to a reward-only learner.

Despite these advances, expert-driven approaches often assume access to a reliable expert, which
may not be feasible when only supplementary information is available. This has led to a growing
body of work on co-training approaches where the expert and agent are learned jointly, with the
expert conditioned on additional information. For example, (Salter et al., 2021)) proposes training
separate policies for the agent and expert using spatial attention for image-based RL, aligning
attention mechanisms through shared experiences. (Song et al.,|2020)) co-trains two policies, each
conditioned on different information, and selects the most successful rollouts from both policies to
guide subsequent learning via RL or IL. (Warrington et al.;, 2020)) further develops this idea in adaptive
asymmetric DAgger (A2D), where the expert is continuously refined through RL while supervising
the agent. (Wu et al., 2024)) also co-trains a teacher and a student, using the experience collected
by teacher to apply RL and BC for the student. Beyond expert-based methods, a complementary
approach involves embedding supplementary information directly into the value function within the
actor-critic framework (Pinto et al.} 2018} /Andrychowicz et al.,|2020; |Baisero & Amato, 2021}, which
is also called asymmetric learning. This approach is particularly useful in multi-agent settings where
global information is naturally accessible (Foerster et al., 2018 |Lowe et al.l 2017;|Yu et al., [2022).
Additional strategies include learning from noisy demonstrations (Tangkaratt et al., 202 1)), improving
via self-correction from past trajectories (Song et al.|[2018)), and surpassing imperfect experts through
regret-minimization frameworks (Chang et al.| 2015). Recent work also explores leveraging LLMs
as privileged experts, such as in embodied agents trained with reflective text-based guidance (Yang
et al., [2024).

Besides, there are also representation learning techniques provided in order to reconstruct the
privileged information (or its latent representation) via partial observation. For example [Sermanet
et al.| (2018)); |Seo et al.| (2023)) use multi-view setups (e.g., image-based manipulation with additional
camera views) to learn more informative embeddings. Others (Lee et al., [ 2020b; |Salter et al., 2021}
Kumar et al. 2021} Q1 et al.,2023) leverage privileged simulator states during training and design
policies that operate on both observed and inferred states.

In our experiments, we benchmark against several algorithms inspired by these lines of work, with
detailed descriptions of the baselines provided in Appendix [E.T]

B OMITTED PROOFS

Proposition 1. If the guider’s policy is updated using policy mirror descent in each GPO iteration:

) . 1
fr = argmin{—n (VV (™), 1) + EDH@)(M,M(M)}’ (13)
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then the learner’s policy update follows a constrained policy mirror descent:

1
7t = arg min{—n (VV (), ) + -—— Dy (m, 7))} (14)
mell -7

Proof. First, since D is a weighted sum of KL divergence, it satisfies the definition of a Bregman
divergence. Therefore, for any distributions p, q¢ € A(A)'S |, we have

Dy(p,q) = he(p) = he(q) = (Vhe(q),p — @), (15)
where hg(p) =3 .. 4, Ps log ps is the negative entropy weighted by the state distribution.

Next, by backtracking 1(*) to 7(¥) from the last time step, we get:
. . 1
fi = arg mm{ — e {VV (1)), ) + T Puoo (s u(k))}
1
= argmin{ - 77k<VV(7T(’f))’M> + ﬁDﬂ(k) (i, w(k))} (16)

= arg min{ — (L= (VV (@), 1) + iy () = (Vhrisy <7r<’“>>,7r>}7
The optimality condition for /i requires:
~(1 =) VV (™) + Vi (3) = Ve (1) =0, (17)
where we use the fact that:
VyDy(p,q) = Vphg(p) — Vphg(q). (13)
Now, consider the update of the learner’s policy, which involves a Bregman projection Pry:

ok Pr(ji) = arg IIrlIiIlD#(k) (7, 1)
TE
= arg Hrl[in{h#(k) (m) — <th(k)('&)’ﬂ->}
TE

= arg min{hﬂm (m) = (Vh, (Tl'(k)) +(1- ’y)nkVV(ﬂ'(k)),W)}
well

= arg nﬁin{ — (1= (VV (@™ 1) + b (1) — (Vh, oo (W(k)),w>}

1 .
= arg min{—n (VV (7"), 7) + 17D7r(k) (m, 7))}
mell -7

19)

This completes the proof. O

Proposition 2. For policy 7, u, § and all state s, suppose Drv (1u(:]s), B(-|8)) < €/2, then we have

Eans[|1 = p"(s,0)|] S €+ v/ 2diarg. (20)

Proof. First, let’s examine the assumption D7y (u(+]s), 8(-|s)) < €/2 to check its validity.

Notice that at the start of each PPO policy update, the importance sampling ratio p#*(s, a) equals 1
because the behavioral policy is equal to the policy being updated, i.e., 8(a|s) = u(als).

As PPO proceeds, p*(s,a) is updated multiple times using the same batch of samples. Due to the
clipping function applied to p*(s, a), i.e., clip(p*(s,a),1 —€,1+¢€), only state-action pairs for which
p*(s,a) € (1 —€,1+ €) get updated. Hence, in the early epochs of PPO, with a properly tuned step
size, we expect:

|1 —p*(s,a)] Se. 21

Now, recalling the definition of total variation (TV) distance:

Dy (u(13), 801)) = 3 3 liutals) — Bals)| = 5 3 Blals)lp(s,0) ~ 1| S /2. @22)
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This confirms that the assumption D7y (u(-]s), 8(:|s)) < €/2 is reasonable, especially for the first
few policy updates.

By the triangle inequality for total variation distance:
Dry (n(-|o), B(-|s)) < Drv (w(-lo), ul:|s)) + Drv (u(-[s), B(:|s)), (23)

we have

Drv(7(-]0), B(-|s)) < \/;DKL(WCO%M('S)) + Drv (p(ls), (-]s))

/1
S idtarg + 5/27

where we use Pinsker’s inequality to bound the total variation distance between 7 and p in terms of
their KL divergence.

Finally, since total variation is linked to the expected difference between probabilities under different
policies, we have:

EaNﬁ U]- —p”(&a)” = 2DTV(7T(‘|O)a5("S)) S €+ 2dtarg~ (24)

This result implies that, under the assumption, the majority of samples are valid for updating the
learner’s policy during the early PPO epochs.

C Pseubpo CODE

In this section, we present the pseudo code of our algorithm (see Algorithm [I). The algorithm is
based on PPO, with an additional objective to leverage the extra information available during training.

Algorithm 1: Guided Policy Optimization

Input: Initial policy parameters 6, value function parameters ¢
fork=0,1,2,... do
Collect trajectory set D = {7;} by running guider policy py = p(-|og; Ok);

Compute rewards-to-go Ry;

Compute advantage estimates A, using GAE w.r.t. current value function V3, ;
Update policy parameters 6, to 611 by maximizing GPO objective (L1)) or (12);
Fit value function parameters ¢y by minimizing mean squared error:;

1 d L\ 2
Pr1 = arg m(gn DT TGZD: Z (V¢((Og)t) - Rt)

x t=0

D GPO oN TIGERDOOR-ALT PROBLEM

Table 4: TigerDoor-alt problem

action
state ar | AR
Sr 2 0
SR 0 1

We introduce an alternative version of the TigerDoor, called TigerDoor-alt, which also highlights
an imitation gap, even without additional exploratory information. In this scenario, the listening
action q; is removed, and the reward for correctly selecting the left door is increased to 2 as shown
in Table E} Similarly, the teacher continues to select the correct door, while the student learns to
randomly choose between the two doors, yielding an expected reward of 0.75. However, the optimal
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policy for the student is to always choose the left door, which provides an expected reward of 1. This
discrepancy arises from the loss of information when converting the reward-based objective into a
policy-supervised objective.

Now we provide an intuitive example to illustrate how GPO can achieve the optimal policy in the
TigerDoor-alt problem. At time step ¢, suppose the guider’s and learner’s policies are:
pe(lsn) = pe(-lsr) = m = (24, 1),
where the two policies are equal due to the backtracking from time step ¢ — 1. After one update step,
the guider’s policy becomes:
fue(-lsL) = (@ +pe,ye — pe), e(Isr) = (T + a1, Yt — qr)

The key insight is that the higher reward for (s, ay,) compared to (sg, ar) leads to a larger gradient
step, implying p; > ¢;. The learner then imitates the guider, resulting in the updated policy:
bt — at y _pt_Qt)

2 7 2 7
Hence, my1(ar) > m:(ar ), meaning the learner’s policy moves closer to the optimal policy (1,0) in
a monotonic fashion.

miy1 = (2 +

The critical mechanism is that actions yielding higher rewards induce larger updates in the guider’s
policy, which the learner then captures via imitation. Meanwhile, the backtracking step keeps the
guider aligned with the learner, enabling steady and consistent policy improvement.

E EXPERIMENTAL SETTINGS

E.1 BASELINES

In this section, we briefly introduce the baselines used in our experiments.

PPO. This is the standard algorithm used to train the agent without any additional information. The
objective function is given by:

L(r)=-E [min <p7r (01,a) AP (0, a), Perip(01, a, €)AP (o, a))} , (25)
where the behavioral policy is 8 = moq.

GPO-naive. This variant of GPO uses the GPO-penalty without the auxiliary RL loss term. The
objective function is:

Lopomaie(8) = —E| min (p A% (05, 0), pl;, A” (0,,) ) = aDic (1o lor) I (lo,)

(26)
— Dxw (Mé('|01)\|7re('|og))} :

GPO-ablation. This is another variant of GPO-penalty, but without the BC loss term. The objective
is:

LGpo-ablation () = —E {min (p”eAﬂ(Om a), phii, AP (04, a)) — aDu (uo(-|or) |75 (-|0g))
27)
+ min (p”“’ AP (0,4, a), p:l‘;pAB(og, a)).

PPO-asym. This method trains the student using PPO, but with asymmetric value function taking o,
as input. The objective is:

L(r)=-E [min (p”(ol, a)AP (og,a), plyi, (01, a,€) AP (o, a))] ) (28)

ADVISOR. Given teacher’s policy 1, ADVISOR (Weihs et al., 2024) uses a balancing coefficient w
between BC and RL training, based on the distance between the teacher’s policy 1 and an auxiliary
imitation policy 7:

L(r)=-E [wCE(u(-|og),7T(~|ol)) + (1 — w) min (p”(ol, a)A'B(ol,a),pZ“p(ol, a, e)Aﬁ(oha))} ,
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where w = exp(—aDkr(u(-|og), 7(-|0;))) and CE means cross-entropy.

ADVISOR-co. This is a modified version of the ADVISOR algorithm for co-training setting, as the
original does not involve teacher training. The teacher’s objective is:

‘C(M) =-E |:Il’llIl (p“ (097 a)Aﬁ (097 a>7 pglip(ogv a, 6)‘4[3(097 a)>:| . (29)

ADVISOR-co can be viewed as GPO-penalty without the backtrack term and with a different a-
update schedule. However, in the absence of backtracking, the coefficient w quickly diminishes, as
the auxiliary policy cannot follow the teacher effectively, reducing this approach to pure PPO training
for the student.

PPO+BC. In this approach, the teacher is trained using PPO:

£00) = & i (000,014 00,0, (00,0 4% (0300 ) | (0)
while the student is trained using BC with the teacher:
L(r) = E[Dkr (p(-|og), 7(-|or))]- (D)

PPO+BC-t. Given teacher’s policy u, the student is trained using a combined loss of PPO and BC:
L(m) = —E[min (p“(og,a)Aﬁ(og, a),pg“p(og,a, e)Aﬁ(og,a)> — DKL(M(-|09),7T(-|01))}. (32)

A2D. Adaptive Asymmetric DAgger (A2D) (Warrington et al., 2020) is closely related to GPO, as it
also involves co-training both the teacher and the student. A2D uses a mixture policy 3(alog, 0;) =
Ap(alog) + (1 — X)m(alop) to collect trajectories and train the expert ;¢ with a mixed value function
V(og,01) = AVH(0g4) + (1 — X)v™(07). The objective is:

‘C(lu’) = 7]E |:mln (pu(ogv Ola a)Aﬂ(og, Ola a)7 pglip(oga Ol7 (1, 6)"4[3(097 Ola a)):| I (33)
while the student is updated through BC:

L(m) = E[Dxr ((-|og), 7(-|or))] (34

In practice, A2D sets A = 0 or anneals it quickly for better performance. When A = 0, A2D is
equivalent to GPO-naive without the backtrack step, and it uses the student’s behavioral policy 7
instead of the teacher’s policy . While A2D implicitly constrains the teacher’s policy through
the PPO clipping mechanism (which prevents the teacher from deviating too far from the student’s
behavioral policy), this is insufficient to replace the explicit backtrack step. The gap between p and 7
can accumulate if the student fails to follow the teacher. Consequently, most samples will be clipped
as training progresses, leading A2D to struggle in training a strong teacher.

ELF. Given teacher’s policy u, ELF Distillation (Walsman et al., 2023)) trains two policies jointly: a
follower 7 to mimic the teacher through BC:

L(ry) = B[De(u(log), mr(-|or)], (35)
and a explorer 7, trained through PPO:

Lin) = E {min (p (01, @) Alo1, @), o, (01, @, ) Alon, >)} (36)

To utilize teacher supervision, ELF applies a potential-based reward shaping (Ng et al., |1999)
r+yV7i(0;) — V™ (0;) to the explorer, where V77 is the value function of follower. However,
ELF needs to divide the interaction equally to train the follower and the explorer, which leads to
inefficiencies.

ELF-asym. Since the follower is not required during execution, an asymmetric value function
V™4 (04) is used instead of the original one. Although there are some performance improvement,
ELF-asym still performs worse than PPO-asym due to inefficient experience usage.
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L2T-PPO. Similar to PPO+BC, the teacher is trained using PPO:

£00) =~ | min (#0001 4% 03,0 00 . 4% (03,0) ) . a7)

while the student is trained using a combined loss of PPO and BC with the teacher:

L(r)=-E {min (p“(og,a)Aﬁ(og, a),pglip(og,a, G)Aﬁ(og,a)> - DKL(,u(-|og),7r(-|ol))} , (38)
where the behavioral policy 5 = p.

E.2 HYPERPARAMETERS

The experiments in Sections 4.T]and [4.3]use the same codebase from (Lu et al., [2023). The hyperpa-
rameters for these experiments are listed in Table[5] For GPO-clip, due to the asymmetry with large
d, we replace the clip(£,1 — 4,1 + ) with clip(Z, %, p) in the POPGym tasks.

For the experiments in Section @ we use the codebase from (Freeman et al.,[2021). We perform a
hyperparameter search for the original versions of the tasks and then fix the same hyperparameters for
the partially observable and noisy variants. The hyperparameter search is detailed in Table[6] and the
selected hyperparameters for the experiments are provided in Table[7} Other fixed hyperparameters
are listed in Table

All algorithms in Brax are run with 10 random seeds, whereas those in POPGym use 3 seeds, as the
latter exhibits lower variance. Reward curves in this paper report the mean and standard deviation
across these runs.

Table 5: Hyperparameters used in TigerDoor and POPGym.

Parameter Value (TigerDoor) Value (POPGym)
Adam Learning Rate Se-5 Se-5
Number of Environments 64 64
Unroll Length 1024 1024
Number of Timesteps 2e6 15e6
Number of Epochs 30 30
Number of Minibatches 8 8
Discount ~ 0.99 0.99
GAE )\ 1.0 1.0
Clipping Coefficient e 0.2 0.2
Entropy Coefficient 0.0 0.0
Value Function Weight 1.0 1.0
Maximum Gradient Norm 0.5 0.5
Activation Function LeakyReLU LeakyReLLU
Encoder Layer Sizes 128 [128,256]
Recurrent Layer Hidden Size - 256
Action Decoder Layer Sizes 128 [128,128]
Value Decoder Layer Sizes 128 [128,128]
KL Threshold d 0.001 0.1 (0.001 for CartPole)
Clip p 1.1 10 (1.2 for CartPole)
RL Coefficient a 1 0 (1 for CartPole)

E.3 ENVIRONMENT DESCRIPTIONS

We provide a brief overview of the environments used and the guider’s observation settings.

Brax tasks and CartPole in POPGym: For these tasks, velocities and angular velocities are removed
from the learner’s observation. Gaussian noise with standard deviations of 0.1, 0.2, and 0.3 is added
to the observations, corresponding to the difficulty levels Easy, Medium, and Hard, respectively. The
guider, however, has access to the noiseless observations and the removed velocities.
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Table 6: Sweeping procedure in the Brax domain.

Parameter Value
Reward Scaling r; [0.1, 1]
Discount vy [0.97, 0.99, 0.997]
Unroll Length [ [5, 10, 20]
Batchsize b [256, 512, 1024]
Number of Minibatches n [4, 8,16, 32]
Number of Epochs e 2, 4, 8]
Entropy Coefficient c [0.01, 0.001]
KL Threshold d [0.01, 0.001]
Clip 6 [0.1, 0.3]
RL Coefficient « [0, 2, 3]

Table 7: Adopted hyperparameters in the Brax domain. Notations correspond to Table @

b n c d 0

Task Ts ¥ l e @

Ant 0.1 0.97 5 1024 32 4 0.01 0.001 03 2
Halfcheetah 1 0.99 5 512 4 4 0.001 0.001 0.1 2
Humanoid 0.1 0.99 5 512 32 4 001 0.001 0.1 2
HumanoidStandup 0.1 0.99 5 256 32 8 001 0001 03 3
InvertedDoublePendulum 1 0997 20 256 8 4 001 0001 01 O
Swimmer 1 0997 5 256 32 4 001 0001 03 3
Walker2d 1 0.99 5 512 32 4 001 0.001 0.1 2

Autoencode: During the WATCH phase, a deck of cards is shuffled and played in sequence to the
agent with the watch indicator set. The watch indicator is unset at the last card in the sequence, where
the agent must then output the sequence of cards in order. The guider directly observes the correct
card to be output at each timestep.

Battleship: A partially observable version of Battleship game, where the agent has no access to the
board and must derive its own internal representation. Observations contain either HIT or MISS and
the position of the last salvo fired. The player receives a positive reward for striking a ship, zero
reward for hitting water, and negative reward for firing on a specific tile more than once. The guider
has access to a recorder that tracks all previous actions taken by the agent.

Count Recall: Each turn, the agent receives a next value and query value. The agent must answer
the query with the number of occurrences of a specific value. In other words, the agent must store
running counts of each unique observed value, and report a specific count back, based on the query
value. The guider directly observes the running counts at each timestep.

Repeat Previous: At the first timestep, the agent receives one of four values and a remember indicator.
Then it randomly receives one of the four values at each successive timestep without the remember
indicator. The agent is rewarded for outputting the observation from some constant k timesteps ago,
i.e. observation o;_j, at time ¢. The guider has direct access to the value o;_j, at time ¢.

E.4 ADDITIONAL COMPARATIVE EXPERIMENTS

—e— GPO-clip —e— GPO-penalty PPO-V —e— GPO-naive —s— PPO —=— ADVISOR-co —e— A2D PPO+BC L2T-PPO
Ant Halfcheetah Humanoid HumanoidStandup
5200 2800 5850 54800
°
© =
E 3400 4 3900 39200
g et s=S = )
g 1600 1950 /”/}m 23600
. rtetee [P

o 8000

2 3 0
Step (1e7)

0 i 2 3 0 i

Figure 8: Performance comparison on selected Brax tasks, including L2T-PPO.
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Table 8: Common hyperparameters used in Brax domain.

Parameter Value
Adam Learning Rate 3e-4
Number of Environments 2048
Episode Length 1024
Number of Timesteps 3e7
GAE )\ 0.95
Clipping Coefficient € 0.3
Activation Function SiLU
Value Layer Sizes [128, 128]
Policy Layer Sizes [128, 128]

Here, we present additional baselines that were not included in the main paper. First, L2ZT-RL tackles
a problem similar to ours by employing a fully observable teacher to supervise a partially observable
student. However, L2T-RL resembles PPO+BC, as it uses the teacher purely as a behavioral policy
without aligning it with the student’s policy, which results in ineffective supervision. Moreover, L2T-
RL relies on the teacher’s experience to train the student through RL without any offline adaptation,
further limiting the effectiveness of the RL training. Fig. [§]illustrates the performance of the PPO-
based L2T-RL (details in Appendix [E.T)), where L2T-PPO performs similarly to PPO+BC and falls
short of the other methods proposed in our work.

Second, we provide a more detailed comparison with methods that train a teacher first and then
apply TSL techniques to address the challenge of an "impossibly good" teacher. Two state-of-
the-art approaches in this category are ADVISOR and TGRL, which are based on PPO and SAC,
respectively. We evaluate these methods using a PPO-trained teacher with full observability on the
Ant task. The results, shown in Fig. 0] indicate that while both methods perform well and demonstrate
improved efficiency over their respective base algorithms under full observability, their performance
degrades in the partially observable Ant task. In this case—where the teacher’s policy is effectively
inimitable—the TSL methods perform comparably to their base RL algorithms.

Fig. [I0]shows the KL divergence between the agent policies of these TSL methods and the teacher.
Under full observability, where the teacher was trained, the agents can successfully mimic the
teacher’s policy. However, under partial observability, the agents struggle to imitate the teacher’s
behavior, leading to a substantial KL divergence. Since both ADVISOR and TGRL revert to standard
RL when the teacher becomes inimitable, this explains their performance similarity to the base
algorithms in such scenarios.

Additionally, we report TGRL’s performance across the 28 Brax tasks used in our experiments (see
Fig. [TT). Note that TGRL follows an off-policy training paradigm, in contrast to all other methods
presented in the main paper, which makes it significantly slower (refer to Table D). Therefore, we run
TGRL for only 1M steps, which is sufficient for convergence as shown by the learning curves.

Finally, we include the representation learning method RMA (Kumar et al.| 2021)), which aims to
reconstruct the latent privileged information used by the teacher during the student training phase.
Such representation learning approaches are promising when privileged information can be reliably
approximated from partial observations. However, their effectiveness is limited in Brax, where
observations are noisy (Figure[TT). Since the noise cannot be removed by a deterministic mapping
without additional structure or assumptions, regression-based reconstruction tends to collapse to
identity mappings and fails to recover meaningful latent representations. Moreover, current encoder-
based pipelines often lack theoretical guarantees for convergence or generalization across diverse
tasks, particularly under partial observability.

E.5 ADDITIONAL FIGURES

Fig. shows the reward curves of the experiments presented in Section Fig. illustrates
the performance influenced by the parameter sharing. We can observe that parameter sharing can
sometimes impair performance, particularly when the observation dimension is large. For instance,
in the HumanoidStandup task, the observation dimension is 400, which challenges the expressive
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Figure 9: ADVISOR, PPO+BC and TGRL with a pre-trained teacher.
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Figure 10: The KL divergence of ADVISOR, PPO+BC and TGRL with pre-trained teacher.

capacity of the network. Thus, the decision to share the policy network represents a trade-off between
memory efficiency and performance.

E.6 COMPUTATIONAL COST

In this section, we compare the computational cost of GPO (both GPO-penalty and GPO-clip share
the same cost), PPO-asym, TGRL and the environmental step time across several environments. The
results, presented in Table[9] show that GPO is approximately 10% to 20% slower than PPO-asym.
Importantly, GPO achieves this with no additional networks, underscoring its efficiency despite the
modest increase in computational overhead.

Table 9: Frames Per Second (FPS) of GPO, PPO-asym and TGRL across several environments,
computed on the NVIDIA GeForce RTX 4090.

Environment GPO PPO-asym TGRL Environmental Step
Ant 1.19 x 10° 1.36 x 10° 1.13 x 102 4.23 x 10°
Halfcheetah | 6.27 x 10* 7.21 x 10* 9.58 x 10! 2.55 x 10°
Humanoid | 6.29 x 10* 7.18 x 10* 9.92 x 10! 2.50 x 10°
Swimmer 3.33 x 10* 3.83 x 10* 1.04 x 102 1.50 x 10°
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Figure 11: TGRL and RMA with pre-trained teacher on 28 Brax tasks.
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Figure 12: Comparing betweetn GPO and other baselines on 28 Brax tasks.
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Figure 13: Comparing shared and separated policy networks of GPO-penalty.
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