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Abstract

Bayesian optimization is a popular method for
solving the problem of global optimization of an
expensive-to-evaluate black-box function. It relies
on a probabilistic surrogate model of the objective
function, upon which an acquisition function is
built to determine where next to evaluate the ob-
jective function. In general, Bayesian optimization
with Gaussian process regression operates on a con-
tinuous space. When input variables are categori-
cal or discrete, an extra care is needed. A common
approach is to use one-hot encoded or Boolean rep-
resentation for categorical variables which might
yield a combinatorial explosion problem. In this
paper we present a method for Bayesian optimiza-
tion in a combinatorial space, which can operate
well in a large combinatorial space. The main idea
is to use a random mapping which embeds the com-
binatorial space into a convex polytope in a contin-
uous space, on which all essential process is per-
formed to determine a solution to the black-box op-
timization in the combinatorial space. We describe
our combinatorial Bayesian optimization algorithm
and present its regret analysis. Numerical experi-
ments demonstrate that our method shows satisfac-
tory performance compared to existing methods.

1 INTRODUCTION

Bayesian optimization [Brochu et al.| 2010}, |Shahriari et al.,
2016, [Frazier, [2018] is a principled method for solving the
problem of optimizing a black-box function which is expen-
sive to evaluate. It has been quite successful in various appli-
cations of machine learning [Snoek et al.|,2012], computer
vision [Zhang et al.,[2015]], materials science [Frazier and
Wang|, 2016]], biology [Gonzalez et al.,|2014], and synthetic
chemistry [Shields et al.| 2021]]. In general, Bayesian opti-

mization assumes inputs (decision variables) are real-valued
vectors in a Euclidean space, since Gaussian process regres-
sion is typically used as a probabilistic surrogate model and
the optimization of an acquisition function is a continuous
optimization problem. However, depending on problems,
input variables can be of different structures. For instance,
recent work includes Bayesian optimization over sets [Gary
nett et al., 2010} [Buathong et al.| [2020] Kim et al.| [2021]],
over combinatorial inputs [Hutter et al.l 2011} [Baptista and
Poloczekl 2018} |Oh et al.,[2019]], or over graph-structured
inputs [[Cui and Yang, [2018,|Oh et al., 2019]].

It is a challenging problem to find an optimal configura-
tion among a finite number of choices, especially when the
number of possible combinations is enormous [|Garey and
Johnson, |1979]. This is even more challenging when the ob-
jective function is an expensive-to-evaluate black-box func-
tion. This is the case where inputs are categorical or discrete,
referred to as combinatorial Bayesian optimization, which
has been studied by Baptista and Poloczek| [2018]],[Buathong
et al.[[2020] recently. However, the methods by Hutter et al.
[2011]], Baptista and Poloczek| [[2018]] employ one-hot en-
coded or Boolean representations to handle categorical or
discrete input variables, which often suffer from the curse
of dimensionality.

In this paper we present a scalable method for combinato-
rial Bayesian optimization, alleviating combinatorial explo-
sion. Motivated by earlier work on online decision making
in combinatorial spaces [Rajkumar and Agarwall [2014]],
we solve combinatorial optimization in a convex polytope,
employing an injective mapping from a categorical space
to a real-valued vector space. However, in contrast to the
work [Rajkumar and Agarwall 2014, we use a random pro-
jection to embed the categorical space into the real-valued
vector space on which all essential process is performed to
solve the combinatorial Bayesian optimization. We show
ours achieves a sublinear regret bound with high probability.

Contributions. We provide a more general perspective
than the existing methods, by defining on a convex polytope,
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a generalization of 0-1 polytope. Based on this perspective,
we propose a combinatorial Bayesian optimization strategy
with a random mapping function to a convex polytope and
their lookup table, which is referred to as CBO-Lookup.
Finally, we guarantee that our method has a sublinear cu-
mulative regret bound, and demonstrate that our method
shows satisfactory performance compared to other methods
in various experiments.

2 RELATED WORK

Bayesian optimization on structured domains, which is dis-
tinct from a vector-based Bayesian optimization [Mockus
et al.l [1978| Jones et al.l [1998]], attracts considerable at-
tention from Bayesian optimization community, due to its
potential on novel practical applications such as sensor set
selection [Garnett et al., 2010], hyperparameter optimiza-
tion [Hutter et al.l 2011} |Wang et al.| 2016], aero-structural
problem [Baptista and Poloczek! [2018]], clustering initializa-
tion [Kim et al.} 2021]], and neural architecture search [Oh
et al., |2019]]. This line of research discovers a new formula-
tion of Bayesian optimization tasks, by defining surrogates
and acquisition functions on structured domains.

Especially, Hutter et al. [2011]], Wang et al.| [2016]], Bap{
tista and Poloczek! [2018|] focus on a combinatorial space
at which all available items are defined as discrete or cat-
egorical variables, and solve this combinatorial problem
by formulating on a binary domain, because any combina-
tion on a combinatorial space is readily expressed as binary
variables. |Hutter et al.|[2011]] propose a method based on
random forests [Breiman, |2001]| to find an optimal algo-
rithm configuration, where a combination is composed of
continuous and categorical variables. Wang et al.| [2016] sug-
gest a high-dimensional Bayesian optimization method that
is able to handle combinations with scaling and rounding.
Baptista and Poloczek! [2018]] solve an optimization prob-
lem over a discrete structured domain with sparse Bayesian
linear regression and their own acquisition function. These
approaches (or the variants of these methods) are compared
to our method in the experiment section. |[Dadkhahi et al.
[2020] solve a combinatorial optimization problem with
multilinear polynomials and exponential weight updates. In
particular, the weights are updated using monomial experts’
advice. |Deshwal et al.|[2021]] propose an efficient approach
to solving combinatorial optimization with Mercer features
for a diffusion kernel.

To compute a kernel value over combinations, a kernel with
one-hot encoding [Duvenaud, 2014] can be directly em-
ployed. Hutter et al.| [2011]], [Feurer et al.|[2015]] show this
approach performs well in the applications of hyperparam-
eter optimization. However, as in the experimental results
reported by Baptista and Poloczek! [2018]], it underperforms
in the optimization tasks of combinatorial structures. Fur-
thermore, in this work, we will employ a baseline with

Aitchison and Aitken (AA) kernel [Aitchison and Aitken)
1976], defined on a discrete space. This AA kernel is sym-
metric and positive definite [Mussa, [2013]], which satisfies
the requirements of positive-definite kernels [Scholkopt and
Smola, [2002].

3 COMBINATORIAL BAYESIAN
OPTIMIZATION

We consider the problem of minimizing a black-box func-
tion f(c) : C — R, where the input ¢ = [c1,...,c;] " isa
collection of k categorical (or discrete variables with each
variable c¢; taking one of IV, distinct values:

¢* = argmin f(c), €))
ceC

where the cardinality of the combinatorial space C is
IC| =Ny x -+ x N, =N. 2)

Bayesian optimization is an efficient method for solving the
black-box optimization (I)), where a global solution c* is
found by repeating the construction of a surrogate and the
optimization of an acquisition function.

Bayesian optimization estimates a surrogate function f in
order to determine a candidate of global solution cf,

c' = argmaxa(c; f(c; C.y)), (©)
ceC
where a is an acquisition function, C is previously observed
input matrix [c1, ..., c;] € C', and y is the corresponding
noisy output vector [yl, e ,yt}T € R

y=flc)+e “

where € is an observation noise. This formulation has two
technical challenges in (i) modeling a surrogate function
over c and (ii) optimizing an acquisition function over c. We
thus suggest a combinatorial Bayesian optimization method
to solving this problem.

Instantaneous regret 7, at iteration ¢ measures a discrepancy
between function values over cI and c*:

re = fle]) — f(c), (5)

where c;r is the candidate determined by Bayesian optimiza-
tion at iteration ¢. Using (3)), we define a cumulative regret:

T
Rp =Y, (6)
t=1

and the convergence of Bayesian optimization is validated to
prove the cumulative regret is sublinear, limr_, o Ry /T =
0 [Srinivas et al., 2010, [Chowdhury and Gopalan, 2017].

'Only nominal variables are considered in this paper.



A widely-used method to handle these categorical variables
in Bayesian optimization is to use one-hot encoded repre-
sentation, converting c into a vector of length N with a
single element being one and the remaining entries being ze-
ros [Duvenaud, 2014} [Hutter et al., 2011, |Wang et al.,[2016].
In such a case, we need a strong constraint that makes the
next candidate one-hot encoded.

Alternatively, ¢ € {0, 1}™ is represented as a Boolean vec-
tor, where m is the smallest integer which satisfies 2™ > N.
Since the optimization of an acquisition function yields
real-valued variables, these real values are converted into a
Boolean vector by rounding to 0 or 1, before the objective
function is evaluated at the corresponding categorical input.
In fact, we can interpret this approach as a Bayesian opti-
mization method operating in a 0-1 polytope induced by an
injective mapping ¢ : C — {0, 1}™.

This idea was generalized to solve the online decision
making problem in general combinatorial spaces [Rajku{
mar and Agarwal, 2014], introducing an injective mapping
¢:C — X, where X = Conv({¢(c) | c € C}) is a convex
polytope and Conv(-) denotes a convex hull of the given set
[Ziegler, |1993]]. The low-dimensional online mirror descent
algorithm was developed for the case where costs are linear
in a low-dimensional vector representation of the decision
space [Rajkumar and Agarwal, 2014]]. Motivated by [Ra
jkumar and Agarwall, 2014], we take a similar approach to
tackle the combinatorial Bayesian optimization. The main
contributions, which are distinct from existing work, are
summarized below.

* We use a random mapping for
¢:C— X =Conv({g(c) | ceC}), ™)

to embed Boolean space into a low-dimensional vec-
tor space on which the construction of a probabilistic
surrogate model and the optimization of an acquisition
function are performed. Such random projection was
not considered in [Rajkumar and Agarwal, [2014].

A random embedding was employed to solve the
Bayesian optimization in a very high-dimensional
space [Wang et al., 2016]], but the combinatorial struc-
ture and the corresponding regret analysis were not
considered. We show that even with a random projec-
tion, our combinatorial Bayesian optimization algo-
rithm achieves a sublinear regret bound with very high
probability.

4 PROPOSED METHOD

In this section, we present our combinatorial Bayesian opti-
mization algorithm, which is summarized in Algorithm
We introduce an injective mapping

¢:C—>?’€\, (8)

Algorithm 1 Combinatorial Bayesian Optimization with
Random Mapping Functions

Require: Combinatorial search space C, time budget 7T,
unknown, but observable objective function f, mapping
function ¢.

Ensure: Best point Cpeg.

1: Initialize C; C C.

2: Update y; by observing Cj.

3: fort=1,...7T do R

4:  Estimate a surrogate function f(x; ¢, Ct,y+).
5 Acquire a query point:

x| = argmaxa(x; f(x; ¢, Cr,y1)).  (11)

xeXCX
6:  Recover XI to CI .
7. Observe CI.
8:  Update C; to C;11 and y¢ to y¢41.
9: end for

10: Find the best point and its function value:

argmin . (12)
(c.y)€(Cr.yT)

(Cbesta ybest) =

11: return Cpeg

where X = {x | x = ¢(c), Vc € C}. With the mapping ¢,
the black-box optimization problem (I]) can be written as

" = argmin f(¢~" (x)), ©)
xeX

where ¢! is a left inverse of injective function ¢.

At iteration ¢, we construct a surrogate model
]?(x;qb, C.y:) for x € X using Gaussian pro-
cess regression on the currently available dataset
{Ct,y:} = {(ciyys) | i = 1,...,t}, in order to estimate
the underlying objective function f(¢~1(x)). Then we
optimize the acquisition function a(x) over X (instead of
C), which is built using the posterior mean and variance

calculated by the surrogate model f(x;¢,Cy,y:), to
determine where next to evaluate the objective:

x| = argmaxa(x; f(x; ¢, Co,ye)),  (10)
xeXCx
where X = Conv({¢(c) | ¢ € C}). The underlying objec-
tive function is evaluated at ¢’ = ¢~1(xT)

Before we describe the use of random mapping for ¢, we
summarize a few things that should be noted:

* We assume a mapping ¢ : C — X is injective, so it
can be reversed by its left inverse ¢! : X — C. Note
that |C| = |X| = N.

* We run essential procedures in &', to solve the combina-
torial Bayesian optimization, that is a convex polytope



which includes X. Note that X is supposed to be con-
vex and compact, so is an appropriate feasible decision
space for Bayesian optimization [Srinivas et al., 2010].

» Suppose that we are given a positive-definite kernel
kX xX =R, ie, k(x,x) = (p(x), o(x')) o
where (-) is a feature map into a RKHS # 5. Then
we define a kernel on a RKHS H¢

k ((6(€)) (A ))gge s (13)

k(c,c") =
which is also positive-definite. H¢ and H 5 are isomet-
rically isomorphic.

* We use k defined in (T3) as a covariance function for
Gaussian process regression over ¢(c) which is applied
to estimate the surrogate model.

4.1 RANDOM MAPPING AND LEFT INVERSE

Now we consider a random mapping ¢ on C into R%. In
practice, we first convert categorical variables ¢ € C into
Boolean vectors b € {0,1}™ [Matousek, 2002], where
m is the smallest integer that satisfies 2’ > N. Then we
construct a random matrix R, € R%*"™ to transform Boolean
vectors b into d-dimensional real-valued vectors, i.e.,

¢(c) = Rb, (14)

where b is a Boolean vector corresponding to c.

There exists a low-distortion embedding on {0, 1}™ into R¢
[Trevisan, 2000} |Indyk et al., 2017]]

We define a random mapping function, which is supported
by the theoretical foundations of general random mapping
functions. First of all, the existence of transformation from
C to R? can be shown. To construct the mapping function
that satisfies the aforementioned properties, a combination
on C is transformed to a Boolean vector on {0, 1}, where
m is the smallest dimensionality that satisfies 2™ > N,
which is always possible [Matousekl [2002]. Then, we can
embed {0, 1}™ into Euclidean space using low-distortion
embedding [Trevisan, 2000, |Indyk et al.,[2017]. Therefore,
there exists a transformation from C to R,

Since Bayesian optimization models a surrogate based on
similarities between two covariates, we require to define the
covariance function defined on X', which is an appropriate
representative of the similarities between two inputs on C.

Lemma 1. For ¢ € (0,1) and d € Q(logt/e?), by the
Johnson—Lindenstrauss lemma [Johnson and Lindenstrauss|
1984|], Proposition 2.3 in [[Trevisan, 2000], and the existence
of low-distortion transformation from C to R?, a random
mapping ¢ : C — X preserves a similarity between two any
covariates on C:

(1=g)[b—b'|ly < l¢(c) - (1+)[lb = 1|1,

as)

#(c)|3 <

where Boolean vectors b, b’ € {0,1}™ are equivalent to
some ¢, ¢’ € C and t is the current iteration.

Proof. Suppose that we have two mapping functions, ¢; :
C — {0,1}™ and 5 : {0,1}™ — R?. A function ¢, is a
bijective function since it maps combinatorial variables to
their unique binary variables. Moreover, in Proposition 2.3
||11-[{1gming is ShOWIl,
where b, b” € {0,1}™ C R™, and || - ||Hamming is the Ham-
ming distance. Then, Lemmal [I]is readily proved:

l¢(c) = ()3 = ll¢2(b) — ¢2(b")13
> (1-¢)llb - b'|l3
( €)Hb b/”Hammmg
= (L=¢)[b—Db'x, (16)
and
lo(c) = ()3 = llg2(b) — ¢2(b))13

( Hb b/ ||Hammmg
= (L+¢)|b— b1, (7

by the Johnson—Lindenstrauss lemma, Proposition 2.3 in
[Trevisan, [2000], and the existence of low-distortion trans-
formation, where ¢(-) = ¢a(¢1(-)). Therefore, by and
(T7), the following is satisfied:

) —

< (1+e)|b - b3
€)
€)

(1=a)[b—b[l1 < [lé(e) = &(c)]|5 < (1+2)[b =11,
(18)
which concludes the proof of LemmalT] O

Lemma [I] encourages us to define a solid mapping func-
tion and its adequate inverse, rather than the previous
work [Wang et al.| 2016]]. This method [Wang et al.,|2016],
which is referred to as REMBO converts from a query point
X to a variable on 0-1 polytope with random matrix in a
generative perspective, and then determines a combination
with rounding the variable.

Compared to REMBO, we suggest a mapping function from
C to X with a uniformly random matrix R € R¥™  of
which the left inverse is computed by Moore-Penrose in-
verse Rt € R™*4, followed by rounding to {0,1}™. The
Bayesian optimization method using this random matrix and
its Moore-Penrose inverse is referred to as CBO-Recon from
now, because it determines a query combination through
reconstruction.

Furthermore, we design a mapping function with a lookup
table L, constructed by a uniformly random matrix R. Each
row of the table is a key and value pair, where key and
value indicate a combination and its embedding vector by
R, respectively. After determining a query point on X, we
find the closest point in LL and then recover to one of possible
combinations on C. We call it as CBO-Lookup.



By these definitions and properties, we analyze our algo-
rithm in terms of regrets and discuss more about our method.

S REGRET ANALYSIS

We analyze the regret bound of combinatorial Bayesian
optimization, to validate the convergence quality. Following
the foundations of the existing theoretical studies [Srinivas
et al.||2010L |Chowdhury and Gopalan, 2017} Scarlett, [2018]],
we use Gaussian process upper confidence bound (GP-UCB)
as an acquisition function over x:

a(x; f(x: 6, Cryy1)) = (%) — Brow(x),  (19)

where C; € C!, y; € RY, and f3; is a trade-off hyperpa-
rameter at iteration ¢. To be clear, by the form of @]} we
have to minimize (I9) to find the next query point where
an objective function is minimized. Before providing the
details, the main theorem is described first.

Theorem 1. Ler 6 € (0,1), ¢ € (0,1), and B €
O(y/log(6—1Nt)). Suppose that a function f is on a RKHS
He and a kernel k is bounded, k(-,-) € [0, kmax|- Then,
the kernel-agnostic cumulative regret of combinatorial
Bayesian optimization is upper-bounded with a probability
at least 1 — §:

Rre0 (¢(a;§ . EQ)NTlog(cS*lNT)> ,

(20)

where o2 is the variance of observation noise and N is the
cardinality of C.

The intuition of Theorem [I]is three-fold. First, it is a sub-
linear cumulative regret bound, since limy_, o, Rp/T = 0,
which implies that the camulative regret does not increase as
T goes to infinity. Second, importantly, Theorem [I] shows if
N increases, the upper bound of cumulative regret increases.
It means that we require additional time to converge the cu-
mulative regret if the cardinality of C is huge. Moreover, our
regret bound is related to a distortion level £2 by a random
map and an observation noise level o2, which implies that
small £2 and o2 yield a lower bound than large values. See
the discussion section for the details of this theorem.

5.1 ONTHEOREM!

From now, we introduce the lemmas required to proving the
main theorems.

Lemma 2. Let 6 € (0,1) and B; = O(+/log(6"tNt)) at

iteration t. Under Lemma[l|and the properties mentioned
above, the following inequality is satisfied:

[£(e) = e (x)| < Brow(x),

forallx € X where a subset of convex polytope X, with a
probability at least 1 — §. In addition, using , an instan-
taneous regret ry is upper-bounded by 23,04(X; ), where XI
is a query point at 1.

2y

Proof. Lemma [2| is originally proved in [Srinivas et al.,
20101, and discussed more in [Scarlett, 2018[; See Lemma 1
in [Scarlett, 2018] for more details. By (1)), the upper bound
of instantaneous regret can be straightforwardly proved by
the definition of GP-UCB and Lemma 2}

F(&7 () = f(e)

PO (xt) = () + Broe(x})
< 2ﬂtat<x1 ), (22)
which concludes this proof. O

Lemma 3. Let € be an observation noise, which is sampled
from N(0,02). Inspired by [Srinivas et al., 2010], we de-
fine a mutual information between noisy observations and
Sfunction values over Cy,

I(ys; £1) = I([y1, - - yel; [f(er), ..oy fler)]).

Suppose that the mutual information is upper-bounded by
the maximum mutual information determined by some C* C
C, which satisfies |C*| = ¢:

I(ye; £) < I(y*; ),

where y* and £* are noisy function values and true function
values over C*, respectively. Then, the mutual information
I(yy; £;) is upper-bounded by the entropy over y*,

I(ys ) < H(y™),

where y* is noisy function values for C* C C that satisfies
IC*|=N

(23)

(24)

(25)

Proof. Given an objective function f and a variance of
observation noise ai, a mutual information between noisy

observations and function values over C;,

I(Yﬁft) = I([ylv s ’yt]; [f(cl)v .- '7f(ct)])7

where y; = f(c;) + eand € ~ N(0,02), fori € [t]. As
discussed in [[Srinivas et al.,[2010f], the mutual information
(26) is upper-bounded by the maximum mutual information
determined by some C* C C, which satisfies |C*| = ¢:

Iy f) < I(y*;f"),

where y* and f* are noisy function values and true function
values for C*, respectively. By the definition of mutual
information, the following inequality is satisfied:

(26)

27)

I(y*;£*) < H(y"), (28)

where H is an entropy. Then, since H(y*) = H(y*) +
H(y* N (y*)¢) where y* is noisy function values for C* =
C, the mutual information (26) is upper-bounded by the

entropy over y”*,
Iy ) < H(y™), (29)

which concludes the proof of this lemma. O



Using the lemmas described above, the proof of Theorem T]
can be provided. For notation simplicity, XI and k(x,x)
would be written as x; and kp,x, respectively.

Proof. A cumulative regret R can be described as below:

T
RT: E Tt
t=1

T
<287 ZUt(Xt)

t=1

T 3
< 2fr (TZ a?<xt)> : (30)

t=1

by Lemma 2] and the Cauchy-Schwartz inequality. By
LemmalI} we know a covariate x; € X’ is distorted within a
factor of (1 + ) from the original space C. Here, from this
proposition, we assume x; has an input noise, sampled from
N(0,£2T). As discussed by McHutchon and Rasmussen
[2011]], under this assumption and the Taylor’s expansion up
to the first-order term, the term K (X, X) + 021 in the poste-
rior mean and variance functions [Rasmussen and Williams,
2006] is replaced with

K(X,X) + 021 + c2diag (A fA}) . 3D

where X € R**? is the previously observed inputs, A 7€

R**? is a derivative matrix of a surrogate model fover X
and diag(-) returns a diagonal matrix; See [McHutchon and
Rasmussen| 2011]] for the details. Using this, (30) is

Ry < 2B7+/4(02 + ce?)
T 2
x <TZ % log(1+ (o7, + 052)103()(,5)))

+ )T I(y*;£*)
+ce2)T H(y*), (32)

where ¢ = max(diag(A ]?A;)), by Lemma Lemma 5.3

in [Srinivas et al.} 2010], and o < 2log(1+ ) for0 < o <
1. Finally, by the definition of entropy and the Hadamard’s
inequality, (32)) is expressed as

Ry < 487/ (02 + c£2)T log|2meX|
< 4By \/(cr% + ce?2)NT log(2mekmax)
€O (BT (02 + EQ)NT)

0 (\/(ag T e2)NT 1og(aleT)) . (33)

where IV is the cardinality of C and k. is the maximum
value of kernel k. ]

2Gaussian process is at least once differentiable with at least
once differentiable kernels.

6 DISCUSSION

In this section we provide more detailed discussion on com-
binatorial Bayesian optimization and our methods.

Acquisition function optimization. Unlike the existing
methods and other baselines, CBO-Recon and CBO-Lookup
should find a query point on convex polytope X. If a ran-
dom matrix R is constructed by a distribution supported
on a bounded interval, X is naturally compact. Thus, CBO-
Recon and CBO-Lookup optimize an acquisition function
on the convex space determined by R.

Rounding to binary variables. To recover a covariate on
R< to C, rounding to binary variables is required in REMBO
and CBO-Recon as well as other existing methods. These
methods must choose a proper threshold between 0 and 1
after scaling them between that range [[Hutter et al., 2011}
Wang et al.||2016]], but choosing a rule-of-thumb threshold
is infeasible because an objective is unknown and we cannot
validate the threshold without direct access to the objec-
tive. On the contrary, CBO-Lookup does not require any
additional hyperparameter for rounding to binary variables.

L, regularization for sparsity. As proposed and dis-
cussed in [Baptista and Poloczek| [2018| (Oh et al., 2019], the
objective for combinatorial optimization is penalized by L
regularization. This regularization technique is widely used
in machine learning in order to induce a sparsity [Tibshirani,
1996] and avoid over-fitting. In this discussion, we rethink
this sparsification technique for combinatorial structure. A
representation on the Hamming space is not always sparse,
because, for example, a solution can be [1,1, ..., 1], which
is not sparse.

Complexity analysis. The time complexity of common
Bayesian optimization is O(T®) where T is the number
of iterations (i.e., we assume the number of observations
is proportional to T, because it evaluates a single input at
every iteration), due to the inverse of covariance matrix.
Our CBO-Lookup holds the time complexity of common
Bayesian optimization, and moreover with the Cholesky de-
composition it can be reduced to O(7°/6) [Rasmussen and
Williams| [2006]. Compared to BOCS proposed by |Baptista
and Poloczek] [2018]], our algorithm has lower complexity
than the BOCS variants. The CBO-Lookup algorithm re-
quires the space complexity O(md), because it constructs a
lookup table. However, we can speed up this pre-processing
stage by preemptively constructing the table before the opti-
mization process and searching the table with a hash func-
tion [Nayebi et al., [2019]]. In practice, the combinatorial
space of the order of 22 requires less than 2 GB.

Regret bound. As described in the analysis section, The-

orem supports our intuition in terms of g2, 03, 4, N, and

T. However, since we prove the cumulative regret bound



for any kernel that is bounded and at least once differen-
tiable, it is considered as a loose bound. According to other
theoretical studies [Srinivas et al.| 2010, |Chowdhury and
Gopalan| [2017, Scarlett, |2018], this kernel-agnostic bound
is readily expanded into a tighter bound, assuming a specific
kernel. To focus on the problem of combinatorial Bayesian
optimization itself and moderate the scope of this work, the
analysis for tighter bound will be left to the future work.

7 EXPERIMENTS

We test the experiments on combinatorial optimiza-
tion: thumbs-up maximization, seesaw equilibrium, binary
quadratic programming, Ising model sparsification, and sub-
set selection. We first introduce the experimental setups.

7.1 EXPERIMENTAL SETUP

To optimize objectives over combinations, we use the fol-
lowing combinatorial Bayesian optimization strategies:

¢ Random: It is a simple, but practical random search
strategy [Bergstra and Bengiol [2012].

* Bin-AA: It uses a surrogate model with AA ker-
nel [Aitchison and Aitkenl [1976], over binary vari-
ables.

* Bin-Round: The surrogate model is defined on [0, 1]™
and acquired points are determined by rounding. The
threshold for rounding is 0.5.

* Dec-Round: Binary representation is converted to a
decimal number. Then, common Bayesian optimization
is conducted on [0, 2™ — 1].

* SMAC: It is a sequential model-based optimization
with random forests [Hutter et al., 2011]]. It optimizes
on binary space.

¢ BOCS-SA/BOCS-SDP: They are proposed by Bap+
tista and Poloczek] [2018]]. We use their official imple-
mentation and follow their settings. Unless otherwise
specified, A is set to zero.

e COMBO: This approach [Oh et al.,[2019] constructs
a surrogate function on the space of Cartesian product
of graphs. Each graph corresponds to a categorical
variable and a diffusion kernel over graphs is used to
measure the similarity between combinations.

« REMBO/CBO-Recon: These strategies find the next
query point on R? and recover it to a combination with
rounding. To round to a binary variable, thresholds
for REMBO and CBO-Recon are set to 0.25 and 0.02,
respectively. If it is not specified, we use d = 20.

* CBO-Lookup: It determines the next query point after
mapping a combination to R, and recover it to a com-
bination with a pre-defined lookup table. We use the
same setting of REMBO and CBO-Recon for d.

— Random = Dec-Rownd BOCS-SDP —— CBO-Recon
BiAA = SMAC = REMBO === CBO-Lookup
| — BOCSSA COMBO

— Random = Dec-Round BOCS-SDP —— CBO-Recon
BinAA = SMAC = REMBO == CBO-Lookup
— Bin-Round =—— BOCS-SA COMBO

— b

10!

Minimum #Thumbs-Down

) 20 40 60 S0 100 ) 20 40 60 S0 100
Tteration Tteration

(a) Thumbs-up (20D) (b) Seesaw (24D)
Figure 1: Bayesian optimization results on thumbs-up maxi-
mization and seesaw equilibrium. All the experiments are
repeated 10 times.

— Random —— Dec-Round BOCS SDP —— CBO-Recon
BinAA = SMAC = REMBO == CBO-Lookup

— Bin-Round —— BOCS-SA COMBO

—— Random —— Dec-Round BOCS-SDP —— CBO-Recan
BinAA = SMAC = REMBO == CBO-Lookup
— Bin-Round —— BOCSSA COMBO

Minimum Simple Regret
Minimum Function Value
-

ﬁ

0 20 10 0 S0 100 0 20 1 60 0 100
Tteration Iteration

(a) BQP (10D, A = 1.0) (b) Ising (24D, A = 1.0)
Figure 2: Bayesian optimization results on binary quadratic
programming and Ising model sparsification. All the experi-
ments are repeated 10 times.

To compare all the methods fairly, we set the same initializa-
tions across all the methods, by fixing a random seed for the
same runs. The number of initializations is set to 1 for most
of experiments. Gaussian process regression with Matérn
5/2 kernel is employed as a surrogate model for Bin-Round,
Dec-Round, REMBO, CBO-Recon, and CBO-Lookup. The
GP-UCB acquisition function is used as an acquisition func-
tion for Bin-AA, REMBO, CBO-Recon, and CBO-Lookup.
For COMBO, we use the official implementation provided
by |Oh et al.[[2019], but we modify some setups, e.g., initial
points, for fair comparisons. The expected improvement
criterion is applied for Bin-Round and Dec-Round. The hy-
perparameters of Gaussian process regression are optimized
by marginal likelihood maximization. All the experiments
are repeated 10 times unless otherwise specified.

7.2 THUMBS-UP MAXIMIZATION

This experiment is an artificial circumstance to maximize
the number of thumbs-up where the total number of thumbs-
up and thumbs-down is fixed as m. As shown in Figure [[(a)]



20 ) 0 80 100 0 20 40 60 0 100
Tteration Tteration

(a) Sparse regression (b) Sparse classification
Figure 3: Results on subset selection, where p = 0.01 and
v = 1.0. Dotted lines are the ones with L, regularization.
All the experiments are repeated 10 times.

CBO-Lookup performs well compared to other methods.

7.3 SEESAW EQUILIBRIUM

It is a combinatorial problem for balancing the total torques
of weights on a seesaw, which has m /2 weights on the left
side of seesaw and the other m /2 weights on the right side,
where m is an even number. The weight w; is uniformly
chosen from [0.5,2.5] for all ¢+ € {0,...,m — 1}. Each
torque for w; is computed by 7;w; where r; is the distance
from the pivot of seesaw, and we set a distance between w;
and the pivot as r; = i — m/2 for the weights on the left
side and r; = ¢ —m/2 + 1 for the weights on the right side.
As presented in Figure[I(b)] CBO-Lookup achieves the best
result in this experiment.

7.4 BINARY QUADRATIC PROGRAMMING

This experiment is to minimize an objective of binary
quadratic programming problem with I, regularization,

fle) = ¢(c) " Qo(c) + Allp(c)]|1, (34)

where ¢ is a mapping function to binary variables, Q €
R™*™ js a random matrix, and \ is a coefficient for L
regularization. We follow the settings proposed by [Baptista
and Poloczek, |2018]]. Similar to thumbs-up maximization
and seesaw equilibrium, CBO-Lookup shows consistent
performance compared to other baselines; see Figure 2(a)}

7.5 ISING MODEL SPARSIFICATION

This problem finds an approximate distribution ¢(¢(c)),
which is close to

exp(¢(c) ' JP¢(c))
2o exp(o(c) T IPP(c))’

p(4(c)) = 35)

where ¢ is a mapping function to {—1, 1}" and J? is a sym-
metric interaction matrix for Ising models. To find ¢(¢(c)),
we compute and minimize the Kullback-Leibler divergence
between two distributions in the presence of L regulariza-
tion. Our implementation for this experiment refers to the
open-source repository of [Baptista and Poloczekl, 2018]].
CBO-Lookup is comparable to or better than other methods,
as shown in Figure 2(b)]

7.6 SUBSET SELECTION

A regularization technique such as Lasso [Tibshirani), |1996]
has been widely used to solve this problem, where some
variables are less correlated to the other variables, but in this
experiment we solve this variable selection using combinato-
rial Bayesian optimization. Our target tasks are categorized
as two classes: (i) a sparse regression task, i.e., Figure[3(a)]
and (ii) a sparse classification task, i.e., Figure@] [Hastie
et al.,)2015]. For a fair comparison, we split the datasets into
training, validation, and test datasets. The validation dataset
is used to select variables using Bayesian optimization, and
the evaluation for the selected variables of test dataset is
reported.

To conduct the Bayesian optimization methods on a sparse
regression task, we follow the data creation protocol de-
scribed in [Hastie et al.l [2017]]. Given the number of data
n, the dimension of data p, a sparsity level s, a predictor
correlation level p, a signal-to-noise ratio level v, our re-
gression model is defined as y = X3, where y € R”,
X € R™"*P and B € RP. We use beta-type 2 [Bertsimas
et al., [2016] with s for 3 and draw X from N (0, 3) where
[£];j = pl*=7l for all i,j € [p]. Then, we draw y from
N(XB,02T), where 02 = (3" £3)/v.

For a sparse classification, we employ Mobile Price Classi-
fication dataset [[Sharmal 2018]], of which the variables are
less correlated. The base classifier for all the experiments
are support vector machines and the variables selected by
Bayesian optimization are given to train and test the dataset.
As presented in Figure [3(b), our method shows the better
result than other methods in this experiment.

Comparisons with COMBO. As is generally known in
the Bayesian optimization community, COMBO [Oh et al.,
2019]] shows consistent performance in the experiments run
in this work. Since COMBO uses graph-structured repre-
sentation as the representation of categorical variables, it
directly seeks an optimal combination on graphs by con-
sidering the connectivity between variables. This capability
allows us to effectively find the optimum. Compared to
the known sophisticated COMBO method, CBO-Lookup
also shows consistent performance across various tasks
as shown in Figure [} Figure 2(a)] Figure 2(b)] and Fig-
ure[3(b)] and guarantees a sublinear cumulative regret bound
with a low-distortion embedding as shown in Theorem [T}



Moreover, our method is beneficial for cheap computational
complexity and easy implementation, by utilizing any off-
the-shelf implementation of vector-based Bayesian opti-
mization. In addition to these, without loss of generality,
our method is capable of optimizing a black-box objec-
tive on a high-dimensional mixed-variable space by em-
bedding a high-dimensional mixed-variable space to a low-
dimensional continuous space. Unfortunately, it is unlikely
that COMBO can solve the optimization problem defined
on a high-dimensional mixed-variable space.

8 CONCLUSION

In this work, we analyze the aspect of combinatorial
Bayesian optimization and highlight the difficulty of this
problem formulation. Then, we propose a combinatorial
Bayesian optimization method with a random mapping func-
tion, which guarantees a sublinear cumulative regret bound.
Our numerical results demonstrate that our method shows
satisfactory performance compared to other existing meth-
ods in various combinatorial problems.

Author Contributions

J. Kim led this work, suggested the main idea of this paper,
implemented the proposed methods, and wrote the paper.
S. Choi and M. Cho are co-corresponding authors and the
order of them is randomly determined. S. Choi and M. Cho
advised this work, improved the proposed methods, and
wrote the paper. Along with these contributions, S. Choi
introduced the fundamental backgrounds of this work, and
M. Cho substantially revised the paper.

Acknowledgements

This work was supported by Samsung Research Funding
& Incubation Center of Samsung Electronics under Project
Number SRFC-TF2103-02.

References

J. Aitchison and C. G. G. Aitken. Multivariate binary dis-
crimination by the kernel method. Biometrika, 63(3):
413-420, 1976.

R. Baptista and M. Poloczek. Bayesian optimization of
combinatorial structures. In Proceedings of the Interna-
tional Conference on Machine Learning (ICML), pages
462-471, Stockholm, Sweden, 2018.

J. Bergstra and Y. Bengio. Random search for hyper-
parameter optimization. Journal of Machine Learning
Research, 13:281-305, 2012.

D. Bertsimas, A. King, and R. Mazumder. Best subset
selection via a modern optimization lens. The Annals of
Statistics, pages 813-852, 2016.

L. Breiman. Random forests. Machine Learning, 45(1):
5-32,2001.

E. Brochu, V. M. Cora, and N. de Freitas. A tutorial on
Bayesian optimization of expensive cost functions, with
application to active user modeling and hierarchical re-
inforcement learning. arXiv preprint arXiv:1012.2599,
2010.

P. Buathong, D. Ginsbourger, and T. Krityakierne. Kernels
over sets of finite sets using RKHS embeddings, with
application to Bayesian (combinatorial) optimization. In
Proceedings of the International Conference on Artificial
Intelligence and Statistics (AISTATS), pages 2731-2741,
Virtual, 2020.

S. R. Chowdhury and A. Gopalan. On kernelized multi-
armed bandits. In Proceedings of the International Con-
ference on Machine Learning (ICML), pages 844-853,
Sydney, Australia, 2017.

J. Cui and B. Yang. Graph Bayesian optimization: Al-
gorithms, evaluations and applications. arXiv preprint
arXiv:1805.01157, 2018.

H. Dadkhahi, K. Shanmugam, J. Rios, P. Das, S. C. Hoffman,
T. D. Loeffler, and S. Sankaranarayanan. Combinatorial
black-box optimization with expert advice. In Proceed-
ings of the ACM SIGKDD Conference on Knowledge
Discovery and Data Mining (KDD), pages 1918-1927,
Virtual, 2020.

A. Deshwal, S. Belakaria, and J. R. Doppa. Mercer features
for efficient combinatorial Bayesian optimization. In Pro-
ceedings of the AAAI Conference on Artificial Intelligence
(AAAI), pages 72107218, Virtual, 2021.

D. Duvenaud. Automatic model construction with Gaussian
processes. PhD thesis, University of Cambridge, 2014.

M. Feurer, A. Klein, K. Eggensperger, J. T. Springenberg,
M. Blum, and F. Hutter. Efficient and robust automated
machine learning. In Advances in Neural Information
Processing Systems (NeurIPS), volume 28, pages 2962—
2970, Montreal, Quebec, Canada, 2015.

P. I. Frazier. A tutorial on Bayesian optimization. arXiv
preprint arXiv:1807.02811, 2018.

P. I. Frazier and J. Wang. Bayesian optimization for materi-
als design. In Information Science for Materials Discov-
ery and Design, pages 45-75. Springer, 2016.

M. R. Garey and D. S. Johnson. Computers and intractabil-
ity. W. H. Freeman and Company, 1979.



R. Garnett, M. A. Osborne, and S. J. Roberts. Bayesian
optimization for sensor set selection. In ACM/IEEE Inter-
national Conference on Information Processing in Sensor
Networks (IPSN), pages 209-219, Stockholm, Sweden,
2010.

J. Gonzélez, J. Longworth, D. C. James, and N. D. Lawrence.
Bayesian optimization for synthetic gene design. In
Neural Information Processing Systems Workshop on
Bayesian Optimization (BayesOpt), Montreal, Quebec,
Canada, 2014.

T. Hastie, R. Tibshirani, and M. Wainwright. Statistical
learning with sparsity: the Lasso and generalizations.
CRC press, 2015.

T. Hastie, R. Tibshirani, and R. J. Tibshirani. Extended
comparisons of best subset selection, forward stepwise se-
lection, and the Lasso. arXiv preprint arXiv:1707.08692,
2017.

F. Hutter, H. H. Hoos, and K. Leyton-Brown. Sequential
model-based optimization for general algorithm config-
uration. In Proceedings of the International Conference
on Learning and Intelligent Optimization (LION), pages
507-523, Rome, Italy, 2011.

P. Indyk, J. Matousek, and A. Sidiropoulos. low-distortion
embeddings of finite metric spaces. In Handbook of
discrete and computational geometry, pages 211-231.
CRC Press, 2017.

W. B. Johnson and J. Lindenstrauss. Extensions of Lipschitz
mappings into a Hilbert space. Contemporary Mathemat-
ics, 26:189-206, 1984.

D. R. Jones, M. Schonlau, and W. J. Welch. Efficient global
optimization of expensive black-box functions. Journal
of Global Optimization, 13:455-492, 1998.

J. Kim, M. McCourt, T. You, S. Kim, and S. Choi. Bayesian
optimization with approximate set kernels. Machine
Learning, 110(5):857-879, 2021.

J. MatouSek. Lectures on discrete geometry, volume 212.
Springer Science & Business Media, 2002.

A. McHutchon and C. E. Rasmussen. Gaussian process
training with input noise. In Advances in Neural Infor-
mation Processing Systems (NeurIPS), volume 24, pages
1341-1349, Granada, Spain, 2011.

J. Mo&kus, V. Tiesis, and A. Zilinskas. The application of
Bayesian methods for seeking the extremum. Towards
Global Optimization, 2:117-129, 1978.

Y. H. Mussa. The Aitchison and Aitken kernel function
revisited. Journal of Mathematics Research, 5(1):22,
2013.

A. Nayebi, A. Munteanu, and M. Poloczek. A framework
for Bayesian optimization in embedded subspaces. In
Proceedings of the International Conference on Machine
Learning (ICML), pages 4752-4761, Long Beach, Cali-
fornia, USA, 2019.

C. Oh, J. Tomczak, E. Gavves, and M. Welling. Combi-
natorial Bayesian optimization using the graph cartesian
product. In Advances in Neural Information Process-
ing Systems (NeurIPS), volume 32, pages 2914-2924,
Vancouver, British Columbia, Canada, 2019.

A. Rajkumar and S. Agarwal. Online decision-making in
general combinatorial spaces. In Advances in Neural
Information Processing Systems (NeurIPS), volume 27,
pages 3482-3490, Montreal, Quebec, Canada, 2014.

C. E. Rasmussen and C. K. I. Williams. Gaussian Processes
for Machine Learning. MIT Press, 2006.

J. Scarlett. Tight regret bounds for Bayesian optimization
in one dimension. In Proceedings of the International
Conference on Machine Learning (ICML), pages 4500—
4508, Stockholm, Sweden, 2018.

B. Scholkopf and A. J. Smola. Learning with Kernels. MIT
Press, 2002.

B. Shahriari, K. Swersky, Z. Wang, R. P. Adams, and N. de
Freitas. Taking the human out of the loop: A review of
Bayesian optimization. Proceedings of the IEEE, 104(1):
148-175, 2016.

A. Sharma. Mobile price classification. https:
//www.kaggle.com/1abhishekofficial/
mobile-price—-classification, 2018. Last
accessed on 12/05/2021.

B. J. Shields, J. Stevens, J. Li, M. Parasram, F. Damani,
J. I. M. Alvarado, J. M. Janey, R. P. Adams, and A. G.
Doyle. Bayesian reaction optimization as a tool for chem-
ical synthesis. Nature, 590:89-96, 2021.

J. Snoek, H. Larochelle, and R. P. Adams. Practical
Bayesian optimization of machine learning algorithms.
In Advances in Neural Information Processing Systems
(NeurlIPS), volume 25, pages 2951-2959, Lake Tahoe,
Nevada, USA, 2012.

N. Srinivas, A. Krause, S. Kakade, and M. Seeger. Gaussian
process optimization in the bandit setting: No regret and
experimental design. In Proceedings of the International
Conference on Machine Learning (ICML), pages 1015—
1022, Haifa, Israel, 2010.

R. Tibshirani. Regression shrinkage and selection via the
Lasso. Journal of the Royal Statistical Society B, 58(1):
267-288, 1996.


https://www.kaggle.com/iabhishekofficial/mobile-price-classification
https://www.kaggle.com/iabhishekofficial/mobile-price-classification
https://www.kaggle.com/iabhishekofficial/mobile-price-classification

L. Trevisan. When Hamming meets Euclid: the approxima-
bility of geometric TSP and Steiner tree. SIAM Journal
on Computing, 30(2):475-485, 2000.

Z. Wang, F. Hutter, M. Zoghi, D. Matheson, and N. de
Freitas. Bayesian optimization in a billion dimensions
via random embeddings. Journal of Artificial Intelligence
Research, 55:361-387, 2016.

Y. Zhang, K. Sohn, R. Villegas, G. Pan, and H. Lee. Improv-
ing object detection with deep convolutional networks
via Bayesian optimization and structured prediction. In
Proceedings of the IEEE International Conference on
Computer Vision and Pattern Recognition (CVPR), pages
249-258, Boston, Massachusetts, USA, 2015.

G. M. Ziegler. Lectures on Polytopes. Springer Science &
Business Media, 1993.



	Introduction
	Related Work
	Combinatorial Bayesian Optimization
	Proposed Method
	Random mapping and left inverse

	Regret Analysis
	On Theorem 1

	Discussion
	Experiments
	Experimental setup
	Thumbs-up maximization
	Seesaw equilibrium
	Binary quadratic programming
	Ising model sparsification
	Subset selection

	Conclusion

