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Abstract—When operating in human environments, robots
need to handle complex tasks while both adhering to social norms
and accommodating individual preferences. For instance, based
on common sense knowledge, a household robot can predict
that it should avoid vacuuming during a social gathering, but
it may still be uncertain whether it should vacuum before or
after having guests. In such cases, integrating common-sense
knowledge with human preferences, often conveyed through
human explanations, is fundamental yet a challenge for existing
systems. In this paper, we introduce GRACE, a novel approach
addressing this while generating socially appropriate robot ac-
tions. GRACE leverages common sense knowledge from Large
Language Models (LLMs), and it integrates this knowledge with
human explanations through a generative network architecture.
The bidirectional structure of GRACE enables robots to refine
and enhance LLM predictions by utilizing human explanations
and makes robots capable of generating such explanations for
human-specified actions. Our experimental evaluations show that
integrating human explanations boosts GRACE’s performance,
where it outperforms several baselines and provides sensible
explanations.

Index Terms—Socially Appropriate Robot Actions, Large Lan-
guage Models (LLMs), Explanations, Generative AI

I. INTRODUCTION

Robots are expected to operate in challenging real-world
environments by learning complex tasks without violating
social norms and human preferences. For instance, imagine
a robot that is expected to perform household tasks, such
as vacuum cleaning or carrying furniture. With the aid of
common sense knowledge, the robot can predict that it should
not perform these tasks when people are sleeping or when
guests are around. However, even with such knowledge, this
decision-making process gets complicated in the real world.
For instance, in a home with small children, one person may
emphasize safety, preferring the robot to only carry lighter
items, while another might prioritize efficiency, expecting the
robot to carry multiple heavy objects at once to speed up
tasks. In such cases, if the robot could effectively gather
insights and explanations about the factors it should base its
decisions on, such as whether to prioritize efficiency, comfort,
or safety, it can successfully adjust its actions according to
human preferences by still adhering to social norms.

Previous research has explored socially aware robot be-
haviors across various domains, including household envi-
ronments [1]–[3], navigation scenarios [4]–[7] and service

1 Department of Computer Science and Technology, University of Cam-
bridge, UK. Corresponding authors: {fid21, hg410}@cam.ac.uk.
2 Department of Computer Eng., Middle East Technical University, Turkey.
3 Department of Psychology, Bilkent University, Turkey.
*Contributed to this work while undertaking a visiting research studentship
at the University of Cambridge’s AFAR Lab.

Image summary (scene features)

Certain
Obtain scores 

from LLMs 

(𝑆𝐿𝐿𝑀)

Conditional 

Autoencoder 

Model
Uncertain

Image 

certainty

 classifier

Output: LLM 

predicted score 

(𝑆𝐿𝐿𝑀)

Output: corrected 

scores (𝑆′), generated 

explanations (𝐸′)

Fig. 1: Flowchart of the proposed GRACE system.

applications [8]–[10]. These studies have formed a critical
foundation for generating robotics systems that are socially
appropriate, yet in order to effectively integrate both social
norms and user preferences into robotic actions, we identify
the following critical open challenges: Challenge 1: How
can the robot decide if is it sufficient to rely on common
sense knowledge for the appropriateness of its actions and
when should it seek additional insights and explanations from
humans around to base its decisions on? Challenge 2: How
can the robot effectively integrate these explanations into its
decision-making process to ensure its actions are aligned with
human expectations? Challenge 3: How can the robot generate
insights or reasoning for human-specified actions, even when
detailed explanations are not provided, in a way that implicitly
reflects the humans’ (i.e., its user’s) underlying preferences
and motivations? Our work addresses these challenges with a
novel methodology that integrates robot action appropriateness
with human explanations.

In this paper, we present the so-called system ‘GRACE’
for its ability to generate socially appropriate robot actions.
GRACE is a complete system to generate social appropri-
ateness scores for varying robot actions (such as cleaning,
serving food, vacuuming, etc) in household setups by lever-
aging common sense knowledge via Large Language Models
(LLMs) and integrating this knowledge with human explana-
tions through a generative deep neural network architecture.
Specifically, GRACE first uses machine learning classifiers to
assess the uncertainty of scenes based on human agreement,
and for scenes classified as ‘certain’, it directly outputs LLM
appropriateness predictions, hence addressing Challenge 1.
Critically, for ‘uncertain’ cases, the conditional autoencoder
structure of GRACE enhances LLM predictions by integrating
them with human explanations, thus addressing Challenge 2.
Additionally, the bidirectional structure of the GRACE autoen-
coder enables it to provide coherent explanations for human-
annotated scores, thereby addressing Challenge 3. Through
extensive evaluations, we demonstrate that GRACE effectively
captures the relationship between human scores and their
explanations, outperforms several baselines, and boosts per-
formance by leveraging human explanations to predict social
appropriateness scores for robot actions.
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II. RELATED WORK

Generating socially aware robot actions has been a critical
focus of human-robot interaction (HRI) research, with various
studies examining how robots can operate in diverse environ-
ments while adhering to social norms and human preferences.
These studies dominantly focused on social awareness in
navigation [4]–[7], [11]–[14], while also contributing to a
broader understanding of how robots can align their actions
with human expectations across different contexts, such as
for service robots [8]–[10] and telepresence systems [13],
[15], [16]. In household environments, Tjomsland et al. [1]
proposed a continual learning approach using a Bayesian
Network to predict human-specified appropriateness scores
and their variances, while Churamani et al. [3] applied feder-
ated continual learning to generate socially appropriate robot
actions. Although these works provide a strong foundation
for our research, they do not account for individual human
preferences; instead, they predicted an average score for each
scene without incorporating human explanations, which can
offer valuable insights into human preferences.

While enhancing robots’ social awareness capabilities,
LLMs can serve as an important source to gather common
sense knowledge. Accordingly, recent HRI research has uti-
lized LLMs’ reasoning abilities in various settings, including
assistive applications [17]–[19], service robots [20]–[22], and
ambiguity recognition [23], [24]. Former work also deployed
LLMs for personalization and preference-based learning in
social navigation and mobile manipulation scenarios [21], [25].
More closely related to our work, Bowen and Harold [26]
utilized LLMs in a zero-shot manner to determine the social
appropriateness of robot actions, and they have demonstrated
the LLMs’ effectiveness in such a task. GRACE adopts this
approach to obtain LLM-based predictions, but unlike previous
work, we integrate these predictions with human explanations.

While LLMs can offer a critical basis for socially aware
robot behavior, integrating explanations is essential to ensure
accountability [27], trust [28], [29], and the efficiency of
HRI [30]–[32]. Despite its importance, this area of research
presents significant challenges due to the black-box nature of
LLMs [33], and GRACE makes a timely and novel contribu-
tion in this regard. To our knowledge, GRACE is the first full
system to establish a bidirectional approach that integrates
LLM-based reasoning with human explanations not only
to generate socially appropriate robot actions but also to
provide coherent robot explanations.

III. DATASETS AND LABELS

A. MannersDB and MannerDB+

To generate socially appropriate robot actions, we utilized
two datasets: MANNERSDB [1] (as in [26]) and MAN-
NERSDB+. MANNERSDB contains 750 virtual home settings
with a Pepper robot and 11,050 human annotations of these
scenes that scored the social appropriateness of eight robot
actions (e.g., ‘vacuuming’, ‘carrying warm food’, etc.) on
a scale of 1-5, along with explanations for these scores.

MANNERSDB+ extends this dataset to three robots, PR2,
Nao, and Pepper, across 1,000 scenes per robot. It includes
social appropriateness scores for nine actions, collected from
9,238 human annotators (humans, henceforth), along with
their explanations – see Figure 3 for the complete list of
robot actions and example images. In both datasets, each
scene includes 29 distinctive features, such as the number of
people, their orientation, and whether the music is playing in
the background. These scene attributes, annotated scores, and
explanations make these datasets highly suitable for evaluating
the objectives and capabilities of the GRACE system.

B. Categorization and Labels of Human Explanations

To integrate human explanations while generating socially
appropriate robot actions, we categorized and labeled human
explanations in MannersDB+ (since it has more scenes than
MannersDB) by first identifying prominent explanation cat-
egories within data and then labeling each sample based on
these categories using a large language model (LLM). First,
a human evaluator (female, 30 years old, third author of the
paper) randomly selected 100 samples from the MannersDB+
dataset and decided on the most recurring explanation cate-
gories within these random samples. The evaluator identified
nine main categories (e.g., human state) and three subcate-
gories based on two opposing (e.g., available: 1, and busy:
-1) and one neutral component (neutral: 0)1.

For each category, we labeled human explanations in Man-
nersDB+ by querying GPT4o-mini separately. We applied a
two-shot prompting technique in each category by providing
examples from the opposing components. To ensure the cor-
rectness of LLM labels, the same human evaluator selected
another random 200 samples, manually labeled them based
on pre-defined categories, and compared them with LLM-
generated ones, which resulted in a high match (95.28%)
and confirmed the precision of the LLM-generated labels.
After obtaining the LLM labels, we had to discard human
direction and environmental noise categories due to inadequate
samples. Overall, for each explanation, we obtained a seven-
dimensional vector, and each of these dimensions could take
three different values (-1, 0, or 1), which we later normalized
each dimension between 0 and 1.

IV. METHODOLOGY

In this section, we conceptualize the novel idea of gener-
ating socially appropriate robot actions by leveraging large
language models (LLMs) and human annotator explanations.
For a given scene, we first assess the uncertainty of the scene,
i.e., if human annotators would agree on the scores for robot
action appropriateness. To achieve this, we obtain binary labels
with unsupervised clustering and train ML classifiers. This
classification aims to identify when LLM predictions would
be enough to predict robot action appropriateness (certain

1Identified explanation categories: human state (busy, available, neutral), human
direction (facing the robot, not facing the robot, neutral), safety (safe, dangerous,
neutral), robot direction (facing humans, not facing humans, neutral), working area (big,
small, neutral), robot capability (capable, incapable, neutral), robot proximity (close, far,
neutral), crowd (crowded, empty neutral), environmental noise (noisy, silent, neutral).



scenes, i.e., humans would agree on their scores) or when LLM
predictions should be improved with explanations (uncertain
scenes, i.e., humans would have disagreements). For uncertain
situations, we suggest an autoencoder-based generative model
that leverages human explanations to enhance the generation of
socially appropriate robot actions, as well as endow the robot
with the capability to generate explanations when necessary.
The overall GRACE system pipeline is shown in Figure 1.

A. Scene Clustering and Uncertainty Classification
To determine the certainty of scenes, we rely on human

annotator agreement, i.e., classifying scenes based on when
human annotators are most likely to give similar scores for the
appropriateness of robot actions (certain scenes) or they are
likely to give different ones (uncertain scenes). We formulate
this task as a binary class classification problem. We first
obtain the weak binary labels for each scene (showing if a
scene is certain or uncertain) with unsupervised clustering and
then employ ML methods to predict the scene uncertainties.

To obtain the binary labels for each scene xi ∈ X ,
we consider the variance of different human scores for the
appropriateness of each action aj ∈ A (e.g., ‘vacuum-
ing’, ‘starting a conversation’, ‘serving warm food’, etc.).
More specifically, we compute the set of variances: Vxi =
{σ2(sxi

a1
), σ2(sxi

a2
), . . . , σ2(sxi

an
)}, where σ2(sxi

aj
) is the vari-

ance of human scores sxi
aj

∈ Shuman for action aj in scene xi,
and n is the total number of different actions in the set A. The
set Vxi

∈ VX represents the variances for all actions in scene
xi, intuitively reflecting human annotators’ level of agreement
for that scene. We then input the variance feature set VX into
the K-means++ clustering algorithm to group the scenes into
two clusters, resulting in two centroids. The centroid with
lower feature values (i.e., lower variance) is set as the certain
cluster centroid, and the other one is identified as uncertain.
Finally, each scene xi is assigned a binary label yxi ∈ {0, 1},
where yxi = 1 if Vxi is closer to the uncertain centroid based
on its Euclidean distance, and yxi

= 0 otherwise.
After generating the weak labels for each scene xi, these

labels serve as the target variable yxi
∈ {0, 1} in a binary

classification task to predict scene uncertainties. The input
space of the classification tasks is obtained from scene fea-
tures, i.e., for each scene, xi, the set of scene features is
fxi = {f1

xi
, f2

xi
, . . . , fp

xi
}, where fxi includes p number of

descriptive attributes such as the number of people in the
scene, their relative directions, if the music is playing in
the background, etc. For the prediction process, we employ
varying machine learning models: logistic regression (LR),
random forest (RF), support vector machine (SVM), Multi-
layer perceptron (MLP), gradient boosting (GB), and k-nearest
neighbors classifier (KNN) algorithms. Given a trained clas-
sifier g and its model parameters θ, the classifier predicts
the label ŷxi

= g({f1
xi
, f2

xi
, . . . , fp

xi
}; θ) for each scene. The

training details are provided in Section V-A1.

B. Action Appropriateness using LLMs
To generate the scores for the social appropriateness of robot

actions with LLMs, we first obtain the textual descriptions of
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Fig. 2: The network structure of the GRACE autoencoder.

a scene xi from its feature set fxi
. To generate the prompt

including these features, we follow the approach and imple-
mentation2 of Bowen and Harold [26] on MannersDB Data.
In this implementation, each scene is textually summarized
based on its attributes, and LLMs are queried separately for
each action aj . While querying, we ensure that LLMs generate
the top k most probable outputs, where k corresponds to
the number of possible score (appropriateness level) choices.
Then, the overall score for an action aj in scene xi is
calculated as the weighted sum of LLM outputs by multiplying
each LLM-generated score with its probabilities and then
taking their sum. This approach yields an LLM-generated
score ŝxi

aj
∈ SLLM for each action aj in a given scene xi.

The implementation details are provided in Section V-A2.

C. Leveraging Explanations for Action Appropriateness

Former sections focus on how to decide if a given scene is
‘certain’ and how to use LLMs to predict the score values
for the social appropriateness of robot actions when there
are ‘no uncertainties’. On the other hand, in this section, we
focus on handling ‘uncertain’ scenes (where humans would
have disagreements) and propose a generative model that
leverages LLM outputs and human explanations to enhance
the predictions. The structure of this model not only enables
the improvement of the LLM score predictions with human
explanations but is also capable of generating explanations for
given human scores. To achieve this, we employ a conditional
autoencoder structure designed to handle both score correction
and explanation generation tasks.

First, the input of the GRACE autoencoder includes both
LLM-predicted scores and human scores, depending on the
condition, as well as human explanations or noise. The input
I of the network is defined as:

I =

{
(c0, SLLM , Ehuman), score correction,
(c1, Shuman, Enoise), explanation generation,

(1)

where c0 is the condition for score correction, and c1 is for
explanation generation. Additionally, SLLM shows the vector
of LLM-predicted scores, whereas Shuman is the vector of
human scores, which both have n dimensions for different
robot actions. Lastly, Ehuman represents the human explana-
tions (one-hot encoded and has m dimensions denoting the
different categories of human explanations, e.g., the robot’s
proximity dimension is one if the human’s explanation states
that the robot is far away from people, it is zero if the robot is
too close to people, and 0.5 otherwise), and Enoise is random

2https://github.com/clear-nus/llm-human-model



explanations generated from noise. The target value for both
conditional inputs Ic0 and Ic1 is set as (Shuman, Ehuman),
aiming to reconstruct human scores and explanations.

The encoder part processes both scores and explanations
and combines them into a shared latent representation. First,
the score encoder takes the score vector S (either comes from
SLLM or Shuman) and transforms it into a latent vector hscore.
Similarly, the explanation encoder transforms the explanation
vector E (either comes from Ehuman or Enoise) into another
latent vector hexpl. Finally, the encoded score and explanation
vectors, along with the condition c (either c0 or c1), are
concatenated and passed through shared encoder layers:

hscore = ϕscore(S), hexp. = ϕexpl(E),

hlatent = ϕencod(c, hscore, hexpl).
(2)

In the decoding phase, the shared latent vector hlatent recon-
structs both the scores and explanations. First, the shared
decoder takes the latent vector hlatent and the condition c, and
it produces an intermediate representation, hdecod. Then, this
shared representation is transformed back into the predicted
score vector S′ by the score decoder. Similarly, the explanation
decoder reconstructs the explanation vector E′ from hdecod:

hdecod = φdecod(c, hlatent),

S′ = φscore(hdecod), E′ = φexpl(hdecod).
(3)

During training, the autoencoder model uses a combined loss
to balance both score prediction and explanation generation:
L = α ·MSE(Shuman, S

′)+ (1−α) ·BCE(Ehuman, E
′) (4)

where MSE is the mean squared error between the predicted
scores S′ and the human scores Shuman, and BCE shows
the binary cross-entropy between the predicted explanations
E′ and the human explanations Ehuman. Lastly, α represents
a weight that balances the contributions of the score and
explanation losses. The detailed structure of the autoencoder
model is shown in Figure 2, and the training procedure and
model parameters are provided in Section V-A3.

V. EXPERIMENTS AND RESULTS

A. Implementation Details, Baselines and Metrics

1) Uncertainty Classification: For uncertainty classifica-
tion, we trained all machine learning models with the scikit-
learn library3 on MannersDB and MannersDB+ datasets.
While training, we avoided data leakage and utilized a nested
cross-validation approach with five inner and five outer loops,
where the inner loop was used for the hyperparameter tuning
with a randomized search. In the experiments with MannersDB
and MannersDB+, the total number of robot actions (n) was
8 and 9, and the number of descriptive scene attributes (p)
was 29 and 32, respectively. The three additional attributes in
MannersDB+ came from the one-hot encoding of three robots.

The weak label generation with K-means++ led to a class
imbalance problem. To mitigate this, the ‘balanced’ weight
option was utilized during hyper-parameter tuning, adjust-
ing weights based on class frequencies. For models lacking

3https://scikit-learn.org/stable/

this feature (MLP, GB, KNN), minority class oversampling
was applied. Additionally, we explored bootstrap aggregation
(bagging) to further assess performances. Model performances
were measured with balanced accuracy (Unweighted Average
Recall) to ensure equal weight for both classes. F1 score
and Precision were reported as macro averages, calculated by
averaging metrics per class without weighting.

In addition to ML models, we obtained a human baseline
for scene uncertainty classification. We randomly sampled 100
scenes from MannersDB and MannersDB+ and asked human
evaluators if they think people would agree or disagree (e.g.,
give similar or different scores) on the appropriateness of robot
actions. 9 evaluators (4 female, 4 male, one non-binary, avg.
age: 24 ± 5.29) evaluated MannersDB samples, whereas 11
evaluators (4 female, 6 male, one non-binary, avg. age: 24.27
± 4.94) completed the task for MannersDB+. This baseline
provides a reference for human performances on uncertainty
classification, as well as gives an indication of task difficulty.

2) LLM Predictions: In order to obtain LLM predic-
tions for robot actions’ social appropriateness, we experi-
mented with Google/flan-t5-xxl, Llama3.1-8B-Instruct, Llama-
3.1-70B-Instruct, GPT-4o-mini and GPT-4o language models
on MannersDB+. Building on the querying method by Bowen
and Harold [26], we adjusted the prompts to include the robot
type and restricted the models’ responses to only output the
appropriateness of the actions. For Llama 3.1 models, we
further enforced this constraint by suppressing the generation
of nine words, including ‘The’, ‘Answer’, and empty string.

In the experiments, the number of most probable outputs
that LLM generates (k) was set to five to cover all the
options ranging from ‘very inappropriate’ (score 1) to ‘very
appropriate’ (score 5). We reported the accuracies of LLMs
based on Root Mean Square Error (RMSE, lower is better),
Pearson Correlation Coefficient (PCC, higher is better), and
Concordance Correlation Coefficient (CCC, higher is better) to
measure how closely LLM predictions matched human scores.

3) Leveraging Explanations for Action Appropriateness:
To assess the impacts of leveraging explanations, we evaluated
the GRACE autoencoder on MannersDB+, as it offers more
scenes than MannersDB (3000 scenes vs 750 scenes). Similar
to Section V-A1, we used a nested cross-validation approach
with five inner and five outer loops and avoided data leakage
by assigning the samples coming from the same image to
the same split (either train, test, or validation). The network
parameters were decided with a grid search: The network
had 256 and 64 dimensions in the shared embeddings and 32
dimensions in the latent one. In between these layers, ReLU
nonlinearity [34] is used to address vanishing gradients, and
the network was trained with the ADAM optimizer [35] (beta1:
0.9, beta2: 0.999, and weight decay: 1e-8). The initial learning
rate was set as 1e-3, decaying by 0.3 after ten epochs of no
improvement. The loss balance parameter α was set to 0.6, the
network was trained with a batch size of 32 for 200 epochs,
and early-stopping was triggered if the validation accuracies
did not improve more than an ϵ value (set as 0.0001) for 20
epochs. Lastly, the number of different actions (n) was nine,



TABLE I: Scene uncertainty classification performances on
test sets for MannersDB (left) and MannersDB+ (right). Over-
sampling (Ov) and Bagging (B) results in parenthesis.

MannersDB MannersDB+
Accuracy F1 Precision Accuracy F1 Precision
(balanced) (macro) (macro) (balanced) (macro) (macro)

Human 0.50 0.49 0.50 0.45 0.44 0.45

LR 0.60 0.59 0.59 0.56 0.55 0.55
RF 0.61 0.60 0.60 0.54 0.54 0.54

GB (Ov) 0.58 (0.60) 0.57 (0.59) 0.58 (0.59) 0.52 (0.53) 0.51 (0.53) 0.53 (0.53)
KNN (Ov) 0.60 (0.59) 0.59 (0.58) 0.60 (0.59) 0.52 (0.53) 0.48 (0.52) 0.56 (0.53)
MLP (Ov) 0.59 (0.58) 0.58 (0.57) 0.61 (0.57) 0.52 (0.54) 0.47 (0.53) 0.60 (0.54)
SVM (B) 0.63 (0.64) 0.62 (0.63) 0.62 (0.64) 0.55 (0.55) 0.55 (0.55) 0.55 (0.55)

whereas the total number of human explanation categories (m)
was seven, the condition cO was set as zero, the condition c1
was set as one, and the random explanations Enoise were set
as the vector of 0.5 values during the experiments.

We conducted experiments with various baselines that fol-
low two distinct approaches for generating socially appropriate
robot actions. The first set includes methods that predict the
appropriations scores based on scene features [1], [26]. For
Bowen and Harold’s LLM-based approach [26], we obtain
the LLM outputs as described before, and for Tjomsland et
al. [1], we implemented the MLP model (shown to perform
the best in their paper) with their specifications. The second
set of baseline approaches includes correcting LLM scores to
better match them with human scores without including expla-
nations. For this, we trained Autoencoders (AE), Variational
Autoencoders (VA), and Denoising Autoencoders (DAE) using
a Salt and Pepper noise with 0.2 probability. All these models
used the same parameters as the GRACE autoencoder. We
additionally evaluated the denoising approach in our model
by adding the noise to the part that the network aims to
reconstruct (e.g., either the score or explanation) based on the
given condition. All model performances were evaluated with
RMSE, PCC, and CCC metrics by analyzing how well the
model-generated scores match with the human ones.

B. Results

1) Uncertainty Classifications: This section presents uncer-
tainty classification results for MannersDB and MannersDB+
by comparing ML models based on their match with the
cluster-based ground truth. For MannersDB, the SVM method
achieved the best performances among all models (mean
values on the left side of Table I, with STD values from cross-
validation ranging between 0.01 and 0.05). Oversampling
improved GB performances but decreased KNN and MLP ac-
curacies. After identifying SVM as the best model, we also ap-
plied bagging to SVM, which resulted in a slight performance
increase. For MannersDB+, overall accuracies were lower, and
all models performed similarly (right side of Table I, STD
between 0.01 and 0.04). For models without built-in class
weight balancing (GB, KNN, MLP), oversampling improved
balanced accuracy and macro F1 scores but decreased the
macro Precision. Bagging did not affect SVM performances.
Lastly, the human baseline for both datasets (first row) showed
poor performance, highlighting the difficulty of the task.

2) Cluster Analysis and LLM Performances: First, we ana-
lyzed the entire MannersDB+ and each cluster based on their
aleatoric uncertainty. We compute the aleatoric uncertainty as
in Jonas et al. [1] by taking the mean of log variances of
human scores for each scene, i.e., logσ2(sxi

aj
). Expectedly,

the lowest value was obtained for the certain cluster (-0.59
± 0.41), whereas it was higher for the whole data (-0.31 ±
0.56) and the highest for the uncertain cluster (0.25 ± 0.36).

Next, we show LLM prediction performances on the entire
MannersDB+ and each cluster in Table II, where we compare
different LLMs based on how well their predictions match
with human scores. Once again, expectedly, all models showed
lower RMSE values and almost always the highest correlation
coefficients (PCC and CCC) for samples in the certain cluster,
whereas these performances were the worst for the uncertain
cluster, and the whole data was in between. Additionally, when
we compare the performances of different LLM models, we
see that they all reported similar RMSE values (Google/flan-t5-
xxl slightly better), whereas the correlation coefficients were
substantially higher for GPT 4o, meaning that GPT 4o was
the best one to capture the trend in human scores.

3) Action Appropriateness using Explanations: In the pre-
vious section, we compared different LLMs to assess their
accuracy while predicting the social appropriateness of robot
actions. In this section, we evaluated the capability of the
GRACE system to correct these LLM predictions to better
match the human scores by leveraging human explanations.
We present qualitative results where we compare GRACE with
varying baselines based on their score prediction performances
on test splits for condition cO. We also present qualitative
results where we analyze GRACE outputs based on generated
robot explanations for condition c1.
Quantitative Results: We include baselines that follow two
different approaches for generating socially appropriate robot
actions, as detailed in Section V-A3. First, the left side of
Table III shows the baselines that generated social appro-
priateness scores using the scene features. The results were
obtained using all the MannersDB+ data (except one scene
with insufficient annotations). These results show that GRACE
outperforms the former methods by producing closer score
values to the human ground truth, i.e., lower RMSE (STD
values were 0.01 both for MLP [1] and GRACE), and it
captures the trend of human scores the best by providing the
highest PCC and CCC values. The second set of baselines
includes generative models that correct LLM predictions with-
out leveraging human explanations to allow us to assess the
impact of including explanations in the prediction process.
These results are reported on the right side of Table III
for MannersDB+ by discarding samples that did not include
explanations belonging to the explanation categories described
in Section III-B. The results show that the proposed GRACE
system performs the best based on average RMSE (STD
values were 0.01 for all models), PCC, and CCC, showing the
significance of human explanations while generating socially
appropriate robot actions. An extension of GRACE with a
noising mask did not change the results noticeably.



TABLE II: LLM performances based on clusters. (WD: Whole Data, UC: Uncertain Cluster, CC: Certain Cluster )

Google/flan-t5-xxl Llama 3.1 8B-Instruct Llama 3.1 70B-Instruct GPT4o-mini GPT 4o
RMSE | PCC | CCC RMSE | PCC | CCC RMSE | PCC | CCC RMSE | PCC | CCC RMSE | PCC | CCC

WD 1.30 (± 0.46) | 0.25 | 0.08 1.59 (± 0.64) | 0.15 | 0.03 1.37 (± 0.52) | 0.20 | 0.05 1.39 (± 0.51) | 0.26 | 0.14 1.37 (± 0.51) | 0.34 | 0.23
UC 1.48 (± 0.47) | 0.25 | 0.07 1.76 (± 0.70) | 0.15 | 0.03 1.56 (± 0.54) | 0.19 | 0.04 1.54 (± 0.53) | 0.23 | 0.12 1.54 (± 0.54) | 0.32 | 0.20
CC 1.21 (± 0.43) | 0.26 | 0.09 1.50 (± 0.58) | 0.15 | 0.04 1.27 (± 0.49) | 0.20 | 0.05 1.31 (± 0.47) | 0.27 | 0.15 1.28 (± 0.47) | 0.35 | 0.24

TABLE III: Performances of different models and GRACE on the test data. The models that predict the social appropriateness
of robot actions using scene features are shown on the left. The models that correct LLM scores are presented on the right.
(AE: Autoencoder, VAE: Variational AE, DAE: Denoising AE, GRACE (Expl.) + N: Proposed model with a noising mask).

Approaches using scene
features for score prediction RMSE PCC CCC

MLP [1] 1.21 0.42 0.39
LLM (Flan-T5) [26] 1.30 0.25 0.08

LLM (Llama 70B) [26] 1.37 0.20 0.05
LLM (GPT-4o) [26] 1.37 0.34 0.23

GRACE with GPT-4o 1.10 0.52 0.48

Models correcting Flan-T5 Llama 8B Llama 70B GPT4o-mini GPT 4o
LLM scores RMSE PCC CCC RMSE PCC CCC RMSE PCC CCC RMSE PCC CCC RMSE PCC CCC

AE (No Expl.) 1.22 0.45 0.42 1.28 0.34 0.32 1.23 0.44 0.40 1.22 0.46 0.42 1.21 0.47 0.43
VAE (No Expl.) 1.23 0.43 0.40 1.23 0.43 0.40 1.23 0.43 0.40 1.22 0.46 0.42 1.22 0.46 0.43
DAE (No Expl.) 1.22 0.44 0.41 1.28 0.34 0.31 1.24 0.41 0.38 1.22 0.45 0.41 1.22 0.46 0.43
GRACE (Expl.) 1.08 0.56 0.52 1.09 0.55 0.51 1.08 0.56 0.52 1.08 0.57 0.52 1.09 0.57 0.52

GRACE (Expl.) + N 1.08 0.56 0.52 1.09 0.56 0.51 1.08 0.56 0.52 1.07 0.56 0.52 1.07 0.57 0.53

Scene A Scene B Scene C

Scene Vac. Mop. Warm F. Cold F. Drink S. Obj. L. Obj. Clean. Conv.
A 5 5 5 4 4 5 5 5 3

Expl.: Safe (p: 0.82), scene not crowded (p: 0.80), robot far from others (p: 0.80)
B 1 1 4 4 4 2 2 2 5

Exp: Robot close (p: 0.73), scene crowded (p: 0.72), robot facing people (p: 0.68)
C 2 5 4 4 3 4 4 2 3

Exp: People not avail. (p: 0.72), robot capable (p: 0.62), robot not facing (p: 0.57)

Fig. 3: Given the human scores, the most likely explanations
generated by the robot (prob. in parenthesis). The actions
are vacuum cleaning, mopping the floor, carrying warm food,
carrying cold food, carrying drinks, carrying small objects,
carrying large objects, cleaning, and starting a conversation.

Qualitative Results: To better understand the quantitative
results of GRACE, we qualitatively assessed the explanations
it generated as shown in Figure 3. The scenes were randomly
selected from MannersDB+ and were not seen by the GRACE
model during training. The results show that GRACE suc-
cessfully outputs explanations and captures the scene features
without explicitly being provided with scene attributes in its
input space. For instance, based on human scores, GRACE
successfully concludes that the robot’s actions should be ‘safe’
in Scene A, where only one person is present. For Scene B, it
infers that the scene is ‘crowded’, as well as the robot is ‘too
close’ and ‘facing people’. For Scene C, where a person is
lying on the sofa, the model suggests that the human state
should be ‘unavailable’. All these demonstrate the success
of the GRACE system in capturing the relationship between
human explanations and their social appropriateness scores.

VI. DISCUSSION AND CONCLUSION

In this work, we propose GRACE, a full system to generate
socially appropriate robot actions leveraging LLMs and human
explanations. GRACE first classifies the scenes based on their
certainty, and for ‘certain’ cases, it directly outputs LLM
predictions. To handle ‘uncertain’ scenes, GRACE improves
the LLM predictions with a conditional autoencoder network
structure, which includes human explanations in the learning
process. Our evaluations showed that GRACE successfully

learns the relationship between human scores and their ex-
planations by outperforming several baselines and sucessfully
generating sensible robot explanations.

Crucially, our work shows that leveraging human expla-
nations while predicting the social appropriateness of robot
actions boosts performance. As shown in Table III, GRACE
not only reduced error values (RMSE) but also increased
correlation scores (PCC and CCC). This is critical because
robots should not predict just an average score but account
for the trend of human preferences to ensure socially appro-
priate actions. For example, one user may prioritize safety,
preferring the robot avoid carrying warm food in a crowd,
while another may value comfort, wanting the robot to serve
warm food at a gathering. The GRACE autoencoder captures
these diverse preferences by integrating human explanations
into the prediction process.

In addition to generating socially appropriate robot actions,
GRACE is also capable of providing explanations for human
scores as demonstrated in Figure 3. The generated explanations
include fundamental scene attributes, such as crowd size, the
robot’s proximity to others, human states, and the safety of
actions, despite the system not being explicitly trained on
scene features. These capabilities are crucial for HRI, enabling
robots to provide reasoning in uncertain situations, boosting
trust [28], [29], and improving human-robot collaboration [36].

With the uncertainty classification component, GRACE ad-
dresses the challenge of predicting inherent dataset uncertainty,
where annotators gave differing scores for the same image.
This task is difficult even for humans, as shown by the baseline
chance-level accuracies in Table I. In parallel, the models also
struggled with the task on both datasets. Still, MannersDB
results outperformed MannersDB+, likely due to its higher
average annotators per scene (14.73 vs. 3.08), resulting in more
reliable variance. This suggests that increasing the number of
annotations may improve uncertainty classification by better
capturing human score agreement.

Future work can extend GRACE in several ways: i) The
uncertainty classification performances can be improved using
probabilistic models (i.e., Bayesian Neural Networks [37]
& Deep Ensemble Methods [38]); and ii) GRACE can be
deployed on a robot to assess the effectiveness and accuracy of
real-time interactions, which is the focus of our future work.
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