Quantifying Atomic Knowledge in Self-Diagnosis
for Chinese Medical LLMs

Anonymous ACL submission

Abstract

The booming development of medical large-
scale language models (LLMs) enables users
to complete preliminary medical consultations
(self-diagnosis) in their daily lives. Recent
evaluations of medical LLMs mainly focus on
their ability to complete medical tasks, pass
medical examinations, or obtain a favorable
GPT-4 rating. There are still challenges in
using them to provide directions for improv-
ing medical LLMs, including misalignment
with practical use, lack of depth in exploration,
and over-reliance on GPT-4. To address the
above issues, we construct a fact-checking style
Self-Diagnostic Atomic Knowledge (SDAK)
benchmark. Through atomic knowledge that
is close to real usage scenarios, it can more ac-
curately, reliably, and fundamentally evaluate
the memorization ability of medical LLMs for
medical knowledge. The experimental results
show that Chinese medical LLMs still have
much room for improvement in self-diagnostic
atomic knowledge. We further explore different
types of data commonly adopted for fine-tuning
medical LLMs and find that distilled data en-
hances medical knowledge retention more ef-
fectively than real-world doctor-patient conver-
sations.

1 Introduction

In the digital age, seeking health information from
the Internet for self-diagnosis has become a com-
mon practice of patients (White and Horvitz, 2009;
Demner-Fushman et al., 2019; Farnood et al.,
2020). During the self-diagnosis, the searched
health information can assist users in making neces-
sary medical decisions, such as self-treatment or go-
ing to the hospital for professional treatment. With
the development of generative models (Ouyang
etal., 2022; Sun et al., 2021; OpenAl, 2023), Large-
scale Language Models (LLMs) hold the promise
of revolutionizing the retrieval paradigm that seeks
health suggestions via a search engine because they
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Figure 1: Widely used medical evaluation methods. The
medical task mainly measures the ability of LLMs to
complete the task, the medical examination explores
the ability of LLMs to pass the examination, and the
clinical diagnosis assesses the diagnosis ability of LLMs
by using GPT-4 as the judgment.
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can provide more efficient suggestions through nat-
ural conversations.

To enhance the medical capabilities of open-
source LLMs in Chinese, recent studies (Wang
et al., 2023a; Zhang et al., 2023; Zhu and Wang,
2023; Yang et al., 2023) attempt to fine-tune the
foundation models on medical instruction or con-
versation data. As for the methods for evaluating
their performance, the existing work is mainly di-
vided into three categories: medical NLP-related
tasks (Zhu et al., 2023), medical exams (Umap-
athi et al., 2023; Wang et al., 2023d), and evalu-
ating medical dialogue evaluations through GPT-
4 (Zhang et al., 2023; Yang et al., 2023), as shown
in Figure 1.

Challenges. Despite the progress of evaluation,
there are still some challenges in using them to pro-
vide directions for improving medical LLMs: (1)
Misalignment with practical use. Most current Chi-
nese medical LLMs are patient-centric, typically
addressing questions related to medical consulta-
tions rather than complex and professional queries,
such as "What should I take for a cold?" (&8 N1%
W74t 2,257 ). The results from these evaluations,
such as NLP tasks or medical exams, do not match
the actual needs of users. (2) Lack of depth in ex-
ploration. Since most evaluations simply judge



whether the model’s responses to complex ques-
tions are correct or incorrect, it is challenging to
determine whether errors stem from basic memo-
rization failures or a lack of advanced reasoning
abilities in LLMs (Zheng et al., 2023). (3) Over-
reliance on GPT-4 for evaluation. Evaluation by
GPT-4 is not satisfactory because of its evaluation
bias (Wang et al., 2023c) and its insufficient medi-
cal knowledge (seen in Figure 4).

Solutions. To address the above limitations, we
propose a fact-checking style medical benchmark
named the Self-Diagnostic Atomic Knowledge
Benchmark (SDAK) to assess Chinese medical
LLMs. Inspired by atomic fact-checking (Chern
et al., 2023), we utilize atomic knowledge (Min
et al., 2023), an indivisible unit of information, for
a more precise, reliable, and fundamental evalu-
ation of an LLM’s proficiency in medical knowl-
edge (examples are shown in Table 2). To ensure
that the evaluation is closer to the real usage sce-
nario of medical LLMs, we adopt thematic analy-
sis (Braun and Clarke, 2012; Zheng et al., 2023) to
extract the most commonly used atomic knowledge
types from self-diagnostic queries. Then, we create
atomic knowledge items for each type according
to structured medical contents from public medical
websites, each item consists of a pair of factual and
counterfactual claims. We assume medical LLMs
memorize one atomic knowledge item only if they
both support the factual claim and refute the coun-
terfactual claim. To reduce reliance on GPT-4, we
designed two necessary automation indicators (in-
struction following rate, factual accuracy) and an
optional manual metric (accuracy reliability). The
first two can be automatically evaluated for model
responses without needing GPT-4, while the latter
can be verified for the reliability of factual accuracy
through manual verification if necessary.

Results. The experimental results show that: (a)
the instruction following ability of most medical
LLMs fine-tuned with domain data decreased to
varying degrees compared to general LLMs, and
the memorization ability of LLMs in the medical
domain was not significantly improved; (b) the
reliability of the answers after manual verifying
mostly exceed 95% indicating our metric is reliable
to measure the memorization ability of LLMs.

Findings. After an in-depth analysis of error
types, knowledge types, and data sources for fine-
tuning, we find the following three points: (1) Syco-

phancy is the primary cause of errors, whether it
is in general or medical LLMs. (2) There is still
a huge gap between the existing Chinese medi-
cal LLMs and GPT-4, although GPT-4 performs
poorly in some more specialized medical knowl-
edge. (3) Compared to real doctor-patient conver-
sation data, distilled data from the advanced LLMs
can better help open-source LLMs memorize more
atomic knowledge. We believe that this is due to
the fact that doctors are less likely to explain med-
ical knowledge and diagnosis to patients in real
doctor-patient conversations. The above insights
could provide future research directions for the Chi-
nese medical LLMs community. Our data, code,
and model will be released in <AnonymousURL>.

2 Related Work

2.1 Medical Evaluation Methods

The existing efforts put into the evaluation of the
medical abilities of LLMs are mainly divided into
three types: medical NLP-related tasks (Zhu et al.,
2023), medical exams (Umapathi et al., 2023;
Wang et al., 2023d), and conducting medical di-
alogue evaluations through GPT-4 (Zhang et al.,
2023; Yang et al., 2023). However, inconsistent
scenarios, lack of depth exploration, and insuffi-
cient medical ability of GPT-4 pose new challenges
to evaluating medical LLMs in Chinese. In this
paper, we aim to address the above limitations and
explore the memorization ability of LLMs in the
self-diagnostic scenario.

2.2 Fact-checking

The fact-checking task (Thorne et al., 2018; Guo
et al., 2022; Wadden et al., 2020; Saakyan et al.,
2021; Sarrouti et al., 2021; Mohr et al., 2022) aims
to determine whether the claims are supported by
the evidence provided, which has been an active
area of research in NLP. Recently, some researchers
(Min et al., 2023; Chern et al., 2023) have paid
more attention to automatically evaluating the fac-
tuality of atomic knowledge contained in the long-
form model-generated text. They utilized GPT-4 to
automatically decompose atomic facts in complex
texts and verify the overall factual accuracy. How-
ever, this method is not applicable in the medical
domain due to the insufficient mastery of medical
knowledge in GPT-4, which cannot extract critical
facts in user queries like extracting common sense.
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Figure 2: Construction process of self-diagnostic atomic knowledge benchmark.

2.3 Chinese Medical LLMs

To enhance the medical capability of open-source
LLMs (Du et al., 2022; Touvron et al., 2023a,b;
Baichuan, 2023), previous work has attempted to
adopt real-world medical data or the mixture of
real-world and distilled/semi-distilled from Chat-
GPT conversations (Wang et al., 2023e,b) for
fine-tuning. The former (Xu, 2023; Wang et al.,
2023a,b) mainly learn the medical capabilities of
doctors from doctor-patient conversations, while
the latter (Zhu and Wang, 2023; Yang et al., 2023;
Zhang et al., 2023) further additionally added dis-
tilled conversations from advanced LLMs such as
ChatGPT. Despite there being much progress in
medical LLMs in Chinese, how to better evaluate
their performance is still an area that needs to be
studied, such as the extent of self-diagnostic medi-
cal knowledge stored in these LLMs.

3 Construction of Self-diagnostic Atomic
Knowledge Benchmark

Motivation. Despite the robust growth of Chinese
medical LLMs, various evaluations for them have
yet to be significantly helpful in improving them.
On the one hand, some existing evaluations focus
on medical NLP tasks (Zhu et al., 2023) or medical
exams (Umapathi et al., 2023; Wang et al., 2023d),
which do not align with real usage scenarios (self-
diagnosis). Moreover, due to the complexity of
the testing questions, it is challenging to determine
whether the model’s errors stem from issues in
memory, or reasoning, which are crucial for im-
proving LLMs’ performance. On the other hand,
some efforts (Zhang et al., 2023; Yang et al., 2023)
have attempted to use GPT-4 in a conversational
format for evaluation. However, due to GPT-4’s
inherent evaluation biases, its imperfect grasp of
medical knowledge, and limitations in accessibil-
ity, this method is also not suitable. Therefore,

inspired by atomic fact-checking evaluation stud-
ies, we build a fact-checking style medical bench-
mark named the Self-Diagnostic Atomic Knowl-
edge Benchmark (SDAK) to more accurately, reli-
ably, and fundamentally evaluate the memorization
ability of medical LLMs for medical knowledge,
as shown in Figure 2.

3.1 Thematic Analysis of Atomic Types

To obtain the most common types of atomic knowl-
edge for queries of real users in the self-diagnostic
scenario, we select the KUAKE-QIC (Zhang et al.,
2022) dataset as the source data. It mainly contains
user queries from search engines with ten intent
types, and examples are shown in Appendix A.

Then, we conducted thematic analysis (Braun
and Clarke, 2012; Zheng et al., 2023) of 200 sam-
ples randomly selected from each intent type in
KUAKE-QIC to identify the atomic knowledge
types. Specifically, we first conduct the induction
by initiating the preliminary type of atomic knowl-
edge for each selected sample, where we mainly
focus on medical-related knowledge, specializing
in Disease-Symptom, Medicine-Effect, etc. Then,
we deduce the most common type of atomic knowl-
edge by aggregating the type into a broader atomic
type if more samples fall into this type. Take the
query with Diagnosis intent in Figure 2 as an ex-
ample. Since both breast pain and breast cancer
in this query are the symptom and disease, respec-
tively, the atomic type involved in this query is
Disease-Symptom.

Table 1 shows the atomic types and percentages
contained in the queries with various intents we
constructed. We find that over 80% of queries in
each intent fall into different atomic types we de-
duced, indicating that atomic knowledge is a more
fine-grained basic unit. Besides, the queries with
different intents tend to involve the same type of



Intent Atomic Type Percentage
Diagnosis D?sease—Symp.tom. 81%
Disease-Examination 10%

Cause Disease-Cause 64%
Disease-Symptom 25%
Disease-Medicine 55%

Method Disease-Method 34%
Disease-Hospital 80%

Advice Disease-Department 8%
Disease-Examination 11%

Metric_explain Examination—Range 63%
- Metric-Effect 37%
Disease-Symptom 62%

Disease_express Disease-Infectivity 15%
Diseases-Complication 15%
Disease-Symptom 36%

Result Wgstem Medvicvine-S'ideEffect 14%
Chinese Medicine-SideEffect 19%

Food-Effect 17%

Attention Disease-Food . 59%
Disease-Prevention 21%

Western Medicine-Effect 20%

Effect Chinese Medicine-Effect 27%
Food-Effect 44%

Price Treatment-Price 97%

Table 1: Major types and percentages of atomic knowl-
edge contained in each intent of self-diagnostic queries.

atomic knowledge, e.g., queries with both Diagno-
sis and Cause intents involve the same atomic type
of Disease-Symptom, which demonstrates the ne-
cessity and efficiency of evaluating LLMs in terms
of atomic knowledge. After removing the non-
objective intent related to specific user locations,
such as Price and Advice, we collect 17 most com-
mon types of atomic knowledge from real-world
self-diagnostic queries, as shown in Table 1.

3.2 Construction of Atomic Knowledge Items

After obtaining the most common atomic types, we
construct pairs of factual and counterfactual claims
for each atomic type to convey atomic knowledge
items. To avoid data contamination, we do not
construct atomic claims based on existing Chinese
medical knowledge graphs, e.g., CMeKG (Odmaa
et al., 2019) has been utilized by some Chinese
medical LLMs (Wang et al., 2023a,b). Instead, we
manually build atomic knowledge items according
to the structured medical content from the public
medical websites! for the following two reasons.
On the one hand, the medical content from these
websites is reliable because it is edited and verified
by professional medical teams. On the other hand,
these websites are also the main source of medical
knowledge for self-diagnostic queries.

"https://www.xiaohe.cn/medical
and https://www.120ask.com/disease

Atomic Type Example of factual (Counterfactual) atomic claim
Common symptoms of tail pancreatic cancer (do not) include abdominal pain
JBRERRIH WAEIR OF) E¥E IS
. Co Laryngeal cysts are (not) contagious
Disease-Infectivity BAER (F) B
Discase-Department Common departments for Psoriatic A (do not) include dermatology
se-bep RERTFEERRNE (1) QR
Common treatments for prolactinomas (do not) include radiation therapy
EILFEHEWIBTIE OF) BIEHEHAT
Common medications for stomatitis (do not) include metformin

AERFEAAYERE (FaE) FERKIT

Disease-Symptom

Disease-Method

Disease-Medicine

Table 2: Example of each type of atomic knowledge.
The complete table is shown in Appendix B.

As shown in Figure 2, we first extract the atomic
knowledge from the structured medical content ac-
cording to the atomic types we build. For example,
we extract the disease Tail pancreatic cancer (J&
f#JE ) and symptom abdominal pain (F8J7) for the
Disease-Symptom atomic type. Then, we heuristi-
cally construct a factual claim in the form of impli-
cation relation, as shown in Table 2.

Given that LLMs may exhibit a sycophantic bias
(Wei et al., 2023; Du et al., 2023), e.g., it always
supports the user’s claims, it is unreliable to explore
the amount of self-diagnostic knowledge stored in
LLMs’ memory merely by whether or not LLMs
supports factual claims. To avoid this, we propose
using contrastive evaluation based on constructing
a counterfactual claim for each factual claim by
converting the implication into a non-implication
relation, as shown in Table 2. LLMs are consid-
ered to possess one atomic knowledge item only
if they both support the factual claim and refute
the counterfactual claim. For each atomic type, we
randomly selected at most 1,000 structured medical
content to build atomic knowledge items and the
statistics are shown in Appendix B.

3.3 Manual Verification

To verify the reliability of atomic claims, we con-
ducted the manual verification based on the ev-
idence retrieved through a search engine. We
first randomly selected 50 factual claims for each
atomic type. Then, we verify the correction of the
claims. Follow the previous work (Chern et al.,
2023) and retrieve evidence by feeding factual
claims into a search engine 2. The top 10 items
retrieved by the search engine as evidence and man-
ually judge whether the evidence supports the fac-
tual claims.

Table 3 shows the results of manual verifica-
tion, where Support, Neural, and Refute indicate
that evidence supports claims, insufficient evidence,

The search engine we adopted is Baidu, which is one of
the most popular Chinese search engines.
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Figure 3: Process of the fact-checking style evaluation method.

. Number

Atomic Type Support  Neural Refute
Metric-Effect 43 6 1
Disease-Infectivity 42 5 3
Disease-Department 48 0 2
Disease-Method 45 5 0
Disease-Cause 46 4 0
Chinese Medicine-Effect 48 1 1
Chinese Medicine-SideEffect 46 1 3
Western Medicine-Effect 50 0 0
Western Medicine-SideEffect 44 3 3
Food-Effect 43 5 2
Disease-Examination 45 0 5
Disease-Prevention 33 11 6
Diseases-Complication 42 7 1
Disease-Symptom 48 2 0
Examination-Range 32 12 6
Disease-Food 47 3 0
Disease-Medicine 46 1 3
Total 748 66 36
Percentage 88.00% 7.76% 4.24%

Table 3: Manual verification of atomic knowledge items.

and evidence refutes claims, respectively. 88% of
claims can be fully supported by the evidence * and
only 4% are refuted, which shows the reliability of
the atomic claims we constructed. In addition, the
reliability of about 8% of factual claims cannot be
verified due to insufficient evidence. We attribute
it to the fact that these pieces of atomic knowledge
are relatively low-frequency, leading to search en-
gines failing to retrieve the related evidence.

4 Experiments

4.1 General and Medical LLMs for
Evaluation

We select the following popular general LLMs
and Chinese medical LLMs for evaluation on our
SDAK. In addition to the closed-sourced ChatGPT
and GPT-4 (OpenAl, 2023) models, we select rep-
resentative open-source Chinese LLMs such as
Baichuan2 (Baichuan, 2023), Qwen (Bai et al.,
2023), and ChatGLM2 (Du et al., 2022) for evalua-
tion. As for the Chinese medical LLMs, we select
two types of models:

3We also asked a professional doctor to verify 170 factual
claims (each atomic type contains 10) and found there are 87%
of claims that can be supported.

Fine-tuned merely on real-world data:
BenTsao (Wang et al., 2023a), ChatGLM-Med
(Wang et al., 2023b), Medical GPT (Xu, 2023).

Fine-tuned on mixed data: Chatmed-Consult
(Zhu and Wang, 2023), HuatuoGPT (Zhang et al.,
2023), and Zhongjing (Yang et al., 2023).

We conducted the experiment in zero-shot and
few-shot settings, and Appendix D introduces the
details about few-shot setting. Appendix E intro-
duces the hyperparameter settings of each model.

4.2 Fact-checking Style Evaluation Method

To comprehensively evaluate the performance of
LLM on the SDAK benchmark, we propose the
fact-checking style evaluation method, as shown in
Figure 3.

4.2.1 Evaluation Prompt

Firstly, for a pair of claims for each atomic knowl-
edge in SDAK, we designed an appropriate prompt
to instruct LL.Ms to output as we specified to eval-
uate the performance of LLMs. The prompt is as
follows: If the following claim is correct, please re-
ply "correct" first, and then give the reason. If not,
please reply "incorrect” first, then give the reason
(NIIER S IER, WRER, HERE"E
B, WetRHIRE - REIR, LB <
w, IRIF4 HE K - ). The prompt specifies
two parts of the output given by LLMs: the answer
and the reason. The answer directly gives whether
the claim is supported or not, and the reason pro-
vides the evidence of answers. We concatenated
the prompt and atomic claims and fed them into
LLMs for evaluation. Refer to Appendix C for the
exploration of different prompts.

4.2.2 Evaluation Metrics

To evaluate the performance of LLMs in process-
ing atomic knowledge, we developed two neces-
sary automatic metrics: Instruction Following
Rate (IFR) and Factual Accuracy (FactAcc), and



Zero-shot
IFR(%) FactAcc(%) AccR(%)

Domain Data LLMs

Few-shot
IFR(%) FactAcc(%) AccR(%)

GPT-4 99.96410.00 65.42+0.60 100 100+£0.00 72.614+0.33 100
Qwen-14b-Chat 100+£0.00 57.2940.03 98 10040.00 67.34+0.56 100

ChatGPT 99.97+0.00 51.72+0.40 97 100+£0.00 56.9310.79 99

General -  Qwen-7b-Chat 1004+0.00 43.68+0.10 98 10040.00 56.74+0.30 100
Baichuan2-13b-Chat 99.7110.00 42.0110.05 96 100+0.00 52.0910.45 99

ChatGLM?2 99.8410.01 37.9010.04 97 100+0.00 47.1742.13 100
Baichua2-7b-Chat 99.89i0A01 16.14io_09 95 100i0,00 35.15i2.52 98

Zhongjing 90.22:5:0‘17 24‘78:5:010 97 93‘59:5:080 29.56;‘:3‘65 100

Mixed Chatmed-Consult 85.1040.14 24.50+0.34 98 95.32492.31 27.1542.91 99
Medical HuatuoGPT 99.73+0.00 16.15+0.01 98 99.9010.62 26.63+1.52 100
MedicalGPT 76.04+0.50 7.86+0.50 100 85.1240.74 11.37+2.09 100

Real ChatGLM-Med 94.9140.07 7.46+0.15 75 97.79+0.68 9.4140.89 93
BenTsao 84.43+0.06 3.35+0.07 70 89.37+3.20 7.26+3.49 96

Table 4: The performance of general and medical LLMs on self-diagnostic atomic knowledge. The subscript

represents the standard deviation after three experiments.

an optional manual metric: Accuracy Reliabil-
ity (AccR). These metrics collectively assess an
LLM’s ability to process and respond to medical
information accurately and reliably. Instruction
Following Rate (IFR) assesses whether LLMs can
adhere to the given instructions. An LLM is con-
sidered to follow instructions if it provides answers
(be it correct or incorrect) to both factual and coun-
terfactual atomic claims at the start of its response.
Factual Accuracy (FactAcc) measures the abil-
ities of LLMs on self-diagnostic atomic knowl-
edge. LLMs are considered to memorize the atomic
knowledge if they give the answer ’correct’ to the
factual claim and ’incorrect’ to the counterfactual
claim of an item. Accuracy Reliability (AccR)
evaluates the reliability of factual accuracy. We
randomly selected 100 atomic knowledge items
and manually checked the model’s responses. If
the reason given by LLMs can support the answer
“correct’ to a factual claim and the answer *incor-
rect’ to a counterfactual claim, we believe that the
answers given by LLMs are reliable.

4.3 Evaluation Results

The performance of each model on SDAK is shown
in Table 4. A key finding is that while general
LLMs maintain an instruction-following rate above
99% in zero-shot and few-shot settings, most med-
ical LLMs show a 5%-15% decline in zero-shot
setting. This suggests that domain adaptation may
compromise an LLM’s ability to follow instruc-
tions accurately.

In terms of factual accuracy (FactAcc) in the
zero-shot setting, GPT-4 unsurprisingly achieves
the best performance of 65.42% among all LLMs.
Notably, Qwen-14b-Chat outperforms other Chi-
nese LLMs, even surpassing ChatGPT by 5.57%.

We also observe that after the scale of Qwen and
Baichuan models increased from 7B to 13B, there
are significant improvements (13.61% and 25.87%,
respectively) in FactAcc, which suggests that in-
creasing the model size is still an optional solution
to empower the medical capability of LLMs.

Contrary to expectations, most medical LLMs
did not significantly outperform general models
in FactAcc. Where Zhongjing, Chatmed-Consult,
and HuatuoGPT surpass the Baichuan2-7b-chat,
and their best performance (Zhongjing) in the Fac-
tAcc only reaches 24.78% in the zero-shot set-
ting. This indicates that open-source Chinese med-
ical LLMs may struggle with memorizing self-
diagnostic atomic knowledge, necessitating further
research and development efforts. The significant
differences in medical models with different train-
ing data prompted us to conduct an in-depth analy-
sis of the impact of different training data, as shown
in Section 5.3.

In addition, in the few-shot setting, the perfor-
mance of most models on all metrics is improved
significantly, indicating that in-context learning
can effectively improve the abilities of models on
instruction-following and self-diagnostic atomic
knowledge.

Finally, after manually checking the answers pro-
vided by various models, we find that both the
general LLMs and the medical LLMs can provide
a good basis for the answers, with most of them
achieving over 95% performance in Accuracy Re-
liability (AccR). It also proves that FactAcc can
reliably reflect the LLMs’ memorization ability of
self-diagnostic atomic knowledge.

S Analysis

The analysis is conducted in the zero-shot setting.



Domain LLMs

Error Type

NotFollow Sycophancy Safety Misinterpretation

GPT4 0 68 26 6
Qwen-14b-Chat 0 68 24 8
General ChatGPT 0 79 17 4
Qwen-7b-Chat 0 74 20 6
Baichuan2-13b-Chat 0 72 24 4
ChatGLM2-6b 0 70 25 5
Baichuan2-7b-Chat 0 74 21 5
Chatmed-Consult 20 48 18 14
Zhongjing 8 62 18 12
HuatuoGPT 0 64 22 14
Medical MedicalGPT 23 62 2 13
ChatGLM-med 5 54 1 40
BenTsao 5 90 5 0

Table 5: Error analysis of LLMs on atomic knowledge.
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Figure 4: Performance of representative LLMs on vari-
ous types of atomic knowledge.

5.1 Error Analysis on Atomic Knowledge

We conducted a detailed analysis of errors to gain
insights into the challenges LLMs face in memoriz-
ing medical atomic knowledge. We randomly se-
lected 100 atomic knowledge items where various
models provided incorrect responses, as shown in
Table 5. This analysis revealed four primary error
categories: NotFollow, where LLMs either evade
directly answering (’correct’ or ’incorrect’) or pro-
vide irrelevant information; Sycophancy, charac-
terized by LLMs indiscriminately supporting both
factual and counterfactual claims, distinct from
mere bias or agreeability; Safety, LLMs argue that
claims are not strictly expressed and provide a more
cautious answer; and Misinterpretation, where
LLMs erroneously treat counterfactual claims as
factual. Appendix F shows the examples of each
type.

Table 5 shows that the proportion of *NotFollow’
responses aligns with the Instruction Following

Rate (IFR) in Table 4, underscoring the effective-
ness of this metric in our evaluation. Notably, in the
samples where LLMs followed instructions, ’Syco-
phancy’ emerged as the predominant error type.
This finding echoes previous research (Sharma
et al., 2023) and underscores the need for con-
trastive evaluation to verify LLMs’ grasp of medi-
cal atom knowledge: Simply measuring an LLM
supporting a factual claim correctly does not neces-
sarily indicate that it has mastered the knowledge,
but may be caused by sycophancy. Our results also
highlight a tendency for general LLMs to adopt
more cautious stances in responses, a pattern espe-
cially pronounced in models like Chatmed-Consult,
Zhongjing, and HuatuoGPT, which were trained on
mixed datasets, including distilled data from Chat-
GPT. In contrast, domain-specific medical LLMs
displayed a higher rate of ’Misinterpretation’, sug-
gesting an increased internal inconsistency post
domain adaptation training.

5.2 Performance of LLMs on Various Types
of Atomic Knowledge

We further plotted the FactAcc of various models
on different types of atomic knowledge through
a radar graph in Figure 4. It reveals that GPT-4
demonstrates robust performance in medical com-
mon sense types, as indicated in the upper half of
Figure 4, with achievements surpassing or clos-
ing to 80%. In contrast, GPT-4’s performance de-
clines in more specialized atomic knowledge areas,
such as Disease-Medicine and Disease-Food inter-
actions, located in the lower right part of Figure 4.
We also observed that Chinese medical LLMs, de-
spite their advancements, still lag behind GPT-4
in all atomic knowledge types. Additionally, we
noticed that various models exhibit similar perfor-
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Figure 5: Performance of the LLM in the IFR and Fac-
tAcc metrics with different types of data.

mance levels on certain atomic knowledge items
due to sharing part of datasets. Therefore, we sug-
gest that Chinese medical LLM needs more differ-
entiated development in the future.

5.3 Effect of Different Types of Training Data

In the above experiments, we observed a notable
performance enhancement in models trained with a
mix of data types compared to those relying solely
on real-world doctor-patient conversations. This
led us to explore further the influence of differ-
ent data sources on both the IFR and FactAcc,
as shown in Figure 5. For a controlled compar-
ison, we fine-tuned models using distilled, semi-
distilled, and real-world data sets on the same base
model, Baichuan-7b-base. Specifically, we utilized
69,768 real-world and 61,400 distilled single-turn
conversations from HuatuoGPT and 549,326 semi-
distilled single-turn conversations from Chatmed-
Consult. The experimental setting can be seen in
Appendix G.

In the upper segment of Figure 5, we illustrate
how different training datasets impact the IFR. The
base model, trained exclusively on general con-
versation data, exhibited a high instruction follow-
ing rate (98.94%). However, introducing medi-
cal datasets (10K conversations) initially led to a
significant decline in IFR due to the cost of do-
main adaptation. Notably, when the training data
exceeded 20K samples, the IFR progressively im-
proved, signifying successful domain adaptation
via sufficient domain data. Intriguingly, models

trained on distilled data outperformed those trained
on real-world conversation data in terms of IFR.
This could be attributed to the nature of real doctor-
patient interactions, which are more dialogic and
less instructional, thus less effective for training
models in instruction following.

The lower part of Figure 5 examines the impact
of these data types on FactAcc. Training with in-
creased proportions of distilled data from ChatGPT
led to a consistent enhancement in FactAcc (from
7.65% with no medical data to 39.41% with full
medical data). In contrast, models trained solely
on real-world data struggled to assimilate medical
knowledge effectively. We believe this is because
ChatGPT often adds additional explanations to its
answers in order to better serve humans, while in
real doctor-patient conversations, doctors rarely ex-
plain the basis and approach of their diagnosis to
patients. Furthermore, the performance of mod-
els trained on semi-distilled data displayed notable
fluctuations. Initially, with 20K training samples,
these models achieved a peak FactAcc of 39.29%,
even surpassing those trained on 549K samples
from Chatmed Consult. However, further increas-
ing the training sample size resulted in a decrease
in FactAcc. This decline could be linked to the
presence of more low-quality real-user queries in
the semi-distilled data.

6 Conclusion

In this paper, we build the Self-Diagnostic Atomic
Knowledge (SDAK) benchmark to evaluate atomic
knowledge in open-source Chinese medical LLM:s.
It contains 14,048 atomic knowledge items across
17 types from user queries, each comprising a pair
of factual and counterfactual claims. Then, we de-
signed two necessary automatic evaluation metrics
(instruction following rate and factual accuracy)
and an optional manual evaluation metric (accuracy
reliability) to evaluate the Chinese medical LLMs
comprehensively. Experimental results revealed
that while these LLMs show promise, they are not
yet on par with GPT-4, particularly in some more
professional medical scenarios. We also found that
these models’ errors often stem from sycophantic
tendencies and that distilled data enhances medi-
cal knowledge retention more effectively than real
doctor-patient conversations. We hope the SDAK
benchmark and our findings can prompt the devel-
opment of Chinese medical LL.Ms.



Limitations

The main limitation is the limited size of the SDAK
benchmark. Since the application of LLMs is ex-
tremely time-consuming and resource-intensive,
we have to limit the size of the benchmark, leading
it to hardly cover all atomic medical knowledge
comprehensively in self-diagnosis scenario. How-
ever, it is worth noting that our method can easily
expand the size of SDAK benchmark if comput-
ing resources are no longer a problem impeding
LLMs in the future. We also acknowledge that the
quality of our dataset is not perfect, although only
4% of the samples do not match objective facts.
We will try to make up for this deficiency in future
research. In addition, the SDAK benchmark we
have built serves as a medical LLMs evaluation for
Chinese, but its paradigm is language-independent
and can be easily transferred to other languages
such as English, French, Japanese, etc. Further-
more, although we have taken measures to avoid
creating test data from existing data as much as
possible, we acknowledge that it is still impossible
to completely avoid the possibility of data leakage.

Ethics Statement

The main contribution of this paper is establish-
ing the SDAK benchmark to quantify the self-
diagnostic atomic knowledge in Chinese Medical
Large Language Models. This benchmark is built
using heuristic rules based on medical knowledge
publicly available on the Internet. The data sources
are all ethical. Firstly, the atomic knowledge types
utilized in our study were sourced from KUAKE-
QIC, which is a public dataset that can be accessed
freely. Secondly, we only extract the related med-
ical terms (such as medication name and disease
name) from medical encyclopedia entries on the
third-party medical website, which are public med-
ical knowledge and can be found in many medical
resources like Wikipedia or Baidu Baike and do
not contain any information that uniquely identifies
individuals. Therefore, it does not violate dataset
copyright and privacy information.
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Figure 6: Accuracy of ChatGPT on various types of
atomic knowledge with different prompts.

A Examples of Different Types of Query

Table 6 shows the self-diagnostic queries with dif-
ferent intents.

B Statistics of the SDAK Benchmark

Table 7 shows the statistics of our SDAK Bench-
mark.

C Performance of ChatGPT with
Different Prompts

Although we did not conduct prompt engineering
in depth, we study the effect of simple prompts that
provide the same instruction on ChatGPT’s per-
formance of self-diagnostic atomic knowledge, as
shown in Figure 6. The detail of promptl is shown
in Section 4.2 and the prompt2 is as follows: If the
following statements about medical knowledge are
correct, please first output "correct” or "incorrect"
and then give the corresponding reasons on a sepa-
rate line.( 51| % TR 2EEMIR AU A& B IR0,
B B EEIR Y, REAR—1TSH
HAE N A E - ). From Figure 6, we can see
that there is no significant performance difference
between promptl and prompt2 on various types of
atomic knowledge. This indicates that LLMs are
not sensitive to simple prompts that provide the
same instruction.

D Few-shot Experiments

For few-shot learning, we follow the previous
work (Wang et al., 2023d) and provide three demon-
strations. We first constructed a validation set as the
source of few-shot examples. Specifically, we ran-
domly constructed another 10 atomic knowledge
items for each of the 17 atomic types, with each
item comprising a pair of factual and counterfactual
claims. This process resulted in a comprehensive
validation dataset of 340 claims. Subsequently, we
randomly selected three claims and got responses
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from GPT4 with our evaluation prompt. To en-
sure the reliability of GPT-4’s outputs, we engaged
a professional medical doctor for the verification
and correction of any erroneous responses. Then,
we conducted three-time experiments, each with
three claims randomly selected from the validation
dataset as few-shot examples.

The forms of the few-shot prompt are as follows:

If the following claim is correct, please
reply "correct” first, and then give the
reason. If not, please reply "incorrect”
first, then give the reason.

Input:<ex. 1>

Output: <response 1>

Input: <ex. 2>

Output: <response 2>

Input: <ex. 3>
Output: <response 3>

Input: <testing>
Output:

E Hyper-parameters

For ChatGPT and GPT-4, we adopted the GPT-
3.5-turbo-0301 and GPT-4-0314 version, respec-
tively, and the generation settings are set by de-
fault. For other open-source generic LLMs and
medical LLMs, we adopted the same generation
settings as Baichuan2 (Baichuan, 2023) for a fair
comparison. The temperature, top_k, top_p, and
repetition_penalty are set to 0.3, 5, 0.85, and 1.05,
respectively, and other parameters are set by de-
fault. All experiments for each LLM are conducted
three times, and we report the mean and standard
deviation values.

F Error Types of LLMs on Atomic
Knowledge

Examples of each error type are shown in Table 8-
11. Table 8 shows the example of the NotFollow er-
ror type in that LLMs do not follow the instruction



Intent

Query Atomic Type

Diagnosis

Is the high neutrophil of blood image classification cell bacterial infection?

Is breast pain a symptom of breast cancer?

AR R FLIE?

Disease-Symptom

Disease-Examination

I 553 SRR A0 P AR A i e T S 2

Cause

What is the cause of pancreatic cancer?

AR AR R AT 47

Disease-Cause

Method

What is the best medicine for high blood pressure?
i ML e 4 2552
What is the treatment for osteochondritis dissecans of the knee?

JE B R EIRT IR A2

Disease-Medicine

Disease-Method

Advice

Where is the best hospital of treating rectal cancer in Anhui Province?

Disease-Hospital

LRSI NE B REE MR R ?
What section does mouth herpes hang?

BB LY

Disease-Department

Metric_explain

How much H. pylori is considered excessive?
IR 1 2 D SRR
‘What does a urine test for red blood cells mean?
RIS 2 BB

Examination-Range

Metric-Effect

Diseases_express

Is hemorrhagic fever contagious?
H I FA & Hent 2
Can cervical infection with hpv virus cause low fever?
B S hpv i RS | (RFArE Y

Disease-Infectivity

Disease-Complication

Result

Does taking tenofovir cause high blood pressure?
SRFVE RS 25 R RS ?
Does taking Jinkui kidney Qi pill have adverse reaction?
FRAEE S SHET RRRIG?
What is the effect of glutinous rice balls with wine lees?

G E DR A2

Western Medicine-SideEffect

Chinese Medicine-SideEffect

Food-Effect

Attention

Can I eat lotus root if I have hyponatremia?
RAPIILAE 225 RN FE FENS 2
How to prevent psoriasis?

BT F RO

Disease-Food

Disease-Prevention

Effect

What do furosemide tablets do?
BRIEK A HER AT A2
What are the effects of Angong Niuhuang Pills?
TEFHANIR S ERRET 42

Western Medicine-Effect

Chinese Medicine-Effect

Price

How much is the hernia surgery?
IS FARE D
How much is hysteroscopy examination?
HEHEREL DR?

Disease-Price

Examination-Price

Table 6: Self-diagnostic queries with different intents.

Atomic Type

Example of factual(counterfactual) atomic claim

Number

Metric-Effect
Disease-Infectivity
Disease-Department
Disease-Method
Disease-Cause
Chinese Medicine-Effect

Chinese Medicine-SideEffect
Western Medicine-Effect
Food-Effect

Western Medicine-SideEffect
Disease-Examination
Disease-Prevention
Diseases-Complication
Disease-Symptom
Examination-Range
Disease-Food

Disease-Medicine

Anti-endothelial antibody tests can (not) be used in vasculitis.
BUN AR E () FTRATME RS -
Laryngeal cysts are (not) contagious
WEEER ) BAERME
Common departments for Psoriatic A (do not) include dermatology
RFRREENRE OF) SRR
Common treatments for prolactinomas (do not) include radiation therapy
AR HEIIRT L OF) SFEBEHeT
Possible cause of viral enteritis (do not) include norovirus
TR R IRE OR) GBS LR
The effect of ginseng antler Guben tablet (do not) includes invigorating qi and nourishing blood
SHEERR OF) BAEHMSFIATIR
Adverse reactions to Jianpi pills (do not) include vomiting
AR OF) GiEE:
Ergoline can (not) be used to suppress lactation Z ik (8) A FHTFHIHIFLIT 5000
Pureed carrots (do not) have antidiarrheal effect
Y MNE (OF) BHILEIER
Adverse reactions to triethanolamine cream (do not) include allergies
ZZEEIHBRARRE () 5
Common medical tests for sweat rash (do not) include fungal blood tests
IFEFHrRETH () SfARENRE
Preventive methods for malaria infection (do not ) include malaria vaccines
TABTERRBRA T () SRR
Complications of acute epiglottitis (do not) include shock
SERIRAATRES I ZHIRM (1) 465
Common symptoms of tail pancreatic cancer (do not) include abdominal pain
JREBRIE WAER ) E3EER
The normal (abnormal) reference interval of bone marrow granulored ratio is usually 1.5:1 to 3.5:1
HERLLILBIMIER (%) SBXREFZLS: 1~35: 1
Calcium-rich foods are (not) recommended for periodontal atrophy
TFRZEGE (SR EREY)
Common medications for stomatitis (do not) include metformin

ABERFERZYEE CERE) FERKIT

840

1000

1000

1000

1000

500

500
500
815

500

1000

785

1000

1000

608

1000

1000

Table 7: Example and number of each type of atomic knowledge.
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we specify to give the correct or incorrect answer at
the beginning of the response. For the type of Syco-
phancy, the responses provided by LLMs always
support both the factual and counterfactual claims.
From Table 9, we can observe that LLMs given
the correct (gray font) answer to both factual and
counterfactual claims and the reasons (orange font)
always support their answers. This indicates that
LLMs have no relevant knowledge in their memory
and always cater to the opinion of users. Table 10
shows the example of the Safety error type. We can
observe that LLMs given the incorrect (gray font)
answer to both factual and counterfactual claims
and the reasons (orange font) argue that claims are
not strictly expressed, e.g., while open pneumotho-
rax includes treatment with medication, it should be
treated with emergency surgical procedures firstly
rather than with medications. Table 11 shows the
example of the Misinterpretation error type. We
can see that LLMs misinterpret the counterfactual
claim as a factual claim and give a similar response
to that of the factual claim.

G Experimental Setting for Analysis

To give the base model initial dialogue ability,
each set was supplemented with 48,818 general
single-turn conversations, following HuatuoGPT.
We adopt the ZeRO strategy to distribute the model
across 4 A100 GPUs for training. The epoch, learn-
ing rate, batch_size, and maximum context length
are set to 2, be — 5, 128, 64, and 2048, respectively.
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NotFollow

Factual Claim:

A ERAER

Laver has effect on clearing away heat

Response:

SRR, & B MYEERT YL B A E PR - FIRIEM - BEILESEThAL . PRI, S5 T LR TR YT — L, 1 B -
R MEMESE - NG o (R ESOHFSE TR AHNE S B 0, (1008 L A AT BE S RS B o S A S L p g B R
RS RIFEEREESEFMARL . AN ERMAESFrA AR FIm2E - WLz . JLES AR AIERH -
Nori is a kind of seaweed, rich in vitamins and minerals, with heat detoxification, diuretic swelling lowering blood pressure and other effects.
Therefore, seaweed can be used to treat a number of diseases, such as colds, coughs, sore throats, fever and so on. However, nori is not suitable
for everyone, for example, some people may be allergic to nori or allergic to some components of nori, so before consuming nori, it is best to
consult a doctor or dietitian’s opinion. In addition, nori is not suitable for everyone, such as pregnant women, lactating women, children
and other people should not eat.

Counterfactual Claim:

EIIHHRER

Laver has no effect on clearing away heat

Response:

ERRE-MEREENRR S FEEMEER . YRR RFESEIRS - BRESEEAENNIER BRI TEIE AE &
B AN A R RE ST SRS i B B R I R - Bis S AR RE R T IRANE o IAh ESRNE A 7RSI
B R SR R — R ) o, SR S B P AT RE 2 S B BR A BE, S ECRIRBR DI BE R - FRIEL, A SRR B 4R 3
SRR L BUE SRR L i R RO TR A .

Nori is a nutritious vegetable, rich in vitamins, minerals and dietary fiber. Although seaweed has the effect of clearing heat, it is not suitable for
everyone. For example, some people may be allergic to seaweed or suffer from certain diseases such as gastritis or gastric ulcers, which may
cause discomfort when consuming seaweed. In addition, nori is not suitable for consumption on an empty stomach because it contains a substance
called iodine, which may affect the function of the thyroid gland and lead to abnormal thyroid function if consumed on an empty stomach. Therefore,
if you want to consume nori, it is recommended that you consult a doctor or dietitian first and follow their advice.

Table 8: Example of the NotFollow error type.

Sycophancy

Factual Claim:

BRI E A R ER

Commonly used drugs for anthrax include streptomycin
Response:

M, BBERZBTREROEHAY . BERE-MER, SEWIHIERCE I, RETHETEZAE, FIEER
ALV OO - S8, SR E BT, EBEMZ AR .
Correct , streptomycin is a commonly used medication for the treatment of anthrax. Streptomycin is an antibiotic that can inhibit or kill gram-positive

bacteria, and Bacillus anthracis is a gram-positive bacterium, so streptomycin can be used to treat anthrax . Of course, there are other treatment drugs
for anthrax, such as penicillin and doxycycline.

Counterfactual Claim:

BRI A A EEER

Commonly used drugs for anthrax do not include streptomycin
Response:

IEff - ZERNEAAYERE: F8% . HRR . ABRE. HEREZATIHIEEERE - WEREE5 R0, MIRRER -
Correct . Commonly used drugs for anthrax include penicillin, tetracycline, and erythromycin. Streptomycin is primarily used to treat infections caused

by streptococci and staphylococci, not anthrax .

Table 9: Example of the Sycophancy error type.

Safety

Factual Claim:

TSR A aEt B ER

Commonly used medications for open pneumothorax include vancomycin
Response:

R , CHEREZ-MIUER, ATIRTAEEERG . TP SR TR EE I S BB AIEE, W E AR LSS . T

SIEHFERSAE, SFEEHN - WE5 RS, maEERAmeT -

Incorrect , vancomycin is an antibiotic used to treat bacterial infections. An open pneumothorax is a condition in which the chest wall develops a
passage for air to enter the chest cavity, such as a perforation of the chest cavity caused by trauma. Open pneumothorax usually requires emergency

management, including closure of the wound and chest drainage, rather than the use of medication.

Counterfactual Claim:

TR SR E YA IS e ER

Commonly used medications for open pneumothorax do not include vancomycin
Response:

BER RIS TR AR MBS M A RRE S R SARE, SEUMERARAORIE . YT S EER A RS TR, and A
fia - BRESIRS . MAERZYIRTT - SBRERE—FHER, ATRTEREESE, S5IFR0E=SMeaTTx -

Incorrect , because open pneumothorax is a condition in which gas enters the chest cavity through trauma to the chest wall and communicates with the
atmosphere, causing the lungs to collapse. Open pneumothorax is treated primarily with emergency surgical procedures, such as wound closure and chest

drainage, rather than with medications. Pionomycin is an antibiotic used to treat bacterial infections and is not associated with the treatment of open
pneumothorax.

Table 10: Example of the Safety error type.
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Misinterpretation

Factual Claim:
RO E BT URTTR
Sea vegetables are rich in iodine as well as potassium
Response:

IEW . ERPSEFEFENITREAETE . XRFMERERKEE SEFT YR AIEK T - BOTHEI A G RRIR B R ER .
HUT S BRI SCRRIA - BT BT AARLERF IEH K- PRI K - B, IBSER BT ZAEITTR ) RATHRIE -

Correct , sea vegetables are rich in iodine and potassium. This is because sea vegetables grow in seawater that is rich in various minerals.
Elemental iodine has a boosting effect on the body’s thyroid function and helps the body absorb and utilize iodine. Elemental potassium helps the
body maintain normal water balance and blood pressure levels. Therefore, sea vegetables are a good source of elemental iodine and potassium.

Counterfactual Claim:
RN HFEEWHITE L TR
Sea vegetables are not rich in iodine as well as potassium
Response:

IEW . ESRPFHESHEENMTREUARFITR . R —ME SR RS & REE, HPocREB TRFFERRER, Hrial
THFFERMMEMOMEDRE . FN, SO EFENEER . TYRABESE, WAFRETIFZLTIEIFRS -

Correct , sea vegetables are indeed rich in iodine as well as potassium. Sea vegetables are a natural food source rich in iodine and potassium, where iodine
helps maintain a healthy thyroid gland and potassium helps maintain normal blood pressure and cardiovascular function. Sea vegetables are also rich in
vitamins, minerals and dietary fiber, which provide many essential nutrients to the body.

Table 11: Example of the Misinterpretation error type.
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