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Abstract

How to design reinforcement learning (RL) tasks that effectively unleash the
reasoning capability of large language models (LLMs) remains an open question.
Existing RL tasks (e.g., math, programming, and constructing reasoning tasks)
face three key limitations: @ Scalability. They rely heavily on human annotation
or expensive LLM synthesis to generate sufficient training data. @ Verifiability.
LLMs’ outputs are hard to verify automatically and reliably. ® Controllable
Difficulty. Most tasks lack fine-grained difficulty control, making it challenging to
train LLMs from easy to hard and progressively develop reasoning capability.

To address these limitations, we propose SATURN, a SAT-based RL framework
that uses Boolean Satisfiability (SAT) problems to train and evaluate LLM rea-
soning. SATURN enables scalable task construction, rule-based verification, and
precise difficulty control. SATURN designs a curriculum learning pipeline that
continuously improves LLMs’ reasoning capability by constructing SAT tasks
of increasing difficulty and training LLMs from easy to hard. To ensure stable
training, we design a principled mechanism to control difficulty transitions.

We introduce SATURN-2.6k, a dataset of 2,660 SAT problems with varying
difficulty. It supports the evaluation of how LLM reasoning changes with problem
difficulty. We apply SATURN to DeepSeek-R1-Distill-Qwen and obtain SATURN-
1.5B and SATURN-7B. We achieve several notable results: @ On SAT problems,
SATURN-1.5B and SATURN-7B achieve average pass@3 improvements of +14.0
and +28.1, respectively. ® On math and programming tasks, SATURN-1.5B
and SATURN-7B improve average scores by +4.9 and +1.8 on benchmarks (e.g.,
AIME, LiveCodeBench). ® Compared to the state-of-the-art (SOTA) approach in
constructing RL tasks, SATURN achieves further improvements of +8.8%. We
release the source code, data, and models to support future research at https:
//github.com/gtxygyzb/Saturn-code,

1 Introduction

Recently, reinforcement learning (RL) has become a promising paradigm for unleashing the reasoning
capability of large language models (LLMs), particularly in math, programming, and logical reasoning
(e.g., OpenAl-ol [21], DeepSeek-R1 [11], Kimi-k1.5 [37]). During the RL training process, the
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design of RL tasks plays a critical role [14} 31, 32]]. A well-designed RL task should elicit LLMs’
reasoning capability, fostering behaviors such as hesitation, reflection, backtracking, summarization,
and verification 28131} 143|144, [53]].

However, how to design RL tasks that can continuously enhance LLMs’ reasoning capability remains
an open question. We think a well-designed RL task for reasoning should satisfy the following three
criteria: @ Scalability. RL training requires large-scale data. RL tasks should support scalable data
without human annotation or expensive LLMs’ synthesis. @ Verifiability. RL rewards must be
unambiguously correct. The outputs of LLMs for the task should be easy to verify. ® Controllable
Difficulty. Reasoning capability emerges progressively [42]. RL tasks should support the difficulty
control to enable curriculum learning, allowing LLMs to gradually develop more complex reasoning
skills [16].

Table 1: The comparison between existing RL tasks and SATURN.

Tasks Scalability ~ Verifiability ~Controllable Difficulty

ScaleQuest [12] X X X
GSMS8K (Math) [9] X v X
LiveCodeBench [22] X v X
Game Werewolf [45] 48] X X X
LMRL Gym [4] X v v
SPAG [7] X v X
Knights&Knaves [46] v v X
SATURN (Ours) v v v

Table [T] shows the features of current mainstream RL tasks. None of them satisfy all three criteria.
Existing RL tasks can be divided into two categories: (1) One category of RL tasks requires LLMs
to solve math or programming problems, with rewards based on the correctness of the final answer
or code [5, 16} 9, 27]]. However, these tasks rely on human annotation for ground-truth solutions or
test cases, suffer from a lack of high-quality problems, and offer only coarse control over reasoning
difficulty [23,126]. (2) Another category focuses on manually designed reasoning tasks [[12}145,46,48]].
For instance, Logic-RL [47] leverages natural language logic K&K puzzles to improve LLMs’
reasoning capability through RL. However, they also present limitations, such as hard to scale
up due to reliance on sampling from LLMs [7, [12]], hard to verify despite relying on LLMs for
cross-validation [12} 141} 51]], and hard to control difficulty [45] 48]

In this paper, we aim to answer the following research question:

Key Question

Can we design an RL task that supports scalability, verifiability, controllable difficulty, and
enhances the reasoning capability of LLMs?

To this end, we propose Boolean Satisfiability (SAT) problem as the task for RL. Figure [I|shows
an illustration of SAT problems and corresponding features. SAT satisfies all three desiderata we
outlined earlier: @Scalability. SAT instances can be generated programmatically at scale without
human annotation or LLM synthesis, allowing for virtually unlimited training data. @ Verifiability.
SAT is a well-established NP-complete problem in theoretical computer science [[10]. The correctness
of a solution can be easily verified in linear time. But solving SAT problems requires complex
reasoning. ® Controllable Difficulty. The difficulty of SAT instances can be precisely adjusted (e.g.,
number of variables, clauses), making it suitable for curriculum learning. What’s more, SAT serves as
a universal substrate for limited forms of logical reasoning, as many problems in propositional logic,
finite-domain first-order logic, and modal logic can be systematically reduced to SAT (17,24, [36].

Building on these advantages, we propose SAT-based reinforcement learning to Unleash LLMs
ReasoNing, or SATURN. SATURN is a multi-stage curriculum learning-based RL framework that
continuously improves the reasoning capability of LLMs. SATURN efficiently constructs SAT tasks
with controllable difficulty and organizes them into progressive stages from easy to hard, allowing
LLM:s to develop reasoning skills step by step. To ensure training stability and effective progression,
we design a principled mechanism to control difficulty transitions based on LLMs’ performance.
SATURN enables smooth curriculum advancement and steady enhancement of reasoning capability.
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Figure 1: An illustration of SAT problems and its corresponding features.

We introduce the SATURN-2.6k dataset, consisting of 1,500 training instances, 160 test instances at
the same difficulty as the training set, and 1,000 test instances from 10 harder unseen difficulty levels.
The test set serves as a benchmark for systematically evaluating how LLMs’ reasoning capability
varies with increasing SAT task difficulty. We release SAT construction scripts alongside the dataset,
which enable the creation of virtually unlimited SAT instances.

We apply SATURN to DeepSeek-R1-Distill-Qwen-1.5B and 7B [11]], obtaining SATURN-1.5B and
SATURN-7B. Experiments show that SATURN effectively enhances LLMs’ reasoning capability in
generalizable scenarios:

* SATURN-1.5B and SATURN-7B achieve strong performance on SATURN-2.6k benchmarks. On
unseen harder test set, two models achieve pass@3 improvements of +14.0 and +28.1 respectively.
* The reasoning capability learned from SATURN transfers well to math and programming tasks,

bringing average improvements of +4.9 and +1.8 on popular benchmarks such as AIME [2], AMC
[, MATH-500 [19], GPQA Diamond [35]], and LiveCodebench [22] for two SATURN models.

* Compared to the prior SOTA approach (e.g., Logic-RL), SATURN achieve average improvements
of +8.8% on math and programming tasks.
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Figure 2: The overall framework of SATURN. It alternates between two interconnected loops: (1)
Curriculum Estimation Loop. (2) LLMs Training Loop. The two loops iterate until the maximum
number of curriculum stages is reached.

2.1 SATURN Learning Loop Framework

We introduce SATURN, a multi-stage RL framework that leverages SAT tasks to unleash LLMs’
reasoning via curriculum learning. As illustrated in Figure 2, SATURN alternates between two inter-
connected loops: Curriculum Estimation Loop dynamically constructs SAT instances of adjustable
difficulty and evaluates LLMs’ performance to determine whether to advance the curriculum stage;
LLMs Training Loop employs RL to optimize LLMs on current difficulty SAT tasks. The curriculum
loop presented in Algorithm[T]proceeds as follows:

Step 1: Curriculum Estimation Loop. Given initial SAT difficulty, SAT_Construction generates
a validation set of SAT instances. The LLM is evaluated on this set using the pass@1 metric. If
the performance exceeds a predefined threshold e, the curriculum controller advances to a harder
configuration with an increased estimated difficulty. Otherwise, SATURN process enters Step 2
LLMs training loop at the current SAT difficulty. This adaptive loop ensures that the LLM is always
trained at the frontier of its reasoning capability, neither too easy nor too hard.



Step 2: LLMs Training Loop. For the current difficulty, SAT_Construction generates a set of
training instances that are different from the validation set. These samples are then used to train LLMs
with GRPO. The reward function encourages outputs that are both logically correct and properly
formatted. The training loop proceeds until pass@1 > € on the validation set. After that, the process
backs to Step 1 to reassess and potentially advance the curriculum.

The two loops iterate jointly. SATURN process terminates when a predefined total number of
iterations is reached. Importantly, SATURN is not designed to replace math or programming tasks,
but to serve as a complementary strategy for enhancing LLMs’ reasoning. In practice, SATURN can
be integrated with math and programming tasks to enable a stronger training framework.

SATURN learning loop raises three core challenges: @ Section introduces how to construct
scalable and controllable SAT instances. @ Section [2.3|presents how to estimate instance difficulty
for curriculum learning. ® Section [2.4|explains how to train LLMs on SAT tasks with RL.

2.2 SAT Instances Construction

In this subsection, we formalize the construction of SAT instances. A SAT problem determines
whether a propositional formula can be satisfied by a Boolean truth assignment. Formally, we define
a (n, k, 1)-SAT instance in conjunctive normal form (CNF) as:

{ D= (Tay, Vay, Voo Vg ) A A (g, VooV g, ) 0

where a;j € {1, ey k‘}, 1€ [17l]z,j S [1,’17/]2

where each clause contains exactly n variables (literals), each being either z; or its negation —x;, k is
the total number of variables, and [ is the total number of clauses. Based on the definition, we design
a SAT instance constructor, SAT_Construction(n, k, [, m), which uniformly samples m SAT in-
stances from the space of (n, k, [)-SAT. By adjusting the parameters (n, k, [, m), SAT_Construction
enables the scalable and controllable construction of SAT instances. The design details of the con-
structor algorithm are provided in Appendix [B] All generated SAT instances are guaranteed to be
satisfiable.

2.3 Estimation of Task Difficulty

In this subsection, we present the estimation of SAT task difficulty for LLMs. This estimation also
serves as the foundation for curriculum learning in LLMs.

As a canonical NP-complete problem [[10], SAT admits a polynomial-time reduction from any other
NP problem [25]]. SAT exhibits a known phase transition phenomenon: when the clause-to-variable
ratio a,. = 1/k approaches a critical threshold (typically near 4.26 for 3-SAT), the probability of
satisfiability drops sharply, and problem difficulty peaks. This phenomenon probably stems from
replica symmetry breaking (RSB) [54]: near «., the solution space fractures into disconnected clusters
separated by energy barriers. Beyond «., the space collapses, reducing complexity.

However, RSB theory is designed for heuristic SAT solvers. For humans or LLMs solving SAT
problems through logical steps such as trial, verification, and reasoning, such solver-like phase
transitions are hardly observable in human-like thinking processes. While any n-SAT (n > 3) can be
reduced to 3-SAT [235]], they differ significantly for LLMs in terms of solution space size and token
length.

Prior work [18]] on SAT tasks for LLMs typically categorized difficulty based on phase transition
points. To systematically estimate task difficulty, we define an analytical estimator of the expected
solution space size. Given a (n, k, ) SAT instance, its difficulty for LLMs can be approximately
estimated by:

D(n, k,l) =logy(k) + 2logy(l) — n + % 2)

Eq. (2)) provides a more controllable, fine-grained estimation of SAT task difficulty. The detailed
derivation is provided in Appendix [C| To further validate Eq. (), we evaluate LLMs’ performance on
SAT instances with varying difficulty levels. As shown in Figure|3| each point represents a LLM’s



average pass@3 on the same estimated difficulty instances. Pass@3 generally decreases as D(n, k, )
increases, suggesting that our estimation aligns with the solvability trends observed in practical
LLMs. Stronger LLMs maintain higher pass@3, while weaker LLMs exhibit lower scores overall.
The validity of the estimation in Eq. () is further confirmed by ablation experiments, as detailed in

Appendix [C]

SAT Problem Solving: Difficulty vs. Pass@3
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Figure 3: Scatter plots of pass@3 versus estimated difficulty D(n, k, ) for different LLMs, with
linear regression fits. The linear regression for two models achieve R? values of 0.707 and 0.724
respectively, suggesting a reasonably strong linear relationship between difficulty and pass@3.

2.4 Reinforcement Learning with GRPO

In this subsection, we introduce the single-stage RL training for given (n, k, [)-difficulty tasks. RL can
further improve LLMs’ generalization by directly optimizing policy gradients over diverse reasoning
trajectories [11]. Given the SAT tasks, we then train LLMs using the original sample-level GRPO to
optimize the policy my with KL divergence penalty. The GRPO objective function is defined as:

Lareo(0) =Elg ~ P(Q),{0i}{-1 ~ m,,,(0lq)]
[o;]

1< 1
5;|0¢| —

tzl {min [ri,t(e)/li,t, clip (r5,:(0),1 —€,1 + ¢) A”] — BDkw [ || ﬂref}} 3)

mo(0i | ¢, 0i,<t) ~ r; — mean(r)
h o (0) = — 1D TORE) A, =)
where ) = o Taone” T @)

where g denotes a SAT instance, o; is the reasoning trajectory generated by the policy 7y, and G
groups SAT instances with identical (n, k,[) parameters. A simple yet effective reward scheme [11]] is
designed that combines a format reward and a correctness reward. Specifically, r; = —1 if an output
is invalid (i.e., missing the \boxed{} wrapper); r; = 0 for well-formatted but incorrect answers; and
r; = 1 only when both the format and the answer are correct. Here, an answer is considered correct if
it passes a verifier and represents a full satisfying assignment. Training schedule and hyperparameter
settings are detailed in Appendix[D} And the SAT prompt template is shown in Appendix [F}

3 Experiments

We apply SATURN to DeepSeek-R1-Distill-Qwen-1.5B and 7B, obtaining SATURN-1.5B and
SATURNS-7B. To evaluate the effectiveness of SATURN, we conduct a large-scale study to evaluate
both models. In this section, we introduce our research questions (RQs), benchmarks, baselines, and
evaluation metrics. For each RQ, we present the corresponding experimental design, results, and
analysis in separate subsections.



3.1 Research Questions

Our study aims to answer the following research questions:

RQ1: How much improvement does SATURN achieve in solving SAT tasks? We evaluate
SATURN-1.5B and SATURN-7B performance on SATURN-2.6k with different difficulty levels.

RQ2: How effectively does SATURN generalize to math and programming tasks? To evaluate
the transferability of reasoning capabilities learned by SATURN, we evaluate the performance of
LLMs on math and programming benchmarks and compare them with current SOTA LLMs.

RQ3: How does SATURN compare to prior RL tasks? To explore the relationship between SAT-
URN and existing RL tasks, RQ3 investigates whether SATURN can (1) serve as a complementary
task to math and programming, and (2) outperform other constructing RL tasks.

RQ4: How does SATURN affect LLMs reasoning trajectory? RQ4 explores whether SATURN
influences the reasoning patterns of LLMs, particularly in terms of response length and the capability
of verification. We investigate whether the reasoning improvements observed in SAT tasks generalize
to math and programming.

3.2 Experimental Setup

SATURN Hyperparameters For SATURN-1.5B and SATURN-7B, we set the initial SAT instance
parameters (n, k,1) to (3,5,5) and (3,5, 13), respectively. In Curriculum Estimation Loop, the €
threshold is set to 0.5 for the 1.5B model and 0.75 for the 7B model. In LLMs Training Loop, we
evaluate the pass@k with a step size of 250 training samples. The total number of curriculum iterations
is set to 2. Detailed hyperparameters are provided in Appendix [A] Ablation studies in Appendix [H]
demonstrate the necessity of curriculum learning and the effectiveness of hyperparameters on SAT
difficulty, thresholds, step sizes, etc.

Benchmarks. @ Building upon SAT_Construction tool and difficulty estimation, we release
SATURN-2.6Kk, a curated benchmark designed to evaluate LLMs’ reasoning capability across varying
complexity. SATURN-2.6k consists of 1,500 training instances and 160 test instances that share the
same estimated difficulty level. To assess performance under increasing task complexity, SATURN-
2.6k further includes 1,000 test instances from 10 unseen harder difficulty levels, with 100 instances
per level. These levels are selected based on our difficulty estimation D(n, k, 1), enabling a systematic
analysis of how LLM performance changes as problem difficulty increases. Additionally, custom
datasets of desired difficulty can be constructed using our open-sourced SAT_Construction tool.
® For math and programming tasks, following DeepSeek-Al [11]], we use AIME 24/25 [2]], AMC
22/23 [1], MATH-500 [19], GPQA Diamond [35]], and LiveCodeBench v4_v5 subset [22].

Baseline Model. We conduct evaluations against several 1.5B and 7B parameter reasoning models
as the baselines, which include DeepSeek-R1-Distill-Qwen-1.5B & 7B [[L1], Still-3-1.5B-Preview
[40], s1.1-1.5B & 7B [31], z1-7B [50], OpenThinker-7B [38]], and DeepScaleR-1.5B-Preview [29].
In addition, we include a supervised fine-tuning (SFT)-only baseline trained on the Math training
dataset [[19]], which provides step-by-step problem reasoning trajectories. We randomly select the
most difficult Level-5 1,000 problems from training set for one epoch of SFT, following the same
training template as DeepSeek-R1-Distill-Qwen. With the same dataset size, our setup enables a fair
comparison between SFT and RL on SAT tasks.

Evaluation Metrics. Following DeepSeek-Al [11], we use pass@k as the evaluation metric.
Pass@k assesses the probability that at least one correct solution is generated within & attempts. For
SAT problems, we evaluate pass@k € {1,3,5,7,10} and sample 12 times per problem. For math
and programming benchmarks, we use pass@1, following a context length of 32,768 and temperature
= 0.6. More evaluation hyperparameters are provided in Appendix [E] All experiments are conducted
on NVIDIA 8xA100 (40GB) GPUs. Specific prompts are detailed in Appendix [H

3.3 RQI1: SATURN Substantially Improves Performance on SAT Tasks

We evaluate the performance of SATURN-1.5B and SATURN-7B on SAT tasks using SATURN-2.6k
test set. Specifically, the evaluation involves unseen SAT instances that were not included in the



training data. The results, presented in Table 2] [TOHT4] and detailed in Appendix |G demonstrate the
performance of LLMs across different SAT difficulties.

Table 2: Performance (pass@Kk, in %) on SATURN-2.6k test set across different difficulty levels.

SAT-(3,5,5) | SAT-(3,5,8)
@l @3 @5 @7 @0 | @1 @3 @5 @7 @I0
DeepSeek-R1-Distill-Qwen-1.5B  36.7 71.7 854 91.7 962 | 203 476 63.6 734 819

Model

SATURN-1.5B-Iteration-1 597 904 97.1 99.1 998 |41.0 740 856 9.1 956
SATURN-1.5B-Iteration-2 703 959 99.0 997 999 | 47.0 826 939 98.0 998
Model SAT-(3,5,13) \ SAT-(3,5,15)

@] @3 @5 @7 @0 | @1 @3 @5 @7 @10

DeepSeek-R1-Distill-Qwen-7B 539 862 942 973 993 | 393 749 883 943 983
SATURN-7B-Iteration-1 73.0 96.1 989 997 999 | 657 91.8 96.8 98.7 99.7
SATURN-7B-Iteration-2 89.5 99.0 999 100.0 100.0 | 854 983 998 99.9 100.0

SATURN substantially improves LLM performance on SAT tasks across varying difficulty
levels. On the difficulty SAT-(3,5,5), SATURN-1.5B improves pass@1 from 36.7 to 59.7 at Iteration-
1, and further to 70.3 at Iteration-2, achieving a total gain of +33.6. On the unseen harder test
set (Table[TT)), SATURN-1.5B improves average pass@3 from 10.1 to 24.2, while SATURN-7B
improves from 36.1 to 64.2. On average, these models achieve pass@3 improvements of +14.0 and
+28.1 respectively, confirming that SATURN effectively enhances LLM reasoning across both seen
and unseen SAT difficulties.

3.4 RQ2: SATURN Demonstrates Strong Generalization to Math and Programming

We assess whether the reasoning capability learned by SATURN generalizes to math and program-
ming tasks. We evaluate SATURN-1.5B and SATURN-7B on a range of reasoning benchmarks. The
results shown in Table 3| provide a detailed comparison.

Table 3: Performance comparison on math and programming Benchmarks

Model AIME 24/25 AMC 22/23 Math500 GPQA-D LiveCodeBench Avg.
GPT-40 (Aug’24) 11.7 - 79.5 52.1 31.7
Claude 3.5 Sonnet (Oct *24) 15.7 - 77.1 59.9 38.1
sl.1-1.5B 1.7 253 422 29.3 22 20.1
Still-3-1.5B-Preview 23.3 74.7 84.6 34.8 17.1 46.9
DeepSeek-R1-Distill-Qwen-1.5B 21.6 65.1 83.6 30.3 16.4 43.4
+ SFT 25.0 68.7 82.0 343 14.6 449
SATURN-1.5B 28.3 73.5 84.6 374 17.4 48.2
z1-7B 8.3 39.8 74.2 354 19.3 354
s1.1-7B 21.7 61.4 80.8 43.4 12.8 44.0
OpenThinker-7B 26.7 53.0 88.6 429 21.5 46.5
DeepSeek-R1-Distill-Qwen-7B 50.0 80.7 93.2 49.0 354 61.7
SATURN-7B 48.3 85.5 95.0 50.5 37.7 63.4

@ SATURN shows strong generalization to math and programming tasks. On the AIME 24/25
benchmark, SATURN-1.5B outperforms z1-7B by 8.3 and s1.1-7B by 21.7. Similarly, SATURN-
7B achieves a strong improvement on the Math500 dataset, increasing from 93.2 to 95.0. On
LiveCodeBench, it improves from 35.4 to 37.7. On average, SATURN-1.5B improves by +4.9,
and SATURN-7B improves by +1.8 across these benchmarks. These results highlight that SAT-
URN enhances the reasoning performance of LLMs across various math and programming tasks,
demonstrating strong generalization of the learned reasoning capabilities from SAT.

0 SATURN outperforms SFT on broader benchmarks. Consistent with the observations in SFT
Memorizes, RL Generalizes 8], SFT improves performance on math-focused benchmarks (AIME,
AMC, and Math500) that are similar to its supervised training domain. However, on LiveCodeBench,
SFT drops from 16.4 to 14.6, exhibiting an alignment tax [33]], where specializing on a narrow
domain compromises performance on other tasks. In contrast, SATURN improves performance
across all benchmarks, with SATURN-1.5B reaching 17.4 on LiveCodeBench. Averaging across all



benchmarks, SATURN-1.5B outperforms the SFT counterpart by 3.3, demonstrating that SATURN
generalizes effectively.

3.5 RQ3: SATURN Serves as a Complement and Further Enhances LLM Reasoning

RQ3 studies the relationship between SATURN and existing RL tasks. Beyond the DeepSeek-R1-
Distill-Qwen-7B, we introduce two additional models: Qwen2.5-7B-Instruct-1M [39} 49] following
Logic-RL [47] settings, and DeepScaleR-1.5B-Preview [29], which is further RL trained on 40k math
and programming examples from DeepSeek-R1-Distill-Qwen-7B. We compare SATURN against
several prior constructing RL task approaches, including Logic-RL [47], SPGA [7]], and ScaleQuest
[12], which represent strong baselines. Each approach is applied to different models for comparison.
Results are summarized in Table

Table 4: Comparison of SATURN and prior approaches across various LLMs.

Model AIME 24/25 AMC 22/23 Math500 GPQA-D LiveCodeBench Avg.
SPGA-3 (82k) 0.0 3.6 7.2 24.7 0.0 7.1
ScaleQuest (25k) 6.7 45.8 74.6 31.3 7.9 333
Qwen?2.5-7B-Instruct-1M 5.0 41.0 74.4 32.3 9.8 325
+ Logic-RL (5k) 6.7 494 72.0 29.3 9.0 333
+ Saturn (1k) 10.0 47.0 74.8 37.9 11.3 36.2
DeepSeek-R1-Distill-Qwen-7B 50.0 80.7 93.2 49.0 354 61.7
+ Logic-RL (5k) 50.0 80.7 93.4 52.0 35.7 62.4
+ Saturn (1k) 48.3 85.5 95.0 50.5 37.7 634
DeepScaleR-1.5B-Preview 30.0 74.7 87.8 374 19.8 49.9
+ Logic-RL (5k) 28.3 77.1 86.4 359 20.7 49.7
+ Saturn (0.5k) 35.0 73.5 88.6 434 21.0 52.3

@ SATURN serves as a strong complement to math and programming. On DeepScaleR-1.5B-
Preview—despite being further RL trained with 40k math and programming examples—SATURN
still brings additional improvements, raising the average score from 49.9 to 52.3. Notably, it improves
AIME by +5.0 and GPQA-D by +6.0. & SATURN outperforms prior constructing RL task
approaches across multiple models. On Qwen2.5-7B-Instruct-1M, SATURN uses only 1k training
examples but improves the average score from 32.5 to 36.2, achieving a relative improvement of
+8.8% over Logic-RL trained with 5k examples. These results indicate that SATURN not only
complements math and programming tasks, but also provides greater improvements compared to
other constructing RL task approaches.

3.6 RQ4: SATURN Enhances Self-verification in LLMs’ Reasoning Trajectories

RQ4 investigates whether SATURN affects LLMs’ reasoning behavior. On Qwen2.5-7B-Instruct-1M,
we observe a gradual increase in response length during training, as illustrated in Figure 4] replicating
the lengthening phenomenon reported in the R1 and Logic-RL [11}47].

train/response_length
= Qwen2.5-7B-Instruct-1M_Saturn -
1800
1600
1400
1200
1000 ¥

800
Step

Figure 4: Response length trend during SATURN training on Qwen2.5-7B-Instruct-1M.



Question:

considered equivalent if one is a rotation of another.)

Math500-No.402:In how many ways can 8 people be seated around a square table with 2 people on a side? (Two configurations are

&

& R1-Distill-Qwen-7B

Saturn-7B

<think> Okay, so I have this problem where I need to find out how
many ways 8 people can be seated around a square table, with 2 people
on each side.

So to get the number of unique arrangements under rotation, we divide
by 4, so 7! /4.So, 5040 /4 is 1260. So the answer would be 1260.

But in the case of n=4, maybe the number of unique arrangements is 3!
/4=6/4=1.5, which is impossible, so that can't be right. So perhaps the
formula is only applicable when n is a multiple of 4, but that seems
restrictive.

</think>To determine the number of ways 8 people can be seated
around a square table with 2 people on each side, considering rotations
as equivalent configurations, we use the formula for circular
arrangements divided by the number of rotational symmetries. The
number of circular arrangements is (8-1)! = 5040. Since a square has 4
rotational symmetries (0°, 90°, 180°, 270°), we divide by 4, resulting in
5040 / 4 = 1260.Therefore, the final answer is: $\boxed {1260}$

<think> Okay, so I have this problem: I need to find out how many
ways 8 people can be seated around a square table with 2 people on
each side.

But wait, that would imply that the number of distinct arrangements is
7! = 5040, which is less than 8! /4 (which is 10080). So which approach
is correct? I'm getting a bit stuck here. Let me think of a simpler case.
Suppose we have 4 people around a square table,

Wait a second, in the 4-person case, the number of distinct
arrangements is 3! =6, which is the same as 4! /4. But 8! /4 is
40320/4=10080, which is different from 7! =5040.

</think>The problem involves finding the number of distinct ways to
seat 8 people around a square table with 2 seats on each side,
considering two configurations equivalent if one is a rotation of the
other. Since a square has rotational symmetry of order 4 (rotations by
0°,90°, 180°, and 270°), each distinct arrangement is counted 4 times
in the total count of 8! (40320). Therefore, the number of distinct
arrangements is 8! divided by 4, which equals

10080.**Answer:**$\boxed {10080} $

Figure 5: Comparison of reasoning trajectories on Math 500 Question No.402 between two models.

To examine whether such reasoning patterns generalize, we present case studies across SAT and
math domains. Figure[I2]shows that solving SAT variables requires rechecking all clauses, naturally
encouraging self-verification. In Figure 5] SATURN-7B verifies intermediate conclusions within a
small scenario and successfully chooses the correct solution path. In contrast, the baseline model
reaches a wrong answer and skips verification, even when inconsistencies are detected.

Recent studies [[15} [20] identify core behaviors shared by expert human reasoners and LLMs, such
as verification and backtracking. These behaviors are domain-agnostic and provide fundamental
reasoning patterns applicable to a wide range of tasks. In line with these findings, SATURN reinforces
similar behaviors during SAT solving, leading to more structured reasoning trajectories. More
reasoning trajectories are provided in Appendix [J]to illustrate how SATURN works. These results
suggest that the self-verification patterns learned from SAT transfer well to math and programming
tasks, improving reasoning robustness and reliability.

4 Discussion

4.1 Limitations of Reasoning Capability Learned from SATURN

During curriculum learning, we observed that as the number of training iterations increases, the
improvements in math and programming tasks tend to plateau, which is consistent with the findings
in Logic-RL. Detailed evaluation results are provided in Table[5] This plateau may stem from several
factors: @ Knowledge limitations. SATURN improves formal logical reasoning but does not provide
domain-specific knowledge supervision. This limits its effectiveness in tasks requiring mathematical
or algorithmic knowledge. ® Context window bottlenecks. SAT problems are NP-complete tasks,
and the required reasoning length grows exponentially with increasing problem difficulty. This leads
to bottlenecks in the model’s capability to handle increasingly complex tasks. ® Limited plasticity
and forgetting. Model plasticity and catastrophic forgetting are known limitations that hinder further
improvements with additional training stages [3, [13]].

4.2 Potential of SATURN on Stronger Models

To explore the potential of SATURN to stronger models, we evaluate frontier LLMs on SAT tasks
using the extended SAT instances. Results are shown in Appendix [} Although these LLMs exhibit
stronger performance, they still make common errors such as hallucinating clauses, confidently
committing to incorrect decisions, or failing to apply basic logical rules. Even more advanced LLMs
still struggle to solve complex SAT problems. We believe SATURN remains a promising approach for
enhancing reasoning in stronger LLMs. With sufficient computation, SATURN can offer a scalable,
verifiable, and controllable path to further improve reasoning capabilities.



Table 5: Performance of multi-Stage SATURN iterations on math and programming benchmarks

Model AIME 24/25 AMC 22/23 Math500 GPQA-D LiveCodeBench Avg.
DeepSeek-R1-Distill-Qwen-1.5B 21.6 65.1 83.6 30.3 16.4 434
SATURN-1.5B-Iteration-1 26.7 68.6 85.0 333 16.9 46.1
SATURN-1.5B-Iteration-2 28.3 73.5 84.6 374 17.4 48.2
SATURN-1.5B-Iteration-3 28.3 66.3 85.8 36.9 16.7 46.9
DeepSeek-R1-Distill-7B 50.0 80.7 93.2 49.0 354 61.7
SATURN-7B-Iteration-1 48.3 83.1 94.6 50.5 36.6 62.6
SATURN-7B-Iteration-2 48.3 85.5 95.0 50.5 37.7 63.4
SATURN-7B-Iteration-3 46.7 87.9 93.2 58.1 38.1 64.8

5 Related Work

5.1 Constructing Reasoning Tasks for Reinforcement Learning

Several works have explored constructing reasoning tasks to improve the reasoning capability of
LLMs. Logic-RL [47] and LMRL Gym [4]] train LLMs on natural language logic puzzles but
lack scalability due to their limited puzzle set. ScaleQuest [12]], Entity-Deducing Game [52]], and
K&K [46] propose automatic generation of constructing questions, but rely on LLM sampling or
handcrafted templates, making large-scale generation costly and hard to verify. CodeDPO [51]
and PuzzBench [41] employ LLM-based verification, which may fail silently and cannot ensure
correctness. Wolf Game [45} 48] focus on multi-step logic reasoning but offer no control over task
difficulty, limiting their support for curriculum learning. Overall, these tasks fall short in scalability,
verifiability, or controllable difficulty. See Appendix|[K|for detailed comparisons.

5.2 SAT-Based Evaluation of LLM Reasoning Capability

Recent studies have evaluated the reasoning capability of LLMs on SAT problems. Most of these
works focus on analyzing model behavior around the SAT phase transition [18} 130, 34]], where
problem hardness peaks. However, the phase transition theory is originally designed for heuristic
SAT solvers and does not align well with the reflective and verification-based reasoning processes of
humans or LLMs. These studies also lack a fine-grained scalable difficulty framework and typically
divide difficulty based on the phase transition threshold. They are further limited to supervised
fine-tuning and do not consider large reasoning models with long-CoT reasoning capability trained
via RL. Our work addresses these limitations by building a progressive evaluation and curriculum
learning pipeline, enabling precise difficulty control and the generalization of LLMs.

6 Conclusion and Future Work

We present SATURN, a SAT-based RL framework for unleashing and evaluating the reasoning
capability of LLMs. By leveraging SAT’s scalability, verifiability, and controllable difficulty,
SATURN addresses key limitations of existing RL tasks. It constructs a multi-stage curriculum to
gradually enhance reasoning, and introduces the SATURN-2.6k benchmark for controlled evaluation.
Applied to DeepSeek-R1-Distill-Qwen, SATURN produces SATURN-1.5B and SATURN-7B, which
show strong gains on unseen SAT tasks and generalize well to math and programming benchmarks.

In future work, we plan to: (1) apply SATURN to larger-scale LLMs, (2) break the existing paradigm’s
reliance on human-annotated data and explore new paths toward building LLMs with continuous
self-evolution capabilities.
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NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions, including
the curriculum learning framework SATURN and the SATURN-2.6k dataset. All supported
by experimental results.

Guidelines:
¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.
2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of SATURN in Section [l
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Any informal proof provided in the core of the paper is complemented by
formal proofs in the appendix, including the rigorous derivation of SAT estimation.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We release all code, models, datasets, and experimental results to ensure full
reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
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dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We release all code, models, datasets, and experimental results, along with
detailed information on the execution environment to ensure full reproducibility.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
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Justification: We provide all important parameters needed to understand the results in the
appendix, and the code scripts include complete training and test details.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Following current evaluation practices in recent large model benchmarks,
we report the unbiased estimator of the pass@k metric. This expectation-based metric is
designed to reflect statistical significance across multiple samples and inherently captures
sampling variability. Although we do not report explicit error bars, pass@k inherently
reflects statistical reliability. Further details are provided in Appendix [E]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide details on the GPU resources used for experiments as well as
information on all data storage.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
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9.

10.

11.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We have reviewed and ensured that all research conducted in this paper fully
conforms to the NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper focuses on improving LLMs’ reasoning capability through SAT-
URN curriculum learning framework, without direct deployment or application, and thus
does not raise societal impacts concerns.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no foreseeable risks of misuse, as it does not involve the
release of high-risk models or datasets.
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Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly credit all used assets in the paper and appendix, including code,
datasets, and models. Licenses and terms of use are explicitly stated and respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release new code, datasets, and models. All new assets are thoroughly
documented, including usage instructions and data format specifications, which are provided
alongside the release.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any form of crowdsourcing or research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing or research with human subjects,
so IRB approval is not applicable.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This paper does not involve the use of LLMs as an important, original, or
non-standard component of the core methodology.
Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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* Appendix [} SATURN-7B Word Cloud on GPQA Diamond

A Pseudocode of SATURN Algorithm and Hyperparameters

Algorithm[T] presents the complete algorithmic workflow of SATURN.

Algorithm 1 SATURN Learning_Loop(n,k,l,mp) # LLM represents 7y

def Increase_difficulty(n, k, 1, step=1):

return n, k, 1 + D_step

def SATURN_learning_loop(m, k, 1, LLM):
for t in range(2): # Max total curriculum iterations
# Step 1: Curriculum Estimation Loop
# Generate validation set
Val_set = SAT_Construction(n, k, 1, Val_size)
pass_at_1 = evaluate(Val_set, LLM) # Evaluate pass01

if pass_at_1 >= epsilon:
n, k, 1 = Increase_difficulty(n, k, 1)
else:
# Step 2: LLM Training Loop (only if pass_at_1 < epsilon)
for i in range(10): # Max GRPO steps per level
# Generate training set
D_train = SAT_Construction(n, k, 1, Train_size)
LLM = GRPO(LLM, D_train)

# Re-generate validation set
Val_set = SAT_Construction(n, k, 1, Val_size)
pass_at_1 = evaluate(Val_set, LLM) # Evaluate pass@1
if pass_at_1 >= epsilon:

break

return LLM

Table[6]shows all SATURN hyperparameters.
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Table 6: SATURN Hyperparameters

Parameter SATURN-1.5B SATURN-7B
Initial (n, k, 1) (3,5,5) (3,5, 13)
pass@k threshold e 0.5 0.75
Training set size per step (Train_size) 250 250
Validation set size per step (Val_size) 40 40
Difficulty increment (D_step) 1 2
Curriculum iterations 2 2

Max GRPO steps per level 10 10

B Construction Procedure of SAT Instances

This appendix describes the implementation details of the SAT_Construction algorithm introduced
in Section The goal is to generate m satisfiable (n, k, [)-SAT instances in conjunctive normal
form (CNF), each constructed to be consistent with a known Boolean solution. The algorithm ensures
diversity and uniformity across sampled instances.

The construction procedure is outlined in Algorithm [2|and consists of the following steps:

1. A Boolean solution is randomly generated for the k variables.
2. The constructor randomly selects n variables from the £ variables to form a clause.

3. Under the constraint of satisfying the solution, the n variables are randomly negated,
resulting in 2™ — 1 satisfiable clauses per variable set. From these steps, we uniformly

obtain a large number of single-clause samples from the total of 2 - (ﬁ) - (2™ — 1) valid
(solution, clause) pairs, with an upper bound set to 100,000.

4. These (solution, clause) pairs are grouped into clusters based on the same solution.

5. Within each cluster, we randomly select [ clauses and shuffle their order to construct a full
SAT instance that satisfies the corresponding solution.

6. Finally, we uniformly sample across clusters and remove duplicates to obtain a total of m
diverse SAT instances.

C Derivation and Validity of Difficulty Estimation for SAT Tasks on LL.Ms

As stated in Section[2.2] we propose a composite difficulty function Eq. (2)) to estimate the reasoning
difficulty of SAT problems for LLMs. This difficulty score combines a sparsity-based estimate of
solution density with a structural complexity adjustment.

Step 1: Sparsity-Based Estimate (D)

We first estimate task difficulty by measuring the ratio between symbolic search cost and expected
solution space size.

The symbolic search cost is approximately proportional to the number of variable-symbol combina-
tions across decoding steps. For a problem with k variables and ! decoding steps, we estimate:

Search Cost x k- [ 4)
For Boolean constraint problems like SAT, the number of satisfying assignments is sparse. Assuming
a random clauses, the expected number of valid solutions is:
Expected Solutions ~ 2" — 1 ~ 2" 5)
where we approximate 2" — 1 by 2" for analytical simplicity.
Taking the ratio and applying a logarithmic transform yields:

Di(n, k,1) = logy(k - 1) — logy(2") = logy (k) +logy (1) —n 6
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Algorithm 2 SAT_Construction(n, k,l, m)

def SAT_Construction(m, k, 1, m):
V= [x_1, x_2, ..., x_k] # k Boolean variables
P = set() # pool of (solution, clause) pairs

# Step 1-3: Generate (solution, clause) pairs
while len(P) < 100000: # max number of single-clause samples

vars = sample_variables(V, n) # select n vars from V

# e.g., [x_2, x_4, ...]
solution = random_assign(vars) # assign 0/1 to vars

# e.g., {x_2:1, x_4:0, ...}
clause = generate(vars, solution) # create clause

# e.g., {x_2 or 'x_4 ...}
P.add ((solution, clause)) # store pair

# Step 4: Group by solution
clusters = group_by_solution(P) # solution -> list of clauses

# Step 5-6: Construct m SAT instances
instances = set ()
while len(instances) < m:
solution, clauses = sample_cluster (clusters) # select a group
if len(clauses) < 1:
continue
selected_clauses = sample_clauses(clauses, 1) # pick 1 clauses
shuffle(selected_clauses)
instances.add ((solution, selected_clauses))

return instances

Step 2: Structural Complexity Adjustment (D)

In addition to solution sparsity, symbolic reasoning difficulty also depends on the structural properties
of the input formula. We construct a structure-aware term Do (n, k, [) based on two contributing
factors.

First, consider the symbolic reuse density: when k variables are reused across n clauses, each variable
is, on average, involved in n/k constraints. This increases the interdependency between clauses.
Since higher reuse leads to greater symbolic entanglement, making factorization more challenging
for the model, we define the inverse ratio % as a proxy for the structural cost:

Variable Interaction Cost = é 7)
n

Second, the clause length ! determines the number of symbols that each clause contains. Longer
clauses introduce more intra-clause dependencies, increasing local reasoning complexity. We approx-
imate this with:

Clause Width Cost = log,({) ®)

These two components affect reasoning difficulty independently—one globally through variable
sharing, and the other locally through clause complexity. We, therefore, combine them additively
into:

k
DQ({n‘v ka l) = E + 10g2(l) (9)

This additive form is justified as both terms grow monotonically with symbolic complexity and are
approximately aligned in scale, enabling stable and interpretable difficulty estimation.
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Step 3: Final Composite Metric

Combining both components yields:

D(n, k1) = Di(n, k,1) + Do(n, k, 1) (10)
= log, (k) + logy(I) — n + % + log, (1) (11)
= log, (k) + 2logy (1) — n + % (12)

This final composite metric provides a stable and interpretable approximation of symbolic difficulty
for LLMs, taking into account both sparsity and structure.

Step 4: Ablation Study about estimation metric

To further validate the necessity and effectiveness of Eq. (I2) composite metric, we conduct an
ablation study comparing alternative formulations. Table [7|reports the R? correlation of each metric
with LLM performance (pass@3) across multiple model scales.

Table 7: Metric comparison across models.

Metric Formula R1-Qwen-1.5B Saturn-1.5B R1-Qwen-7B Saturn-7B Avg. Std. Dev.
—k —1-logy(1 — QL) 0.507 0.537 0.132 0.000 0.294 0.269
o- % + B -logy(l), a=2, =1 0.428 0.478 0.568 0.508 0.496 0.059
o- % + B -logy(l), a=1, =1 0.240 0.279 0.719 0.826 0.516 0.300
logy(k - 1) — log, (2™ — 1) 0.875 0.893 0.451 0.157 0.594 0.356
logy (k) + 2 - logy(l) — n + % 0.707 0.746 0.724 0.501 0.670 0.113

Simpler metrics that consider only sparsity or only structural complexity perform worse overall,
confirming that both components are essential for accurately capturing task difficulty. Our metric
log, (k) + 2 - logy(l) — n + £ combines both solution sparsity and structural complexity, which
achieves the best overall correlation. The ratio between the solution space and the LLM’s search
space is the most crucial aspect. On SATURN-7B, the R? value is about 0.5 because the LLM already
achieves over 90% accuracy on easy problems, which limits the observable linear correlation in that
range. The corresponding figures are shown in Figures[10[and

D Training Schedule for SATURN-1.5B and SATURN-7B

This appendix provides additional details on the SATURN-1.5B and SATURN-7B training. We
conduct all experiments on 8 NVIDIA A100 40GB GPUs. We use the OpenRLHF framewor for
GRPO training. The framework is designed to make RL training simple and user-friendly, which
works well in our experiments. The hyperparameters used in training are summarized in Table[] All
other parameters not listed above consistently follow the default settings of OpenRLHF.

Figure [6] and Figure [7] illustrate the training curves of SATURN-1.5B and SATURN-7B. Both
models show a clear upward trend in the average reward during training, accompanied by early
fluctuations that gradually stabilize. The maximum reward curves quickly reach high values and
maintain them throughout most of the training process. These results indicate that both SATURN-
1.5B and SATURN-7B successfully learn to generate high-reward outputs, demonstrating effective
SAT reward-guided optimization.

E Evaluation Hyperparameters

This appendix provides additional details on the hyperparameters used in the evaluation. We use the
Hugging Face lighteval libraryE] for math and programming evaluations. It offers efficient bench-
marks, helping us assess LLMs’ performance across various tasks while ensuring both computational

“https://github.com/OpenRLHF/0OpenRLHF
*https://github.com/huggingface/lighteval
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Table 8: OpenRLHF Training Hyperparameters

Parameter SATURN-1.5B SATURN-7B
Actor learning rate 5x 1077 5x 1077
Initial KL coefficient 1x1073 1x1073
Batch size (train) 2 2
Batch size (rollout) 2 2
Samples per prompt 8 8
Prompt length (max) 1024 1024
Generation length (max) 10000 8192
Temperature 0.8 1.0
Zero redundancy stage 3 3
Use bf16 Yes Yes
KL estimator k3 k3
Advantage estimator GroupNorm GroupNorm
Use reward normalization Yes Yes

train/max_reward train/reward
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0.8
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Figure 6: Training curves of various metrics for SATURN-1.5B.

efficiency and high-quality results. For the evaluation of the DeepSeek-R1 series distillation models,
we use lighteval with the Hugging Face-Open-R1 frameworkﬂ This framework effectively
reproduces the evaluation results of the R1 series models.

During the evaluation process, we follow the parameter settings from Hugging Face-Open-R1, as
shown in TableEl Additionally, for LiveCodeBench, we also select the default v4_v5 version of

*https://github.com/huggingface/open-ri

train/max_reward train/reward
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Figure 7: Training curves of various metrics for SATURN-7B.
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this framework. Due to the long inference budget required by LiveCodeBench, we set the maximum
response length to 16K and generate four samples per instance to estimate pass@1. All other
parameters not listed and mentioned above consistently follow the default settings of Hugging
Face-0Open-R1.

For larger closed-source models, we report the benchmark results from a public benchmark WebsiteE]

Table 9: Evaluation Hyperparameters for Hugging Face-Open-R1

Hyperparameter Setting
Data type bfloat16
Maximum model length 32,768
Maximum new tokens 32,768
Temperature 0.6

Top-p (nucleus sampling) 0.95

F Prompt Templates

This appendix provides the prompt templates used for evaluation, ensuring consistency and repro-
ducibility across tasks. Figure 8] presents the format for SAT problem training and evaluation, while
Figure[9]shows the template used for math, programming, and GPQA Diamond tasks.

SAT:

You are now required to solve a SAT (Boolean Satisfiability) problem. The problem is provided in JSON format, containing the
following fields:

- "n_sat": The number of variables in each clause (n-SAT problem).

- "k": The total number of distinct variables in the problem.

- "clause": A string representation of the SAT formula, where clauses are separated by " & " (representing logical AND). Within
each clause, variables are combined using concatenation (representing logical OR). A negation is indicated by "!" before a
variable.

Your task is to provide a valid solution. The answer is a string of length k representing the truth values of the variables in order
(1 for true, 0 for false). If there are multiple solutions, provide any one of them.
Please reason step by step, and put your final answer within \\boxed{}.

**Example**

{"n_sat": 3, "k": 4, "clause": "!B!C!D & A!B!D & AB!D"}
**Final Answer**

\\boxed {1101}

Below is the SAT problem you need to solve:

Figure 8: Prompt format used for SAT problem training and evaluation.

G Detailed Performances of SATURN models on SATURN-2.6k

This appendix provides additional details of SATURN-1.5B and 7B on SATURN-2.6k spanning 10
harder SAT difficulty levels. Experimental results are shown in Table [T0HI4] and Figures[IOHI1] We
summarize two key observations:

@ The pass@3 accuracy correlates strongly with the estimated SAT difficulty D(n, k,[) across
models. Specifically, the linear regression R? scores are 0.746 for SATURN-1.5B and 0.707 for
DeepSeek-R1-Distill-Qwen-1.5B (Figure[I0), and 0.5011 for SATURN-7B and 0.724 for DeepSeek-
R1-Distill-Qwen-7B (Figure [II). These results indicate that our difficulty function effectively
captures problem hardness, supporting the design of a curriculum learning schedule based on it. They
also demonstrate that SAT is a reliable benchmark for evaluating reasoning capability.

*https://artificialanalysis.ai/models
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Math:

Solve the following math problem efficiently and clearly. The last line of your response should be of the following format:
'Therefore, the final answer is: $\boxed {ANSWER}S$. I hope it is correct' (without quotes) where ANSWER is just the final
number or expression that solves the problem. Think step by step before answering.

{question}

Programming:

You will be given a question (problem specification) and will generate a correct Python program that matches the specification
and passes all tests.

Question: {question}

You will use the following starter code to write the solution to the problem and enclose your code within delimiters." " python
{starter code}

Multiple Choice Question (GPQA Diamond):

Answer the following multiple choice question. The last line of your response should be of the following format: 'Answer:
SLETTER' (without quotes) where LETTER is one of ABCD. Think step by step before answering.

{question}

Figure 9: Prompt format used for math, programming, and GPQA Diamond problems evaluation.

@ Although our models are trained only on relatively easier SAT problems, they show consistent
improvements on harder levels. As shown in Table both SATURN-1.5B and SATURN-7B
generalize well to more challenging problems, highlighting the effectiveness of our curriculum-driven
training strategy.

Table 10: Full pass@1 results on SATURN-2.6k

Model 3,7,40) (3,5,25) (3,520) (3,6,20) (3,7,20) (4,7,40) (4,8,40) (4,7,20) (6,7,40) (5,8,40) Avg.
R1-Distill-1.5B 0.3 1.3 33 33 33 1.1 1.6 7.2 10.6 4.4 3.6
SATURN-1.5B 0.3 6.2 7.8 7.3 8.9 33 4.2 22,5 29.0 12.9 10.2
R1-Distill-7B 2.3 12.3 19.2 233 21.5 3.8 4.5 30.1 24.4 12.3 15.4
SATURN-7B 8.6 44.7 66.4 64.5 64.6 9.2 10.3 57.3 36.4 19.2 38.1

Table 11: Full pass@3 results on SATURN-2.6k

Model 3,7,40) (3,5,25) (3,520) (3,6,20) (3,7,20) (4,7,40) (4,8,40) (4,7,20) (6,7,40) (5,8,40) Avg.
R1-Distill-1.5B 1.0 3.8 9.4 9.1 9.3 33 4.7 19.3 28.9 12.5 10.1
SATURN-1.5B 0.8 15.8 19.5 18.5 21.6 9.5 11.3 50.3 62.5 31.7 24.2
R1-Distill-7B 6.5 31.2 45.6 52.8 49.9 10.4 11.8 65.6 56.2 31.3 36.1

SATURN-7B 22.9 78.2 94.1 93.5 93.3 243 26.5 91.0 72.4 45.7 64.2

Table 12: Full pass@5 results on SATURN-2.6k

Model 3,7,40) (3,5.25) (3,520) (3,6,20) (3,7,20) (4,7,40) (4,8,40) (4,7,20) (6,7,40) (5,8,40) Avg.
R1-Distill-1.5B 1.7 6.1 14.9 14.2 14.4 5.4 7.6 29.2 43.7 19.6 15.7
SATURN-1.5B 13 235 27.9 26.7 30.6 14.9 17.2 67.0 79.0 4.1 33.2
R1-Distill-7B 10.5 44.7 62.3 69.2 66.9 16.0 17.5 82.9 74.0 45.4 48.9

SATURN-7B 34.4 89.5 98.5 98.6 98.2 359 38.6 97.5 86.4 62.4 74.0

Table 13: Full pass@7 results on SATURN-2.6k

Model 3,7,40) (3,5.25) (3,520) (3,6,20) (3,7,20) (4,7,40) (4,8,40) (4,7,20) (6,7,40) (5,8,40) Avg.
R1-Distill-1.5B 2.3 8.1 19.9 18.9 18.9 7.6 10.1 37.4 55.7 25.8 20.5
SATURN-1.5B 1.8 30.1 34.2 32.8 37.5 19.8 221 78.2 87.8 525 39.7
R1-Distill-7B 14.3 54.6 73.6 78.7 77.8 20.9 222 91.6 84.3 56.3 57.4

SATURN-7B 43.7 94.2 99.6 99.7 99.5 45.0 47.6 99.2 92.2 73.5 79.4
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Table 14: Full pass@10 results on SATURN-2.6k

Model 3,7,40) (3,5,25) (3,520)0 (3,6,200 (3,7,20) (4,7,40) (4,8,40) (4,7,20) (6,7,40) (58,40) Avg.
R1-Distill-1.5B 33 10.6 26.8 25.2 24.6 10.8 14.5 47.9 69.3 33.7 26.7
SATURN-1.5B 2.5 38.7 41.3 39.5 45.7 26.2 28.0 89.6 101.0 75.9 46.7
R1-Distill-7B 19.6 65.0 84.7 86.6 87.8 272 27.9 97.4 92.8 68.6 65.8
SATURN-7B 54.9 971 99.9 99.9 100.0 55.0 57.3 99.8 95.3 84.7 84.4
SAT Problem Solving: Difficulty vs. Pass@3
' == DeepSeek-R1-Distill-Qwen-1.5B8: pass@3=-0.06-D+0.71
» == Saturn-1.5B: pass@3=-0.14-D+1.66
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Figure 10: Scatter plots of pass@3 versus estimated difficulty D(n, k, ) for DeepSeek-R1-Distill-
Qwen-1.5B and SATURN-1.5B, with linear regression fits. The linear regression for two models
achieve R? values of 0.707 and 0.746 respectively.
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Figure 11: Scatter plots of pass@3 versus estimated difficulty D(n, k, ) for DeepSeek-R1-Distill-
Qwen-7B and SATURN-7B, with linear regression fits. The linear regression for two models achieve
R? values of 0.724 and 0.5011 respectively.
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H Ablation Studies for SATURN

This appendix presents the ablation studies for SATURN, as shown in Table[I5]and Table[I6] Each
training setting is denoted as (n, k,l) x Train_size, where (n, k,[) controls SAT construction
and Train_size is the number of training examples. Here, Train_size can also be written as
Train_size = D X num, where D is the number of difficulty levels and num is the number of samples
per level in SATURN-2.6k (Figure [T1] and [I0). These experiments validate the effectiveness of
curriculum learning and the design of various SAT training configurations.

Table 15: Ablation comparison on math and programming benchmarks

Training Setting AIME 24/25 AMC 22/23 Math500 GPQA-D LiveCodeBench Avg.
(3,5,10) x 500 45.0 84.3 932 53.5 35.1 62.2
(3,5,13) x 500 50.0 83.1 94.6 50.0 36.1 62.8
(3,5,15) x 500 35.0 68.7 86.6 46.0 313 53.5
(3,5,13) x 1000 51.7 81.9 94.0 475 37.2 62.5
((3,5,13) + (3,5,15)) x 500 (one epoch) 433 86.7 93.0 49.5 35.8 61.7
(3,5,13) x 500 + (3,5,15) x 500 483 85.5 95.0 50.5 37.7 63.4

Table 16: Ablation Study with Different Sampling Strategies and Training Budgets

Training Setting AIME 24/25 AMC 22/23 Math500 GPQA-D LiveCodeBench Avg.
(n, k,1) x 100 x 10 + shuffle 38.3 66.3 90.6 44.9 352 55.1
(n, k,1) x 100 x 10 46.7 85.5 93.2 50.5 36.9 62.3
(n, k,1) x 200 x 5 + shuffle 48.3 81.9 93.0 52.0 35.8 62.2
(n,k,1) x 200 x 5 46.7 88.0 93.2 48.0 35.8 62.6
(3,5,13) x 500 + (3,5,15) x 500 48.3 85.5 95.0 50.5 37.7 63.4

In Table[T5] we evaluate the impact of SAT difficulty, training budgets, and curriculum structure. We
draw two key conclusions:

O SATs that are too easy or too hard hinder model learning. Training solely on easy (3,5, 10) x
500 or hard (3, 5,15) x 500 instances results in lower average scores (62.2 and 53.5, respectively).
In contrast, moderate-difficulty SATs (3,5, 13) x 500 yield a higher score of 62.8, showing that
balanced difficulty is essential for effective reasoning development.

& Multi-stage curriculum learning outperforms flat or mixed training. Curriculum learning
with progressively increasing SAT difficulty (3,5, 13) x 500 + (3,5, 15) x 500 achieves the highest
average score of 63.4. In contrast, one-epoch mixed training ((3,5,13) + (3,5, 15)) x 500 only
reaches 61.7, despite using the same total number of examples. Furthermore, simply scaling up a
single-stage setting (3,5, 13) x 1000 yields 62.5, which is also inferior to the curriculum. These
results indicate that progressive difficulty scheduling is more effective than either flat or mixed
training with the same or larger data budget.

Table [16] further investigates the impact of training thresholds and step sizes under a fixed total
training budget.

® Gradual difficulty progression outperforms random shuffling of difficulty levels. Both
(n, k,1) x 100 x 10 and (n, k,1) x 200 x 5 perform better when difficulty levels follow a gradual
progression (62.3 and 62.6), compared to random shuffling of difficulty levels (55.1 and 62.2). This
demonstrates that a curriculum learning approach with progressive difficulty scheduling is more
effective.

® Excessively fine-grained difficulty levels hinder performance. Training with overly fine-grained
difficulty levels, such as (n, k,1) x 100 x 10, results in lower performance (55.1) compared to coarser
steps like (n, k,1) x 200 x 5 (62.6). Both of these configurations perform worse than the two-stage
curriculum (3,5,13) x 500 + (3,5,15) x 500, which achieves the highest performance with an
average score of 63.4. This indicates that excessively fine-grained difficulty levels prevent the model
from effectively mastering each level before moving on to the next, hindering overall learning.
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I Behavior of Stronger LLMs on Extended SATURN Tasks

This appendix demonstrates the performance of stronger LLMs on more challenging SAT tasks. The
experimental results are shown in Table[T7} Even the strongest LLMs available today cannot solve
complex SAT tasks as effectively as humans using simple reflection and verification search. Due to
the long CoT involved, the full LLMs’ outputs are provided in the supplementary material.

Table 17: One-shot performance of stronger LLMs on extended SATURN tasks. Models with v/
successfully solve the corresponding difficulty of SAT tasks. Kimi-1.5 solves the task but with
significantly longer reasoning chains.

SAT Task (n, k, length) GPT-40 Ol-mini DeepSeek-V3 R1 Kimi-1.5

(3, 5,30) X v X 4 v*
(4,7, 80) X X X X X

To provide a baseline comparison, we also tested a CDCL SAT solverE]on the SATURN-2.6k test set.
The results are as follows:

Table 18: CDCL SAT solver performance on SATURN-2.6k test set.

Metric Value
Total instances 1000
Satisfiable 1000
Unsatisfiable 0

Valid SAT Models 1000
Model Accuracy 100.00%
Total time taken (s) 0.14

Table[I8]shows that the CDCL SAT solver significantly outperforms current LLMs like DeepSeek-R1,
both in terms of runtime and accuracy. SATURN applied to today’s strongest LLMs still has great
potential.

J Examples of Different LLLMs’ Reasoning Trajectories

This appendix presents examples of different LLMs’ reasoning trajectories, as shown in Figures 3]
and[I2] The full LLMs’ outputs are provided in the supplementary material.

In the case of Math500-41 (Table[I3), SATURN improves its ability to avoid unnecessary calculations
and dead-end reasoning paths. By leveraging the self-verification patterns learned from SAT tasks,
such as "I made a mistake earlier,"” SATURN-7B can better navigate through the problem, discarding
invalid paths earlier in the process.

In the case of Math500-402 (Table[5), SATURN-7B demonstrates a stronger ability to self-verify
intermediate conclusions in a smaller scenario (with 4 individuals). While DeepSeek-R 1-Distill-
Qwen-7B also tries to identify a smaller scenario, it fails to recheck the result when an inconsistency
is found, instead stating, "perhaps I’'m overcomplicating this." In contrast, SATURN-7B can identify
the error and re-verify the results within this small scenario, ultimately selecting the correct solution
from two possible candidates.

In conclusion, SATURN-7B exhibits enhanced self-verification capabilities. LLMs sometimes
confidently claim that a wrong answer is correct. Solving SAT tasks inherently involves frequent and
fine-grained clause verification, which trains LLMs to perform precise checking during reasoning. The
self-verification patterns learned from SAT tasks help LLMs solve math problems more effectively
by selecting correct solutions from multiple options. These results suggest that the self-verification
mechanisms developed during SAT learning (Table[I2)) generalize well to math and programming
tasks, improving the LLMs’ reasoning robustness and reliability.

6https ://en.wikipedia.org/wiki/Conflict-driven_clause_learning
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Question:
Clause: !A!B!D & !'A!B!E & !'A!BC & !'A!BE & !A!C!E & 'AD!E & !AB!E & !B!CD & !B!CE & !B!DE & !BC!E & !BCE
@ & !'BDIE & IC!DE & !CDE & A!B!IC & A!C!D & A!C!E & A!CD & AB!C & AB!E & ADE & B!C!D & BC!E & BD!E
Saturn-7B

<think> Okay, so I have this SAT problem to solve. Let me try to understand what it's asking. The problem is given in JSON
format, and I need to find a truth assignment for the variables that satisfies all the clauses. If I can't find one, I guess I have to say
it's unsatisfiable, but I think it should be satisfiable since the example worked.First, let me parse the input. The JSON object has
three fields: "n_sat", "k", and "clause". - "n_sat" is 3, so it's a 3-SAT problem. That means each clause has exactly 3 variables
connected by ORs.- "k" is 5, so there are 5 distinct variables. Let me list them out. Looking at the clause string, the variables are
A, B, C, D, E. So the variables are A, B, C, D, E.- The "clause" field is a string that represents the SAT formula. Clauses are
separated by " & ", and within each clause, variables are combined with concatenation, which represents OR. Negation is
indicated by "!" before a variable.So the clause string is: "!A!B!D & !A!B!E & !'A!BC & !'A!BE & !A!C!E & 'A!D!E & !AB!E
& !'B!CD & !BICE & !B!DE & !BC!E & !BCE & !BD!E & !C!DE & !CDE & A!B!C & A!C!D & A!IC!E & AICD & AB!C &
AB!E & ADE & B!C!D & BC!E & BD!E"That's a lot of clauses. Let me try to break it down into individual clauses.

If E is false, then:From clause 6: !D must be true (since E is false). So D is false.From clause 14: !C OR !D OR E. Since E is
false and D is false, !D is true, so clause 14 is satisfied.From clause 15: !C OR D OR E. D is false, E is false, so !C must be true.
So C is false.From clause 17: !C OR D. C is false, so clause 17 is satisfied.From clause 18: !C OR E. C is false, so clause 18 is
satisfied.From clause 24: B OR C OR !E. C is false, E is false, so B must be true.From clause 25: B OR D OR !E. B is true, so
clause 25 is satisfied.So far, assuming E is false, we have:E = falseD = false (from clause 6)C = false (from clause 15)B = true
(from clause 24)Now, let's check other clauses with these assignments.Clause 3: !B OR C. B is true, so !B is false. C is false, so
clause 3 is false. That's a problem. So this assignment doesn't work.

So the final answer is 1 0 0 0 0.</think>\boxed {10000}

Figure 12: Case study of SATURN-7B’s reasoning trajectory on a SAT instance.

Question:
&l Math500-No.41:What is the smallest positive multiple of 450 whose digits are all zeroes and ones?
R1-Distill-Qwen-7B
<think> First, I remember that 450 is a number that factors into primes. Let me
break it down. 450 is 45 times 10, and 45 is 9 times 5, s0 450 =2 x 3? x 52, Wait,
no, wait: 45 is 9 x 5, which is 32 x 5. S0 450 is 2 x 32 x 52, That's important
because any multiple of 450 must be divisible by all these prime factors.

&

Saturn-7B
<think> First, I know that 450 is the number we're dealing with. Let's break it
down. 450 factors into 2 x 32 x 52,

‘Wait, no, because the number must have at least 9 1s and end with two 0s. So, the
e minimal number would be 11111111100, but I need to check if this is the minimal.
So the smallest possible would be the one with 9 ones. So the minimal such
number would be 11111111100. Wait, but is that the smallest? Let me check. ‘Wait, but when I tried dividing 111,111,111 by 450, I got a remainder. That can't
be, so maybe I made a mistake in the calculation.

‘Wait, maybe I can arrange the s in a way that the number is smaller. For example,

1000000000000 has one 1, but 100000000000000000000000000000000000

The digit '0' appears \boxed {5000} times in the protagonist's first 5000
digits.</think>To determine how many times the digit '0" appears in the first 5000
digits of the number 45000000000000000...

So, the number 11111111100 is indeed a multiple of 450, and it's the smallest such
number because any smaller number would have fewer digits, but we can't have
fewer than 11 digits because we need 9 1s and 2 Os at the end.</think>

The smallest positive multiple of 450 with all digits 0 or 1 is
11111111100.$\boxed{11111111100}$

Figure 13: Comparison of reasoning trajectories on Math 500 Question No.41 between two models.

K Detailed Comparison of Constructed Reasoning Tasks

This appendix provides a detailed comparison between K&K logic puzzle and SAT problem. 1llus-
trative examples of each type are shown in Figure [[4] While both are designed to test reasoning
capability, they differ in construction cost, output format complexity, and difficulty control.

Construction Cost. K&K puzzles require translating symbolic logic into natural language. This
involves paraphrasing logical constraints into grammatically and semantically valid sentences, which
increases construction cost. In contrast, SAT problems are purely symbolic and follow a standard
format. As shown in [18]], symbolic SAT and its natural language version yield similar reasoning
performance for LLMs, suggesting the symbolic form is sufficient.

Output Format Complexity. K&K puzzles require answers that list each character’s identity in
order, such as (1) A is a knight, (2) B is a knave. This format imposes strict requirements on structure,
making it harder for LLMs to follow instructions. In practice, we observe that models struggle to
learn this format in early training stages. SAT problems only require a fixed-length binary string
wrapped in \boxed{}, which simplifies output and improves consistency during training.

Difficulty Control. K&K puzzles use the number of characters to control difficulty, which is coarse-
grained. SAT problems allow fine-grained control via clause structure and variable interactions. We
further define an estimation of SAT task difficulty for LLMs as D(n, k,1) = log, (k) + 2log, (1) —
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Logic-RL Knights and Knaves (K&K) logic puzzle

Prompt: You are a helpful assistant. The assistant first thinks about the
reasoning process in the mind and then provides the user with the
answer. The reasoning process and answer are enclosed within <think>
</think> and<answer> </answer> tags, respectively, i.e., <think>
reasoning process here </think><answer> answer here </answer>.
Now the user asks you to solve a logical reasoning problem. After
thinking, when you finally reach a conclusion, clearly state the identity
of each character within <answer> </answer> tags. i.e., <answer> (1)
Zoey is a knight

(2) ... </answer>.

A very special island is inhabited only by knights and knaves. Knights
always tell the truth, and knaves always lie. You meet 7 inhabitants:
Noah, Victoria, Ava, Lily, Daniel, Alexander, and Matthew. Noah said
that Matthew is a knight and Victoria is a knight. "Lily is a knave if and
only if Matthew is a knight," Victoria mentioned. In a statement by Ava:
"Matthew is a knight or Victoria is a knight". Lily was heard saying, "If
Victoria is a knave then Matthew is a knave". Daniel commented,
"Alexander is not a knight". Alexander stated, "Noah is a knight or Ava
is a knave". "Ava is a knave" - Matthew. So who is a knight and who is
a knave?

Boolean Satisfiability Problem

Prompt: You are now required to solve a SAT (Boolean Satisfiability)
problem. The problem is provided in JSON format, containing the
following fields:

- "n_sat": The number of variables in each clause (n-SAT problem).

- "k": The total number of distinct variables in the problem.

- "clause": A string representation of the SAT formula, where clauses
are separated by " & " (representing logical AND). Within each clause,
variables are combined using concatenation (representing logical OR).
A negation is indicated by "!" before a variable.

Your task is to provide a valid solution. The answer is a string of length
k representing the truth values of the variables in order (1 for true, 0 for
false). If there are multiple solutions, provide any one of them.

Please reason step by step, and put your final answer within \boxed{}.

**Example**

{"n_sat": 3, "k": 4, "clause": "!B!C!D & A!B!D & AB!D"}
**Final Answer**

\boxed {1101}

Below is the SAT problem you need to solve:
{"n_sat": 3, "k": 5, "clause": "!A!B!E & 'A!BC & !A!DE & !AC!D
& !ACE & !B!C!E & A!B!E & A!CE & ACD & BD!E"}

Figure 14: Comparison of Knights and Knaves (K&K) logic puzzle and SAT problem.

n—+ % Adding a clause to a SAT formula never decreases its difficulty, for both humans and LLM:s.
This makes SAT more suitable for curriculum learning.

In summary, while K&K puzzles provide linguistic diversity, SAT problems are more efficient in
construction, output consistency, and difficulty regulation, making them preferable for training LLMs

at scale.

L. Word Cloud of SATURN-7B’s Outputs on GPQA Diamond

Saturn-7B Word Cloud for GPQA Diamond
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Figure 15: Word cloud of SATURN-7B’s generated answers on GPQA Diamond. Frequently used

tokens are shown in larger fonts.

Figure [15]shows the word cloud of SATURN-7B’s generated answers on GPQA Diamond, highlight-
ing its frequent use of self-verification patterns in reasoning.
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