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Abstract

Multimodal image-text memes are widely used on social networks and present signif-
icant challenges for high-precision sentiment analysis, social network analysis, and under-
standing diverse user communities, especially due to their deep cultural and regional influ-
ences. However, most existing studies on multimodal memes focus primarily on English-
speaking communities and on preliminary tasks, such as harmful meme detection. In
this paper, we focus on a more specific challenge: high-precision sarcasm classification
in various contexts. We introduce a novel dataset for classifying sarcasm in multimodal
memes, covering both Chinese and English languages. This dataset serves as a critical
resource for developing and evaluating models that detect sarcasm across di↵erent cultural
contexts. Furthermore, we propose a framework named Mmeets, which leverages Large
Language Models (LLMs) and abductive reasoning to interpret the relationships between
images and text, enhancing text understanding. Mmeets employs a pre-trained AltCLIP
vision-language model alongside a cross-attention mechanism to e↵ectively fuse image and
text data, capturing subtle semantic connections. Our experimental results show that the
Mmeets method outperforms state-of-the-art techniques in sarcasm classification tasks.

Keywords: Multimodal learning ;Large language model ; Sentiment analysis.

1. Introduction

Multimodal image-text combination memes have become ubiquitous on social networks and
have become a key way for users to express their emotions and opinions. These memes not
only reflect deep cultural connotations and geographical characteristics, but also provide
an important basis for understanding users’ emotions and intentions. From enhancing user
interaction to monitoring the health of society, these memes play an important role in
several application domains. By analyzing the image and text information in emojis, we
can better capture the emotional changes of users and the dynamics of social opinions,
providing e↵ective support for personalized recommendations, brand marketing, and public
opinion monitoring.

Although extensive memes sentiment analysis has been conducted in the English-speaking
community, there is still a significant research gap in terms of comprehensive analysis across
di↵erent languages and cultures. Existing research has mainly focused on sentiment tasks
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such as detecting harmful memes and recognizing emotions, often neglecting the subtle inter-
actions between text and images that convey complex emotions such as sarcasm. Sarcastic
memes express complex emotions and critical perspectives by humorously reinterpreting
elements of popular culture, social phenomena, or everyday life. Therefore, more compre-
hensive sentiment analysis studies in specific cultural contexts are needed to capture the
deeper emotions and intentions embedded in these emojis in order to enhance the accuracy
and e↵ectiveness of user interaction experience and social health monitoring.

Compared to the detection of mockery in multimodal memes, classifying sarcasm within
them is more challenging. Self-mockery is a form of mockery in which a person jokes about
his or her own behavior, traits or situation through humor or sarcasm this form of mockery
is a self-reflective expression usually aimed at demonstrating self-criticism or relieving em-
barrassment and stress. In contrast, mocking others uses sarcasm to criticize other people,
groups or situations. Self-mockery and ridiculing others often involve complex semantic in-
terpretations and deep cultural contexts, which makes it di�cult for models to understand
and decode these subtle linguistic di↵erences and cultural connotations. The expression of
sarcasm not only requires the model to have advanced semantic comprehension, but also
requires it to be culturally sensitive in order to accurately capture and di↵erentiate these
complex emotional expressions. In addition, the nuances of self-mocking and mocking oth-
ers may be interpreted di↵erently in di↵erent cultures and contexts, which further increases
the di�culty of the analysis. Therefore, when performing sentiment analysis in multilingual
and multicultural contexts, the model must be able to handle and understand more complex
semantic and cultural contexts to ensure accurate recognition of self-moking and mocking
others in multimodal memes.

In order to address the challenge of high-precision sentiment classification when con-
veying complex emotions such as through textual and image multimodal memes in cross-
linguistic and cultural contexts, this paper introduces a bilingual multimodal meme sarcasm
classification dataset and proposes an approach called Mmeets. This approach is inspired by
the success of Large Language Models (LLMs) in using background knowledge for reasoning
at the cognitive level. Firstly, we utilise LLMs for causal reasoning in order to enhance the
multimodal capabilities of the models, enabling them to create multimodal representations
within the text embedding space for the purpose of complementing textual contextual in-
formation and enhancing the text. Second, we separate image and text features and adapt
the two embedding spaces to specific downstream tasks. We use the pre-trained AltCLIP
visual-linguistic model to achieve e↵ective multimodal information extraction. Finally, we
achieve multimodal fusion through a cross-attention mechanism and classify multimodal
emoticons as mocking others or self-deprecating. This approach enables better understand-
ing and parsing of complex emotional expressions in emoticons, and improves the accuracy
and reliability of emotion classification. Our contributions are as follows:

1. We introduce a bilingual (Chinese and English) multimodal meme sarcasm classifi-
cation dataset, which has been annotated and verified by experts.

2. A novel approach called Mmeets for multimodal meme sarcasm classification is pro-
posed,which leverages aductive reasoning with LLMs with a frozen pre-trained AltCLIP
vision-language model.
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3. To our best knowledge, we are the first to alleviate the issue of superficial under-
standing for sarcasm meme classification by explicitly utilizing commonsense knowledge,
from a fresh perspective on harnessing advanced LLMs.

2. Related Works

2.1. Meme Sentiment Analysis

Sentiment analysis is a natural language processing technique designed to identify and ex-
tract subjective information from text, thereby determining its sentiment tendency. In
early research, the focus was primarily on the sentiment analysis of text-based social inter-
actions, such as social media posts and e-commerce platform product reviews. This was used
to uncover the deeper meanings expressed by individuals in these conversations. Examples
include ternary sentiment analysis of multidomain comments Xu et al. (2020)and analyzing
the emotions conveyed by YouTube videos through user comments Asghar et al. (2015).With
the development of deep learning techniques there has also been a gradual emergence of
sentiment analysis of images You et al. (2015); Yuan et al. (2013) and speech Lakomkin
et al. (2019); S and M (2018).

As social media continues to evolve, contemporary social dialogues increasingly encom-
pass multimodal information, such as the combination of text and images, rather than being
limited to single-modal content. Meme sentiment classification exemplifies multimodal sen-
timent analysis, as memes comprise both textual and visual information. Investigating
the interaction between these two modalities presents a significant challenge. Presently,
most research on meme sentiment analysis concentrates on detecting harmful Burbi et al.
(2023); Lin et al. (2023) and negative memes He et al. (2016b). These sentiment classifica-
tions typically have a strong degree of distinction. However, there is a lack of research on
the detection of sentiments like sarcasm, which are characterized by polysemy, metaphor,
and strong contextual dependence.

2.2. Sarcasm meme classification

Sarcasm memes frequently appear in social media posts, chat messages, and various other
forms of social interaction. They often carry strong elements of aggression and insult, ac-
companied by cyberbullying and hate speech. Regular exposure to sarcastic memes can
have negative e↵ects on users’ mental health, particularly for adolescents and other impres-
sionable groups. Prolonged exposure to such content may lead to psychological trauma.In
addition, sarcasm memes may contain hate speech such as sexism, racial discrimination, re-
ligious discrimination, etc., which may intensify social conflicts and clashes and undermine
social harmony and stability. Therefore, it is particularly important to classify and detect
sarcastic memes.

In recent years, driven by advancements in deep learning, many studies have devoted
to multimodal sarcasm meme detection, some approaches pursue the aligning of visual
and textual representation vectors Qin et al. (2023), while others consider how to better
capture the emotions conveyed by images Hee et al. (2024). However, most of the current
studies have been devoted to the detection of sarcastic meme in a single language and
have only classified sarcastic and non-sarcastic messages. In social media, self-mocking
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memes also appear frequently. These memes express humor and self-mocking to create a
light-hearted atmosphere and generally do not have negative impacts on others. However,
because the emotional expressions of self-mocking memes and mocking others memes are
not significantly di↵erent , many sarcasm meme detection methods are likely to classify self-
mocking as a type of mocking others as well. Due to the nuances between self-mocking and
mocking others memes, we need a deeper understanding of meanings interwoven behind
visual and textual information. This is a significant challenge, and to the best of our
knowledge, there is currently no research addressing this issue.

The methods closest to our work is ISSUES Burbi et al. (2023), which investigate the
fusion of visual and textual information to understand metaphorical information. On this
basis, we further investigate the subtle di↵erence in meaning between self-mocking and
mocking others, and extend monolingual sarcasm meme classification to bilingual sarcasm
meme classfication in English and Chinese.

2.3. Large Language Models

With the development of Large Language models, more and more people use Large Language
models for multimodal sarcastic classification, such as multimodal sarcasm detection using
Large Language models combined with visual guidance and exemplar retrieval Tang et al.
(2024) and multimodal inference using Large Language Models Yin et al. (2023). One of the
similar to our work is abductive inference through Large Language Models Lin et al. (2023),
where abductive reasoning means that the Large Language Models are able to perform deep
inference on meme texts to identify the implicit meaning and underlying sentiment in them.

LLMs have been pivotal in advancing how machines comprehend complex human emo-
tions and subtleties embedded in diverse formats of data, including text and images.Recent
advancements have extended the utility of LLMs beyond mere text analysis, integrating
them into multimodal contexts where they analyze and interpret the interplay between tex-
tual and visual data. This integration is particularly crucial in the analysis of multimodal
memes, where the meaning often emerges from the nuanced combination of text and im-
agery. Models such as OpenAI’s GPT series and Google’s BERT have been adapted to
better handle such data through techniques that combine natural language processing with
image recognition capabilities.

Recently, LLMs have demonstrated remarkable capability in complex reasoning such as
generating intermediate inference procedures before the final output. Traditional models
have often struggled with the implicit meanings and cultural nuances that sarcasm entails,
especially when it crosses linguistic and cultural boundaries. The employment of LLMs
facilitates a deeper understanding of these complexities by leveraging vast amounts of data
and sophisticated inferencing capabilities.

In this work, we conduct abductive reasoning with LLMs, which further advocates a
multimodal reasoning paradigm to enhance with strategetic text prompting for sarcasm
meme classification.
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3. Dataset

3.1. Overview

Currently, known sarcasm meme detection datasets mainly target the classification of sar-
casm and non- sarcasm, meme, and most of the relevant datasets are limited to the English
sarcasm meme classification dataset, and there does not exist a Chinese-English dataset
with a more nuanced distinction between self-mocking and mocking others. In order to
better explore the di↵erence between self-mocking and mocking others, we created the first
bilingual self-mocking and mocking others dataset in English and Chinese: BSMM. We
collected more than 5000 relevant data from various social media, which contains 2500
datasets each in English and Chinese, and its specific distribution is shown in Table 1.
Figure 1 shows some examples from our dataset.They contain a meme image, a piece of
text obtained through ocr recognition and labels that have been labelled and corrected by
scholars and experts.

BSMM datasets Chinese English Total

mock others 1299 1328 2627
Deprecating 1278 1378 2656

total 2577 2706 5283

Table 1: Class distribution of meme dataset

3.2. Data Collection

In order to collect the meme of self-mocking and mocking others, we crawl the mainstream
social media.For the English data, we mainly searched for keywords such as mockong, self-
mocking, and meme, and crawled more than 3000 meme images from well-known social
platforms such as Facebook, X, Reddit, etc. For the Chinese dataset, we mainly crawled
Baidu Post Bar, Zhihu, Weibo, etc, and crawled more than 3000 meme images from these
platforms. In the end, we crawled more than 6000 relevant meme images. but we found
that more than 90% of the memes did not have labels, and even if labels existed for the
memes, the labels might not be classified correctly due to a variety of reasons. The accuracy
of the meme labels was crucial to our subsequent study, so we asked 10 linguistic and
10 psychological scholars to label all the data.Since self-mocking and mocking others are
expressed in a similar way, it is di�cult to accurately capture the subtle di↵erences, so in
order to ensure the correctness of the labelling, we gave the same meme to three di↵erent
scholars for labelling, if the three labelled the same result we considered the labelling as
accuracy,If they are not same we submit them to linguistic and psychological experts for
further validation and re-labelling. After labeling and correcting by scholars and experts,
we obtained nearly 4000 sheets of high quality meme data. And the text in it was extracted.
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Meme text:我钱呢。。鼠鼠啊…我
钱呢
Label:self-mocking

Meme text:求你了给你脑子排排
水吧
Label:mocking

Memetext: WHERE’D YOU L
EARN TO TALK,BRO,TELETUB
BIES?
Label: moking

Meme text:Me Sad Music My 
problems
Label:self-moking

Figure 1: Presentation of some Chinese and English meme data

4. Our Approach

4.1. Definition of the problem

We define our datasets in two parts, Chinese and English datasets, and define the Chinese
meme dataset as a set of memes, each of which is defined as a ternary such as Mch =
{I, T, y}.Similarly the English meme dataset is defined as Men = {I, T, y} where I is the
meme image, T is the meme text, and y is the meme’s label y 2 {self-mocking, mocking
others}. We take image I, text T as input and label y as output. It is used to complete the
mocking others meme classification work.

4.2. Abductive Reasoning with LLMs

Large Language Models are rich in knowledge and thinking ability, and they can e↵ectively
integrate multimodal information to achieve comprehensive understanding and classifica-
tion of complex content. So more and more people are using Large Language Models for
multimodal sarcasm classification.Through the powerful reasoning and ability to capture
details in Large Language Models, they often achieve excellent results.

Abductive reasoning Lin et al. (2023) is: a method of logical reasoning aimed at deduc-
ing possible causes from phenomena. Compared with deductive and inductive reasoning,
abductive reasoning focuses more on explanation and hypothesis formation, and is partic-
ularly suitable for reasoning tasks with incomplete information. Large Language Models
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can play an important role in abductive reasoning through their powerful natural language
processing capabilities and learning from large-scale data.It can make full use of the known
information to deduce more hidden details. With Laege Language Model, it is possible to
fully understand image and textual information. Compared to other methods, it is e↵ective
to understand the information generated by multiple modal interactions, capture subtle
di↵erences between di↵erent data, and thus infer the reasons for the results.For multimodal
data such as images and text with few textual information, the abductive reasoning can
capture the correlation information between images and text to supplement the context of
the text, so as to achieve the e↵ect of competing for strong text.

4.3. ALTCLIP

ALTCLIP Chen et al. (2023) is a powerful Chinese-English bilingual pretraining model
improved based on CLIP Radford et al. (2021). The traditional CLIP is a model devel-
oped by OpenAI that understands the relationship between images and text, and achieves
image and text alignment by training on large-scale image pair data. it is a contrastive
learning model, which aligns image information and text information through the method
of contrastive learning, and is able to find out the correlation between text and images
well. It has achieved excellent performance in the downstream tasks. Bachard and Maugey
(2024)However, the mainstream exploration of CLIP focuses on English datasets, and there
is a lack of Chinese datasets, and the e↵ect of CLIP is not ideal for the downstream task
of Chinese data, based on this reason there is the ATCLIP model.Designed for bilingual
environments, ALTCLIP is able to e↵ectively process and understand both English and
Chinese text and corresponding images. This makes ALTCLIP more widely used in mul-
tilingual environments, especially for cross-cultural data analysis and processing involving
both Chinese and English languages. ALTCLIP utilizes a large number of Chinese and
English images to pre-train the data. These data not only contain images from di↵erent
domains and scenarios, but also cover a rich variety of linguistic expressions, thus enhancing
the performance of the model in di↵erent application scenarios. The ALTCLIP model is
divided into two phases. The first phase use the freezing of the CLIP text encoder and
the teacher model. we Fine-tune the XLMR model on Chinese and English text datasets
through teacher modeling to enable XLMR to learn the capabilities of the CLIP text en-
coder. In the second stage, the text encoder in the CLIP model is replaced by XLMR, and
the CLIP imgae encoder is frozen, and the XLMR model is further trained with the Chinese
and English text datas and the image datas, so that the text representational features can
be better aligned with the visual representational features.

4.4. Mmeets

Figure 2 shows an overview of our approach.Mmeets mainly includes three areas:(1)Enhancing
Textual Representation;(2)Text-Image Information Alignment;(3)Sarcastic Meme Inference.

4.4.1. Enhancing Textual Representation

In this paper, we first extract the text caption T of the image I by o↵-the-shelf captioning
models Mokady et al. (2021) , and then write a text prompt template S that is handed over
to the LLMs for processing.After after handing over the ternary {I, S, y} to the LLMs as
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这里有一张图 :一只老鼠看起来
表情欢快，并且举起了一只爪
子。 图片上的文字是 :鼠鼠我
啊死到临头捏。提供一个这个
模因表达自嘲的原因.

LLM
通过老鼠举起一只瓜子假笑的表情 ，将
自己比作一只可爱而又有些滑稽的老鼠 ，
暗示了即将发生不妙的事情。

Rationale
AltCLIP

Text
Encoder

Retrospective inferenceRetrospective inference

Here‘s a image: A child tilted his
head and made a puzzled expressi
on.The text embedded on the ima
ge is:WHERE'D YOU LEARN T
O TALK, BRO, TELETUBBIES?.
Provide a reason for this meme to
express sarcasm.

LLM
Laughing at someone for speaking in a way
or accent similar to the character in the TV s
how Teletubbies.

Rationale
AltCLIP

Text
Encoder

Moking other

Self-moking

AltCLIP
Image

Encoder

Linear
Image

Projection

Linear
Image

Projection

Linear
Image

Projection

Combiner MLP

Abductive Reasoning with LLMs

Abductive Reasoning with LLMs

Figure 2: Overview of the proposed approach. We do abductive inference on the Chi-
nese and English datasets separately, then use the ALTCLIP model with frozen
parameters to extract the information of images and texts, and finally use the
cross-attention mechanism for modal combination.

the basic element to make it carry out abductive reasoning to get the principle R of meme
labelled as the self-mocking or mocking others.The basic structure of the text template S
is:

English:If you are given a image [I] with the text [T] on it, combined with the image
and the text, please answer how does it express [y]? Reply to the message within 50 words
and use English.

Chinese:Ÿ`� ˛G[I]�v⌦bX(áW[T]�”�˛GåáW�˜fiTv/ÇUh
æ[y]Ñb�fi�·o(50WKÖ,˜(-áfi�⇥

We give the prompt templates in English and Chinese respectively, but there are a few
points worth noting here:(1)We give the result of the final meme classification directly in
the prompt template, hoping that the LLMs can reason out the intermediate process, which
is the key to the whole abductive inference, and its by this method that we hope to solve
the illusion of the LLMs to a certain extent, so that the thinking process given by it is
correct.(2) We have strictly controlled the number of words in the template to be 50, the
reason for doing so is that this ensures that the LLMs will not generate a long, redundant
explanation process, avoiding the subsequent huge computation, and at the same time not
let the generated textual information be too short, resulting in the inability to adequately
explain the cause of the classification of meme.
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4.4.2. Text-Image Information alignment

Text and image information alignment is the key step to mutimodel sarcasm meme detec-
tion. we mainly use ALTCLIP text encoder and ALTCLIP Image encoder to accomplish
information extractio and alignment.

Specifically,We freeze the visual encoder V (x) and the text encoder T (x) in ALTCLIP
its former use VIT Dosovitskiy et al. (2021), and the latter use XML-R Conneau et al.
(2020).For a meme sample M we first encoder image I and its corresponding text R through
enhancing textual to gain their embedding vectors as follows:

EV = V (I) (1)

ET = T (R) (2)

where EV is visual embedding vectors,ET is text embedding vectors.Then the obtained im-
age embedding vectors and text through enhancing textual embedding vector are projected
to the same d-dimensional space by linear image projection and linear text projection re-
spectively, which is convenient for the subsequent extraction of fusion information of image
and text information, and its specific calculation process is as follows:

Evd = WV EV + bV (3)

Etd = WTET + bT (4)

where Evd 2 Rm⇥d is visual embedding vectors through linear image projection,Etd 2 Rm⇥d

is text embedding vectors through linear image projection.

4.4.3. Sarcasm meme Inference

After going through the first stage of text enhancement and the second stage of information
alignment, we obtain text and image vectors. Next, to enhance the semantic alignment
between text and image for improved contextual understanding, we utilize a cross-attention
mechanism for the multimodal fusion of textual and visual information:

QV = WQEvd + bQ, (5)

KT = WKEtd + bK (6)

VT = WV Etd + bV (7)

Eo = softmax

✓
QV K>

Tp
dk

◆
VT , (8)

y = softmax(WoEo + b), (9)

where Eo is Multi-modal fusion output, Wo denotes the linear projection, b is the bias.
Through the cross-attention mechanism, we e↵ectively capture the hidden information of
text and image fusion. We then complete the final sarcasm meme classification with a MLP.
The loss function L for the training data D is defined as:

L = �
X

(x,y)2D

log p(y|x). (10)
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which calculates the cross-entropy loss between the classified labels and the true sarcasm
label y. Through the sarcasm meme inference stage, we e↵ectively capture the information
of image-text crossover, and finally complete the evaluation of the model using the cross-
entropy loss function.

5. Experiment

5.1. Comparison Models

We compare Mmeets to several state-of-the-art sarcastic meme detection models, including
single-modal models :(1)Text BERT Devlin et al. (2019); (2)ResNet He et al. (2016a). mul-
timodal model: (3)VisualBERT Li et al. (2019); (4)CLIP Radford et al. (2021); (5)BLIP Li
et al. (2022); (6)ISSUES Burbi et al. (2023). We used accuracy and macro average F1 scores
as evaluation metrics.

Dataset English Chinese

Model Accuracy Macro-F1 Accuracy Macro-F1

Text BERT 69.57 69.56 66.67 66.67
ResNet 76.92 76.60 72.00 73.44

VisualBERT 79.00 79.13 77.81 76.41
CLIP 82.81 82.81 73.75 76.25
BLIP 81.60 81.60 80.63 80.75
ISSUES 87.60 87.62 80.62 80.62
GPT-4o 73.22 75.23 76.18 79.53

Mmeets 88.80 88.84 90.03 90.01

Table 2: Performance comparison of di↵erent models on English and Chinese datasets.The
accuracy and macro-averaged F1 score (%) are reported as the metrics. The best
results are in bold.

Table 2 shows the performance of our proposed method Mmeets and other compari-
son methods on both Chinese and English sarcasm datasets. According to the observa-
tions: (1) The first set of baseline models used only unimodal models, which extracted
features from only a single text or image. Since self-mocking, mocking others modalities
are nuanced,metaphorical, and there are cases where the text and images have opposite
meanings, it is di�cult for a single modal message to capture its hidden meanings, so its
performance is poor. (2) The baseline models of the second group are all multimodal mod-
els, and the performance of the multi-modal model is significantly better than that of the
unimodal model. CLIP and BLIP models use the method of contrast learning to further
capture the association information between images and text, and the e↵ect is better than
the traditional multi-modal model VisualBERT. (3) The ISSUES model uses text inversion
technology to further strengthen the alignment of text features and image features, making
it perform best in the second group. However, through observation, it can be found that
the performance of the second group of models on Chinese datasets is unsatisfactory. This
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is due to the fact that they are all focus on English datasets and do not well in Chinese
datasets.

The accuracy of our proposed model based on the best baselien model is improved by
1.22% and 9.35% on the English and Chinese datasets, We observe that: (1) on the English
dataset, we have improved compared to all other models, which indicates that the abductive
inference method we adopt can capture the associated content and the associated mode
between images and texts, and make up for the lack of context in the textual information,
so that the textual information has been su�ciently enhanced. And the enhanced text
information is fused with the image information through the cross-attention mechanism to
capture the information that is not e↵ectively captured in the abductive inference stage;
(2) On the Chinese dataset, we have a huge improvement compared to all the other models,
which shows that ALTCLIP text encoder e↵ectively acquires the capability of CLIP and
extends it to Chinese data processing.

5.2. Ablative Study

We examine ablative studies on several variants of Mmeets in detail: (1) w/o reasoning:
just fine-tune the altclip model with self-mocking inference, and no LLMS to enhance the
text data. (2) w/o Visual Features: the visual features of the model are discarded, and only
the original text features in the meme are used. (3)w/o Text Features: Discard the textual
features of the meme and only use the visual features in the meme.

Dataset English Chinese

Model Accuracy Macro-F1 Accuracy Macro-F1

Mmeets 88.80 88.84 90.03 90.01
w/o Reasoning inference 84.40 84.65 82.81 83.48
w/o Visual Features 68.00 65.12 66.56 73.18
w/o Text Features 79.12 78.69 74.37 74.05

Table 3: Ablation studies on our proposed framework.

As shown in Table 3: Compared to the Mmeets ablative modeling metrics are down
in all respects. Specifically, w/o reasoning inference, there is a significant decline in both
accurate and Macro-F1, a lack of Abductive reasoning, an inability to capture the relation-
ship between parts of the text and images, and an inability to contextualize the text. w/o
Visual Features and w/o Text Features, there is a huge drop in accuracy and Macro-F1
metrics, which suggests that for a fine-grained classification task such as mocking others
and self-mocking memes, relying on a single modality’s information is finite and does not
allow for a full understanding of the metaphors in the meme. In contrast to this, multimodal
approach, both text and image information is obtained, and the expansion of the amount of
information allows for a better classification of memes. Here’s an interesting note: although
both are unimodal, w/o Visual Features are far less e↵ective than w/o Text Features. We
speculate that this is greatly related to mocking others, and the self-mocking meme has
the metaphor, because the amount of textual information in the meme is very small, and
its context is missing, there may be a single textual message that expresses a mocking
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other person’s meaning, but combined with a image message that becomes expressive of
self-mocking.

5.3. Visualisation of the text enhancement process

Notice that the abductive inference through the LLMs, although its intermediate inference
ratio is not the final output of the mock modal classification, contextualises the text to
achieve textual enhancement. And the performance is excellent. We will start with a small
number of samples to understand the process and details of our proposed Mmeets model
in performing retrocausal inference in a more transparent and intuitive way. As shown in
Figure 3.

Meme text:LOOK AT ME I’M A 
YOUNG, VIBRANT HAM
Label:mocking

retrospective process:
The words in the image “L
OOK AT ME I‘M A YOUN
G, VIBRANT HAM” appe
ar to be boasting or self-ag
grandising, but in fact the i
mage is of a man with a pig’
s snout, an expression that i
s often used to criticise tho
se who are overly narcissist
ic, conceited or unrealistic.

Meme text:我钱呢。。鼠鼠啊…我
钱呢
Label:self-mocking

retrospective process:
这张图片上有一只仓鼠
拿着一个粉色的钱包，
在哭泣。仓鼠的形象显
得十分可怜和无助。同
时，图片上还有两行文
字：“我钱呢鼠鼠我啊...
我钱呢？”，这两句话
都是在表达仓鼠对自己
没钱的懊恼。最后表达
仓鼠的伤感和对自己的
解嘲。

Figure 3: Examples of the process of abductive inference of the Chinese and English dataset
meme

Visualising the intermediate process of abductive inference, we find that the LLMs
inference as follows: (1) give the content represented by the text as the blue part of the
figure, (2) give the content represented by the image as the pink part of the figure. (3) fuse
the content represented by the text and the image for the final inference.

For the specific details of abductive inference, we explain through the example in Figure
3. for the English meme.It first analyses the meaning of the text in its meme: ”LOOK AT
ME I’M A YOUNG”, the LLMs thinks that this sentence expresses the meaning of bragging,
it is true that as over just look at this sentence alone may feel that it is someone who is
narcissistic, and it does not express the meaning of mocking, but the LLMs then analyses
the content of the image, which is a person but its has a pig nose. The content of the image
is a person but it has a pig’s nose. The LLMs combines the information from the text and
the image and concludes that this is a jibe at people who are too narcissistic, conceited or
unrealistic.For the Chinese meme, the LLMs first analyses its image: a hamster with tears
in his eyes and an empty pink wallet in his hand, which expresses the hamster’s pitifulness
and helplessness, and then analyses the text: ”Where’s my money, rat me ah... Where’s my
money?”, which expresses the hamster’s chagrin at his lack of money, and finally combines
the text and image information to conclude that this meme expresses the hamster’s sadness
and his self-mocking.
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6. Conclusions

In this paper, we introduce BSMM, the bilingual (English and Chinese) dataset dedicated
to mocking and self-mocking memes.Additionally,we propose Mmeets, a novel method for
sarcasm meme classification, designed to e↵ectively discern the nuanced meanings embed-
ded within the interplay of images and their accompanying texts. Our approach begins
with abductive reasoning utilizing large language models (LLMs) to enrich the textual con-
text, thereby augmenting the expressive power of the text. We then employ the pre-trained
ALTCLIP model, freezing its image and text encoders to extract respective content. Subse-
quently, we implement a cross-attention mechanism to merge the image and text informa-
tion, enabling the model to capture the underlying subtleties of the memes. Comparative
evaluations demonstrate that our model achieves state-of-the-art (SOTA) results on the
BSMM dataset.

For future work, given the di�culty in assessing the quality of intermediate reasoning,
where evaluation is inherently qualitative, we plan to conduct a systematic study on ex-
plainable harmful meme detection. This study will aim to establish explainability through
evaluations involving human subjects.
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