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ABSTRACT

Predicting which proteins interact together from amino-acid sequences is an im-
portant task. We develop a method to pair interacting protein sequences which
leverages the power of protein language models trained on multiple sequence
alignments, such as MSA Transformer and the EvoFormer module of AlphaFold.
We introduce a method called DiffPALM that solves it by exploiting the ability of
MSA Transformer to fill in masked amino acids in multiple sequence alignments
using the surrounding context. Relying on MSA Transformer without fine-tuning,
DiffPALM outperforms existing coevolution-based pairing methods on difficult
benchmarks of shallow multiple sequence alignments extracted from ubiquitous
prokaryotic protein datasets. Paired alignments of interacting protein sequences
are a crucial ingredient of supervised deep learning methods to predict the three-
dimensional structure of protein complexes. Starting from sequences paired by
DiffPALM substantially improves the structure prediction of some eukaryotic pro-
tein complexes by AlphaFold-Multimer.

1 INTRODUCTION

Interacting proteins play key roles in cells, ensuring the specificity of signaling pathways and form-
ing multi-protein complexes that act e.g. as molecular motors or receptors. Predicting protein-
protein interactions and structure of complexes is challenging (Rajagopala et al.| [2014), even with
high-throughput experiments.

A major advance in protein structure prediction was achieved by AlphaFold (Jumper et al., [2021)
and other deep learning approaches (Baek et al) 2021; [Lin et al., 2023). Extensions to protein
complexes have been proposed (Humphreys et al., 2021} [Mirdita et al., 2022} Bryant et al.| [2022),
including AlphaFold-Multimer (AFM) (Evans et al.,|2021)), but their performance is heterogeneous
and less impressive than for monomers (Schweke et al.| |[2023)).

The results of CASP15 demonstrated that the quality of multiple-sequence alignments (MSAS) is
crucial (Elofssonl 2023} [Alexander et al.l |2023)), and paired MSAs of interacting chains can offer
coevolutionary signals to predict inter-chain contacts (Weigt et al., 2009; Bitbol et al.,|2016;|Gueudre
et al.l 2016} |Szurmant & Weigt, [2018). However, constructing paired MSAs poses the challenge of
properly pairing sequences. Accordingly, the quality of pairings strongly impacts the accuracy of
heteromer structure prediction (Bryant et al., [2022; [Si & Yan, 2022} |Chen et al} 2023). Pairing
interaction partners is difficult because many protein families contain several paralogous proteins
encoded within the same genome. This problem is known as paralog matching. In prokaryotes,
genomic proximity can often be used to solve it, since most interaction partners are encoded in
close genomic locations (Orchard et al. |2013;; [Peters et al., 2016). However, this is not the case in
eukaryotes. Large-scale coevolution studies of protein complexes (Ovchinnikov et al., 2014} |Green
et al.|2021)) and deep learning approaches (Zeng et al., [2018; [Evans et al.| 2021 [Humphreys et al.,
2021} Bryant et al., 2022} Mirdita et al., [2022) have paired sequences by using genomic proximity
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when possible (Ovchinnikov et al.| 2014} |Zeng et al., |2018; Mirdita et al.,|2022), and/or by pairing
together the closest, or equally ranked, hits to the query sequences, i.e. relying on approximate
orthology (Zeng et al., 2018} |Green et al., 2021} Mirdita et al., 2022).

However, coevolution-based approaches are data-thirsty and need large and diverse MSAs to per-
form well. This limits their applicability, especially to eukaryotic complex structure prediction.
Nevertheless, the core idea of finding pairings that maximise coevolutionary signal holds promise
for paralog matching and complex structure prediction.

We develop a new coevolution-based method for paralog matching that uses MSA Transformer (Rao
et al.| [2021b)), a protein language model which was trained on MSAs using the masked language
modeling (MLM) objective in a self-supervised way. We introduce DiffPALM, a differentiable
method for predicting paralog matchings using MLM. DiffPALM excels in paralog matching on
prokaryotic datasets and significantly improves AlphaFold’s structure prediction for eukaryotic pro-
tein complexes in some cases, without yielding any significant deterioration. It also remains com-
petitive with orthology-based pairing.

2 RESULTS

2.1 LEVERAGING MSA-BASED PROTEIN LANGUAGE MODELS FOR PARALOG MATCHING

MSA-based protein language models, which include MSA Transformer (Rao et al.,[2021b) and the
EvoFormer module of AlphaFold (Jumper et al., 2021), are trained to correctly fill in masked amino
acids in MSAs with the MLLM loss (see@]and (Rao et al.|[2021b} Lupo et al.,2022)) for details). To
this end, they use the rest of the MSA as context, which allows them to capture coevolution. Indeed,
MSA Transformer achieves state-of-the-art performance at unsupervised structural contact predic-
tion (Rao et all [2021b)), captures pairwise phylogenetic relationships between sequences (Lupo
et al., [2022)), and can be used to generate new sequences from given protein families (Sgarbossa
et al., 2023). While MSA Transformer was only trained on MSAs corresponding to single chains,
inter-chain coevolutionary signal has strong similarities with intra-chain signal (Weigt et al., 2009
Bitbol et al. 2016} |Gueudre et al.l 2016). As illustrated by Fig. [3| MSA Transformer is able to
detect inter-chain contacts from a properly paired MSA (Xie & Xu, 2022). Fig. 3] further shows that
it cannot do so from a wrongly paired MSA. Moreover, we find that the MLM loss (used for the pre-
training of MSA Transformer) decreases as the fraction of correctly matched sequences increases,
see Fig. [d] These results demonstrate that MSA Transformer captures inter-chain coevolutionary
signal.

In this context, we ask the following question: Can we exploit MSA-based protein language models
to address the paralog matching problem? Let us focus on the case where two MSAs have to be
paired, which is the relevant one for heterodimers. Paralog matching amounts to pairing these two
MSAs, each corresponding to one of two interacting protein families, so that correct interaction
partners are placed on the same row of the paired MSA. Throughout, we will assume that interactions
are one-to-one, excluding cross-talk, which is valid for proteins that interact specifically (Laub &
Goulian, 2007). Thus, within each species, assuming that there is the same number of sequences
from both families, we aim to find the correct one-to-one matching that associates one protein from
the first family to one protein from the second family. Motivated by our finding that the MLM loss is
lower for correctly paired MSAs than for incorrectly paired ones, we address the paralog matching
problem by looking for pairings that minimise an MLM loss. A challenge is that the number of
possible such one-to-one matchings scales factorially with the number of sequences in the species,
making it difficult to find the permutation that minimises the loss by a brute-force search. We address
this challenge by formulating a differentiable optimization problem that can be solved using gradient
methods, to yield configurations minimizing our MLM loss, see[B] We call our method DiffPALM,
short for Differentiable Pairing using Alignment-based Language Models.

2.2 DIFFPALM OUTPERFORMS OTHER COEVOLUTION METHODS ON SMALL MSAS

We start out by considering a well-controlled benchmark dataset composed of ubiquitous prokary-
otic proteins from two interacting families, namely histidine kinases (HKs) and response regulators
(RRs) (Barakat et al.| 2009; 2011)), see Because most cognate HK-RR pairs are encoded in
the same operon, many interaction partners are known from genome proximity, which enables us to
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assess performance. In addition, earlier coevolution methods for paralog matching were tested on
this dataset, allowing rigorous comparison (Bitbol et al., 2016} Bitbol, 2018;|Gandarilla-Perez et al.}
2023)). Here, we focus on datasets comprising about 50 cognate HK-RR pairs. Indeed, this small
data regime is problematic for existing coevolution methods, which require considerably deeper
alignments to achieve good performance (Bitbol et al., [2016; |Gueudre et al., [2016} Bitbol, 2018}
Gandarilla-Perez et al. [2023). Furthermore, this regime is highly relevant for eukaryotic com-
plexes, because their homologs have relatively low sequence diversity. While prokaryotic proteins
such as HKs and RRs feature high diversity, focusing on small datasets allows us to address the
relevant regime of low diversity in this well-controlled benchmark case. We test two variants of our
DiffPALM method (see[B) on 40 MSAs from the HK-RR dataset comprising about 50 HK-RR pairs
each (see[B.7). We first address the de novo pairing prediction task, starting from no known HK-RR
pair, and then we study the impact of starting from known pairs.

Fig. [T] shows that DiffPALM performs better than the chance expectation, obtained for random
within-species matching. Moreover, it outperforms other coevolution-based methods, namely DCA-
IPA (Bitbol et al.| 2016), MI-IPA (Bitbol, |2018)) and GA-IPA (Gandarilla-Perez et al.,[2023)). Impor-
tantly, these results are obtained without giving any paired sequences as input to the algorithm. The
performance of DiffPALM is particularly good for pairs with high confidence score (see [B.2), as
shown by the “precision-10” curve, which focuses on top 10% predicted pairs, when ranked by pre-
dicted confidence (see Fig.[I)). We also propose a method based on a protein language model trained
on a large ensemble of single sequences, ESM-2 (650M) (Lin et al., [2023)), see DiffPALM
also outperforms this method. This confirms that the coevolution information contained in the MSA
plays a key role in the performance of DiffPALM, which is based on MSA Transformer. Fig. [I]
shows that both variants of DiffPALM, namely Multi-Run Aggregation (MRA) and Iterative Pairing
Algorithm (IPA), outperform all baselines, and that precision of MRA increases with the number of
runs used. In MRA, we aggregate pairs predicted via independent optimization runs, while in IPA,
we gradually add pairs with high confidence as positive examples (see [B]). DiffPALM-IPA thus ex-
ploits the good results obtained for high-confidence pairs, evidenced by the high precision-10 scores

in Fig.[T]
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Figure 1: Performance of DiffPALM on small HK-RR MSAs. The performance of two variants of
DiffPALM (MRA and IPA, see is shown versus the number of runs used for the MRA variant,
for 40 MSAs comprising about 50 HK-RR pairs. The chance expectation, and the performance
of various other methods, are reported as baselines. Three existing coevolution-based methods are
considered: DCA-IPA (Bitbol et al.| [2016)), MI-IPA (Bitbol, [2018)), and GA-IPA (Gandarilla-Perez
et al.,2023)). We also consider a pairing method based on the scores given by the ESM-2 (650M)
single-sequence protein language model (Lin et al., 2023), see With all methods, a full one-
to-one within-species pairing is produced, and performance is measured by precision (also called
positive predictive value or PPV), namely, the fraction of correct pairs among predicted pairs. The
default score is “precision-100”, where this fraction is computed over all predicted pairs (100% of
them). For DiffPALM-MRA, we also report “precision-10”, which is calculated over the top 10%
predicted pairs (this is not defined for the DiffPALM-IPA method so we do not report it), when
ranked by predicted confidence within each MSA (see [B).
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So far, we addressed de novo pairing prediction, where no known HK-RR pair is given as input. Can
DiffPALM precision increase by exploiting “positive examples” of known interacting partners? This
is an important question, since experiments on model species may for instance give some positive
examples (see[B.T). To address it, we included different numbers of positive examples, by using the
corresponding non-masked interacting pairs as context (see[B.2). We observe that the performance
of DiffPALM significantly increases with the number of positive examples used, reaching almost
perfect performance for the highest-confidence pairs (precision-10), see left panel of Fig.[5

Another important parameter is MSA depth. Indeed, deeper MSAs yield better performance for
traditional coevolution methods (Bitbol et al., 2016; [Bitbol, 2018} |Gandarilla-Perez et al., 2023)).
DiffPALM performance also increases with MSA depth, while already reaching good performance
for shallow MSAs (see middle panel of Fig. [5). We extended this analysis also to other cases
obtaining similar results, we considered an alignment of homologs of the E. coli proteins MALG-
MALK, which are involved in ABC transporter complexes.

2.3 USING DIFFPALM FOR EUKARYOTIC COMPLEX STRUCTURE PREDICTION BY AFM

An important and more challenging application of DiffPALM is predicting interacting partners
among the paralogs of two families in eukaryotic species. Indeed, eukaryotes often have many
paralogs per species (Makarova et al.,[2005) but eukaryotic-specific protein families generally have
fewer total homologs and smaller diversity than prokaryotes. Moreover, most interacting proteins
are not encoded in close proximity in eukaryotic genomes. Paired MSAs are a key ingredient of
protein complex structure prediction by AFM (Evans et al., 2021} Bryant et al., 2022). When pre-
sented with query sequences, the default AFM pipeline (Evans et al., 2021)) retrieves homologs of
each of the chains. Within each species, homologs of different chains are ranked according to Ham-
ming distance to the corresponding query sequence. Then, equal-rank sequences are paired. Can
DiffPALM improve complex structure prediction by AFM? To address this question, we consider 15
complexes, listed in Tab. |1} whose structures are not included in the training set of the AFM release
we used unless specified otherwise (v2, see[B.8)), and for which the default AFM complex prediction
was previously reported to perform poorly (Chen et al., 2023} [Evans et al.| 2021) (see[B.7).

Fig. 2| (top panels) shows that DiffPALM can improve complex structure prediction by AFM. This
suggests that it is able to produce better paired MSAs than those from the default AFM pipeline.
In particular, substantial improvements are obtained for the complexes with PDB identifiers 6L5K
and 6FYH. We found no cases in which using DiffPALM improved AFM confidence scores but
deteriorated structure predictions. In most cases, the quality of structures predicted using DiffPALM
pairing is comparable to that obtained using the pairing method adopted e.g. by ColabFold (Mirdita
et al., [2022), where only the orthologs of the two query sequences, identified as their best hits, are
paired in each species (resulting in at most one pair per species) (Mirdita et al., 2022), see Fig. 2]
Note however that, for 6PNQ, the ortholog-only pairing method is outperformed both by DiffPALM
and by the default AFM pairing. Indeed, the raw and effective MSA depths are smaller for this
structure than e.g. for 6L5K and 6FYH (see Tab. [I). Thus, further reducing diversity by restricting
to paired orthologs may be negatively impacting structure prediction in this case.

Although DiffPALM achieves similar performance on these structure prediction tasks as using or-
thology, it predicts some pairs that are quite different from orthology-based pairs. Indeed, Fig. [f]
shows that the fraction of pairs identically matched by DiffPALM and by orthology is often smaller
than 0.5. Fig. [/] further shows that, for the sequences that are paired differently by DiffPALM and
by orthology, the Hamming distances between the two predicted partners is often above 0.5. Nev-
ertheless, most of the pairs that are predicted both by DiffPALM and by using orthology have high
DiffPALM confidence (see Fig. [6), confirming the importance of these pairs. Finally, Fig. [§] com-
pares the performance of DiffPALM to the AFM default and the ortholog-only pairing methods
using the latest AFM release (v3, see . Since all the structures considered here are included in
the training set of this release, we expect the standard AFM pipeline to perform well. However, we
observe that using DiffPALM yields similar or better performance than using the AFM default or
ortholog-only pairing methods. In particular, the structure prediction of 6L5K remains substantially
improved by using DiffPALM rather than AFM default pairing. Moreover, for 6THL, which was
poorly predicted by all methods with the older AFM release (DockQ < 0.1), DiffPALM yields a
substantial improvement compared to both other pairing methods with the latest AFM release.
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Figure 2: Performance of AFM using different pairing methods. We use AFM to predict the
structure of protein complexes starting from differently paired MSAs, each of them constructed from
the same initial unpaired MSAs. Three pairing methods are considered: the default one of AFM,
only pairing orthologs to the two query sequences, and a single run of DiffPALM (equivalent to one
MRA run). We used a single run for computational time reasons. Performance is evaluated using
DockQ scores (top panels), a widely used measure of quality for protein-protein docking (Basu
& Wallner, 2016)), and the AFM confidence scores (bottom panels), see @ The latter are also
used as transparency levels in the top panels, where more transparent markers denote predicted
structures with low AFM confidence. For each query complex, AFM is run five times. Each run
yields 25 predictions which are ranked by AFM confidence score. The top five predicted structures
are selected from each run, giving 25 predicted structures in total for each complex. Out of the 15
complexes listed in Tab. [I] we restrict to those where any two of these three pairing methods yield
a significant difference (> 0.1) in average DockQ scores for at least one set of predictions coming
from different runs but with the same within-run rank according to AFM confidence. Panels are
ordered by increasing mean DockQ score for the AFM default method.

3 DISCUSSION

DiffPALM outperforms existing coevolution-based methods and a method based on a state-of-the-
art language model trained on single sequences. Its performance quickly increases when adding
examples of known interacting sequences. It also increases with MSA depth, as for traditional
coevolution methods. Paired MSAs of interacting partners are a key ingredient to complex structure
prediction by AFM. We found that using DiffPALM can improve the performance of AFM, and
achieves competitive performance with orthology-based pairing.

DiffPALM illustrates the power of neural protein language models trained on MSAs, and their abil-
ity to capture the rich structure of biological sequence data. The fact that these models encode
inter-chain coevolution, while they are trained on single-chain data, suggests that they are able to
generalize. We used MSA Transformer in a zero-shot setting, without fine-tuning it to the task of
interaction partner prediction. Such fine-tuning could yield further performance gains (Hawkins-
Hooker et al.l 2022)).

Like MSA Transformer, AlphaFold’s EvoFormer (Jumper et al., 2021)) also processes MSA input.
Thus, one could develop a paralog matching method based on EvoFormer. However, the substan-
tially larger pre-training dataset of MSA Transformer should make DiffPALM more broadly ap-
plicable. Nevertheless, an interesting perspective would be to integrate paralog matching into an
end-to-end retraining of AlphaFold Multimer.
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A SUPPLEMENTARY FIGURES AND TABLES

PDB ID LA LB D Fpaired <dp> MSR F%ame Fpred DDiffPALM Déqﬂ Dgf
6QUI 322 48 9267 0.02 34 5 0.37 0.45 76 20 11
6POG 114 249 18390 0.20 30.1 3 0.03 0.22 821 114 93
6THL 240 185 3515 0.03 2.2 5 0.40 0.46 53 28 26
6L5K 98 113 15857 0.29 22.9 3 0.05 0.75 3478 402 644
6A61 98 76 4793 0.11 3.1 5 0.30 0.48 259 57 87
5Z5K 380 66 6349 0.03 12 10 0 0.02 3 3 3
6FYH 124 76 15285 0.51 7.1 3 0.14 0.72 5550 1703 1640

6WCW 184 254 20435 0.21 6.7 3 0.18 0.57 2509 263 402
S5XLN 190 45 9434 0.04 34 5 0.30 0.65 228 30 31
7BQU 114 28 5915 0.04 2.9 5 0.44 0.65 152 67 61
6ABO 227 82 5058 0.10 4.5 3 0.32 0.56 310 65 25
6INE 267 177 19227 0.18 4 3 0.26 0.39 1334 402 480
6IRE 234 194 7599 0.12 4.2 3 0.21 0.63 591 120 210
6PNQ 202 168 5694 0.20 8.7 5 0.13 0.25 282 117 23
6GK2 106 92 3062 0.08 24 5 0.35 0.59 145 20 40

Table 1: Dataset of eukaryotic complexes. All 15 eukaryotic protein complexes considered here
are listed by their PDB ID, and various MSA properties are given. L4 and Lp are the lengths of
the aligned amino acid sequences of the two chains A and B considered. D denotes the depth of the
full MSA built by AFM, consisting of the paired MSA and the block MSAs (see[B.4). Fpairea is the
fraction of sequences that are paired by AFM, i.e. the depth of the paired MSA divided by D. (d,) is
the average depth of the MSAs of the single species in the AFM-paired MSA. Thus it is the average
of the largest depth among the two chains, since the other one is completed by padding sequences
of gaps. MSR stands for “maximum size ratio”: if the ratio of the larger to the smaller of the depths
of MSAs A and B is larger than MSR, species are not paired by DiffPALM. Fg,. is the fraction
of pairs predicted by DiffPALM that is identical to the pairs predicted by the default AFM pairing
method. Fjreq is the ratio of the number of pairs predicted with DiffPALM to the number predicted
using the default AFM pairing method. Dpigpatm = D X Fhaired X Fprea denotes the number
of pairs output by DiffPALM. D;f‘ff (resp. De%) is the effective depth corrected with phylogenetic
weights (with Hamming distance threshold 0.2) (Weigt et al.,[2009) of the MSA associated to chain
A (resp. chain B) in the MSAs which are paired by DiffPALM. These effective depths quantify MSA
diversity. Rows are ordered by increasing mean DockQ score for the default AFM pairing method.
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Figure 3: Comparison of contact maps predicted by MSA Transformer for the correct pairing
of an HK MSA and an RR MSA (“Correct pairs”), and for an incorrect pairing (‘“Shuffled
pairs”). We observe that MSA Transformer is able to correctly predict the inter-protein contacts
when given as input a paired MSA made of correctly matched sequences. Conversely, if the model
is given as input a paired MSAs where rows have been shuffled before pairing, it is not able to
recover the inter-protein contact map (even though it correctly recovers correctly the intra-protein
contact maps). These results suggests that MSA Transformer can distinguish between interacting
and non-interacting pairs of protein sequences, despite the fact that dimers or paired MSAs were not

in the training set used for its MLM pre-training (Rao et al.,|2021b).

p=01, Lig=16 p=02 Lia=16 p=03, Li=16 p=04, Lig=17 p=0.5, Lea=1.T7

0.05
[}
(%2}
o
;o.oo
-
= p=06, Lia=18 p=07, La=1.8 p=08, Lts=1.9 p=0.9, Lz=20 p=10, Ls=57
°
[0} S
T =
80 05 %\ M
30. A ey AL
“ \\ \ e AL
0.00 \ ~ WA,

0 20 40 0 20 40 0 20 40 0 20 40 0 20 40
Number of correct pairs

Figure 4: MLM loss vs. number of correct pairs for different masking probabilities. We use
an MSA of 50 correctly paired sequences comprising 5 different species from the HK-RR dataset.
To estimate the expected loss accurately, we used 20 different masks at each step. L., denotes the
expected loss when all pairs are correctly matched. For visualization purposes, in every plot we
rescale the loss by shifting it by Ly,,. We find that our MLM loss in [T] decreases for increasing
numbers of correctly matched sequences in the MSA. We see that the sweet spot of the masking
probability p (i.e. the value that gives steeper and smoother loss curves) is at moderately high values
(0.4 < p <£0.8). As explained in |B} high masking probabilities make it more challenging for the
model to predict the masked amino acids using only information coming from the masked MSA,
thus encouraging it to use, instead, information coming from the matched MSA. This motivates our
choice of a masking probability of p > 0.7.
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Figure 5: Impact of positive examples, MSA depth, and extension to another pair of protein
families. We report the performance of DiffPALM with 5 MRA runs (measured as precision-100 and
precision-10, see Fig.[T), for various numbers of positive examples, on the same HK-RR MSAs as in
Fig.[T](left panel). We also report the performance of DiffPALM (using no positive examples) versus
MSA depth for both HK-RR and MALG-MALK pairs (middle and right panel). In all cases, we
show the mean value over different MSAs and its standard error, and we plot the chance expectation
for reference.
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Figure 6: Confidence of Diff PALM predictions. We show, for the 15 complexes listed in Tab. [T}
histograms of the Diff PALM confidence values (see[B.2). We distinguish the orthology-based pairs
that are recovered by DiffPALM, the otherwise paired orthologs, and all the other paired sequences.
We indicate in panel titles the value of the fraction f of orthology-based pairs that are recovered by

DiffPALM.
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Figure 7: Hamming distance to the orthologs of all the mismatched pairs predicted by Diff-
PALM. We show, for the 15 complexes listed in Tab. |1] histograms of the Hamming distance be-
tween the partner predicted by DiffPALM and the one predicted by matching orthologs to the query
sequences, whenever they differ. In practice, for each sequence A; in family A which is paired
with a partner B; from family B using orthology, but with a different partner Bo using DiffPALM,
we measure the Hamming distance between B; and B,. A similar protocol is conducted for each
sequence B; in family B. These distances allow us to compare the pairs predicted by DiffPALM to
the orthology-based pairs. Note that the total counts of the distributions regarding MSA A and MSA
B generally differ. This happens because DiffPALM might pair orthologs to padding sequences of

Hamming distance to ortholog

gaps: in this case, we do not report Hamming distances.
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Figure 8: Performance of structure prediction by AFM-v3 using different MSA pairing meth-
ods. We report the performance of AFM-v3, in terms of DockQ scores, for the 15 complexes listed
in Tab. [T} using three different pairing methods on the same initial unpaired MSAs. Left panel:
DiffPALM versus default AFM pairing. Right panel: DiffPALM versus only pairing orthologs to
the two query sequences. As in Fig.[2] for each complex, AFM is run five times, and the five top
predicted structures by AFM confidence are considered each time, yielding 25 predicted structures
total. For each complex, we show “trajectories” of performance starting from the top-confidence
predicted structure (black circular marker) and ending with all predicted structures up to and includ-
ing the fifth one (black cross marker). Results are averaged over the 5 runs and standard errors are
shown as error bars. Points with DockQ below 0.1 are not labelled with their PDB ID for graphical
reasons. Note that Fig. ] restricts to those complexes where any two of these three pairing methods
yield a significant difference (> 10%) in average DockQ scores, among those shown here and listed
in Tab. [Tl
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B METHODS

B.1 THE PARALOG MATCHING PROBLEM

Goal and notations. Paralog matching amounts to pairing a pair of MSAs, each one corresponding
to one of the two protein families considered. We assume that interactions are one-to-one. Let M (A)
and M®) be the (single-chain) MSAs of two interacting protein families A and B, and let K denote
the number of species represented in both MSAs and comprising more than one unmatched sequence
in at least one MSA. Species represented in only one MSA are discarded since no within-species
matching is possible for them. Species with only one unmatched sequence in each MSA are not
considered further since pairing is trivial. There may also be /V},s known interacting pairs: they are
treated separately, as positive examples (see below). Here we focus on the unmatched sequences.

Fork =1,...,K, let N ,EA) and NV, ,EB) denote the number of unmatched sequences belonging to
species k in M) and M®) (respectively).

Dealing with asymmetric cases. The two protein families considered may have different numbers

of paralogs within the same species. Assume, without loss of generality, that N IEA) <N IEB) for a
given k. To solve the matching problem with one-to-one interactions, we would like to pick, for each

of the N ,gA) sequences in M(A), a single and exclusive interaction partner out of the N ,gB) available
sequences in M (B). The remaining sequences of the species in M®) are left unpaired. In practice,
we achieve this by augmenting the original set of species-k sequences from M) with N, ,gB) —-N IEA)
“padding sequences” made entirely of gap symbols. By doing so (and analogously when N ,gA) >

N (B)), the thus-augmented interacting MSAs have the same number NV, := max(V, (A), N of
k g g k k
sequences from each species k. In practice, this method is used for the AFM complex structure
prediction, while the curated benchmark prokaryotic MSAs do not have asymmetries (see[B.7).

Formalization. The paralog matching problem corresponds to finding, within each species &, a
mapping that associates one sequence of M) to one sequence of M (B) (and reciprocally). Thus,
within each species k, one-to-one matchings can be encoded as permutation matrices of size Ny X
Ny. A brute-force search through all possible within-species one-to-one matchings would scale
factorially with the size Vi of each species, making it prohibitive. Note that the Iterative Pairing
Algorithm (IPA) (Bitbol et al., |2016; Bitbol, |2018) is an approximate method to solve this problem
when optimizing coevolution scores. Here, we introduce another one, which allows to leverage the
power of deep learning.

Exploiting known interacting partners. Our use of a language model allows for contextual con-
ditioning, a common technique in natural language processing. Indeed, if any correctly paired se-
quences are already known, they can be included as part of the joint MSA input to MSA Transformer.
In this case, we exclude their pairing from the optimization process — in particular, by not masking
any of their amino acids, see below. We call these known paired sequences “positive examples”.
In Fig.[5] we randomly sampled species and included all their pairs as positive examples, until we
reached the desired depth N5 &= 10%. For eukaryotic complex structure prediction, we treated the
query sequence pair as a positive example.

B.2 DIFFPALM: PARALOG MATCHING BASED ON MLM

Here, we explain our paralog matching method based on MLM, which we call DiffPALM. Back-
ground information on MSA Transformer and its MLM loss is collected in[B.5] DiffPALM exploits
our differentiable framework for optimizing matchings, see The key steps are summarized in

Fig. [0l

Construction of an appropriate MLM loss.  Using the tools just described, we consider two
interacting MSAs (possibly augmented with padding sequences), still denoted by M) and M(B).
Given species indexed by k¥ = 1,..., K, we initialize a set { X} }r=1,... x of square matrices of
size N x Ny (the case K = 1 corresponds to X in . We call these “parameterization matri-
ces”. By applying to them the matching operator M (see [2), we obtain the permutation matrices
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Figure 9: Schematic of the DiffPALM method. First, the parameterization matrices X, are initial-
ized, and then the following steps are repeated until the loss converges: (1) Compute the permutation
matrix M (X},) and use it to shuffle M(A) relative to M), Then pair the two MSAs. (2) Randomly
mask some tokens of one of the two sides of the paired MSA and compute the MLM lossm (3) Back-
propagate the loss and update the parameterization matrices X}, using the Sinkhorn operator S for
the backward step instead of the matching operator M (see [B.6).

{M(Xy)}r=1,. Kk, encoding matchings within each species in the paired MSA. Using gradient
methods, we optimize the parameterization matrices so that the corresponding permutation matri-
ces yield a paired MSA with low MLM loss. More precisely, paired MSAs are represented as
concatenated MSAs with interacting partners placed on the same rowﬂ and our MM loss for this
optimization is computed as follows:

1. Perform a shuffle of M) relative to M ®) using the permutation matrix M (X},) in each
species k (plus an optional noise term, see below), to obtain a paired MSA M;

2. Generate a mask for M (excluding any positive example tokens from the masking);
3. Compute MSA Transformer’s MLM loss for that mask, see|[I]

Importantly, we only mask tokens from one of the two MSAs, chosen uniformly at random within
that MSA with a high masking probability p > 0.7E| Our rationale for using large masking prob-
abilities is that it forces the model to predict masked residues in one of the two MSAs by using
information coming mostly from the other MSA — see Fig. [d] We stress that, if padding sequences
consisting entirely of gaps are present (see above), we mask these symbols with the same probability
as those coming from ordinary sequences. Of the two MSAs to pair, we mask the one with shorter
length if no padding sequences exist (i.e. here for our prokaryotic benchmark datasets). Else, if
lengths are comparable but one MSA contains considerably more padding sequences than the other,
we preferentially mask that MSA. Otherwise, we randomly choose which of the two MSAs to mask.

We fine-tuned all the hyperparameters involved in our algorithm using two joint MSAs of depth
~50, constructed by selecting all the sequences of randomly sampled species from the HK-RR

dataset (see[B.7).

Noise and regularization. Following (Mena et al.| [2018)), after updating (or initializing) each Xy,
we add to it a noise term given by a matrix of standard i.i.d. Gumbel noise multiplied by a scale

"We employ no special tokens to demarcate the boundary between one sequence and its partner.
*In contrast, uniformly random masking with p = 0.15 was used during MSA Transformer’s pre-training
(Rao et al.| [2021b).
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factor. The addition of noise ensures that the X do not get stuck at degenerate values for the
right-hand side of [2} and more generally may encourage the algorithm to explore larger regions in
the space of permutations. As scale factor for this noise we choose 0.1 times the sample standard
deviation of the current entries of X, times a global factor tied to the optimizer scheduler (see next
paragraph). Finally, since the matching operator is scale-invariant, we can regularize the matrices
X}, to have small Frobenius norm. We find this to be beneficial and implement it through weight
decay, set to be w = 0.1.

Optimization. We backpropagate the MLLM loss on the parameterization matrices Xj. After each
gradient step, we mean-center the parameterization matrices. We use the AdaDelta optimizer (Zeiler,
2012) with an initial learning rate v = 9 and a “reduce on loss plateau” learning rate scheduler which
decreases the learning rate by a factor of 0.8 if the loss has not decreased for more than 20 gradient
steps after the learning rate was last set. The learning rate scheduler also provides the global scale
factor which, together with the standard deviation of the entries of X}, dynamically determines the
magnitude of the Gumbel noise (see previous paragraph).

Exploring the loss landscape through multiple initializations. We observe that the initial choice
of the parameterization set { X} }x=1,.. x strongly impact results. Slightly different initial condi-
tions for X, lead to very different final permutation matrices. Furthermore, we observe fast decrease
in the loss when the X, are initialized to be exactly zero (our use of Gumbel noise means that we
break ties randomly when computing the permutation matrices M (X); if noise is not used, similar
results can be achieved by initializing X, with entries very close to zero). Thus, we can cheaply
probe different paths in the loss landscape by performing several short runs using zero-initialized
parameterization matrices X. In practice, we use 20 different such short runs each consisting of 20
gradient steps. Then, we average all the final parameterizations together to warm-start a longer run
made up of 400 gradient steps.

Result and confidence. We observe that, even though the loss generally converges to a minimum
average value during our optimization runs, there are often several distinct hard permutations asso-
ciated to the smallest loss values. This may indicate a flattening of the loss landscape relative to the
inherent fluctuations in the MLM loss, and/or the existence of multiple local minima. To extract a
single matching per species from one of our runs (or indeed from several runs, see[B.2), we average
the hard permutation matrices associated to the ¢ lowest losses, and evaluate the matching operator
on the resulting averages. We find final precision-100 figures to be quite robust to the choice of
q. On the other hand, for individual (warm-started) runs as described in precision-10 benefits
from setting ¢ to its maximum possible value of 400.

Furthermore, we propose using each entry in the averaged permutation matrices as an indicator of
the model’s confidence in the matching of the corresponding pair of sequences. Indeed, pairs that are
present in most low-loss configurations are presumably essential for the optimization process and are
captured most of the times, pushing their confidence value close to 1. Conversely, non-interacting
pairs are in most of the cases associated to higher losses and therefore appear sporadically, obtaining
confidences close to zero. Accordingly, we refer to the averaged hard permutations used to extract
a single matching per species as “confidence matrices”, and to the final in-species matchings as
“consensus permutations”.

Improving precision: MRA and IPA. We propose two methods for improving precision further.
In the first method, which we call Multi-Run Aggregation (MRA), we perform N,,,s independent
optimization runs for each interacting MSA. Then, we collect together the hard permutations inde-
pendently obtained from each run, and aggregate the ¢ = 400 lowest-loss permutations from this
larger collection to obtain more reliable confidence matrices and hard permutations.

The second method is an iterative procedure analogous to the Iterative Pairing Algorithm (IPA) of
Refs. (Bitbol et al., |2016; Bitbol, |2018)), and named after it. The idea is to gradually add pairs
with high confidence as positive examples. Assuming a paired MSA containing a single species for
notational simplicity, the n-th iteration (starting at n = 1) involves the following steps:

1. Perform an optimization run and extract from it a confidence matrix C'™ as described in
IB.2] using the currently available positive examples;
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2. Compute the moving average C(™ = mean(C", C»=D _  CM) (where C(V) =
cWy;
3. Define candidate matchings via the consensus permutation M (") = M (C'(”));

4. Repeat Steps 1-3 a maximum of 3 times, until the average MLM loss estimated using
M), and 200 random masks, is lower or statistically insignificantly higher (based on a
two-sample T-test: we say “statistically insignificantly” when p > 0.95, and “statistically
significantly” when p < 0.05) than what could have been obtained using M (~1) and the
same positive examples as in Step 1;

5. If Step 4 fails, set C(™ = C™=1) and M = M(C1) (but removing rows and
columns corresponding to the positive examples added at iteration n — 1);

6. Check that the average MLM loss estimated using M/ (™) and 200 random masks, but only
regarding as positive examples those available at the beginning of iteration n — 1, is not
statistically significantly higher than the average MLM loss estimated using M (*~1) and
those same positive examples;

7. If Step 6 fails, terminate the IPA. Otherwise, pick the top 5 pairs according to cm), promote
them to positive examples in all subsequent iterations, and remove them from the portion
of the paired MSA to be optimized.

If several species are present, they are optimized together (see and confidence values from all
species are used to select the top 5 pairs.

B.3 PAIRING BASED ON A SINGLE-SEQUENCE LANGUAGE MODEL

To assess whether a single-sequence model is able to solve the paralog matching problem, we con-
sider the 650M-parameter version of the model ESM-2 (Lin et al.,|2023)). We score candidate paired
sequences using the MLM loss in 1| In contrast with MSA Transformer, the input of the model is
not paired MSAs but single paired sequences. Therefore, it is sufficient to individually score each
possible pair within each species, without needing to consider all permutations. Denoting by Ny
the number of sequences from each family in species k, the number of possible pairs is N7 while
the number of permutations is N!. This complexity reduction allows us to evaluate the scores of
all possible pairs. This removes the need of backpropagating the loss on the permutation matrix.
Accordingly, this method is much faster, since we only need to use the model in evaluation mode,
without gradient backpropagation.

For each candidate paired sequence, we evaluate the average of the MLM losses computed over
multiple random masks (with masking probability p). Once the average MLM losses are computed
for all the N7 pairs, we compute the optimal one-to-one matching by using standard algorithms for
linear assignment problems (Kuhn, |1955) on the NV, X Nj matrix containing all the losses.

B.4 ASSESSING THE IMPACT OF PAIRING ON AFM STRUCTURE PREDICTION

Pairing methods employed in AFM and ColabFold. When presented with a set of query chains,
AFM retrieves homologs of each of the chains by running JackHMMER (Johnson et al. [2010)
on UniProt, and further homology searches on other databases (Evans et al., |2021). UniProt hits
are partitioned into species (while the official AFM implementation in https://github.com/
deepmind/alphafolduses UniProt “entry names” to define species, when possible we instead
use NCBI TaxIDs (via UniProt mappings to NCBI tax IDs, retrieved on 17 Dec 2022, corresponding
to UniProt Knowledgebase release 2022_04), which are more accurate) and ranked within each
species by decreasing Hamming distance to the relevant query sequence. A paired MSA is obtained
by matching equal-rank hits. Sequences left unpaired are discarded. In addition, AFM produces
“block MSAs” constructed by “pairing” hits from the remaining databases with padding sequences
of gaps. The input for AFM comprises the paired MSA and the block MSAs.

While sharing the same architecture and weights as AFM, ColabFold retrieves homologs using MM-
seqs2 (Steinegger & Soding| [2017) on ColabFoldDB (Mirdita et al.| [2022). In each species, hits are
sorted by increasing E-value, and the best hits are paired (Zeng et al.,2018};|/Cong et al.,[2019; Green
et al., 2021} |Pozzati et al., 2021} |Bryant et al., 2022 Mirdita et al., 2022). Thus, contrary to the
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default AFM pipeline, the paired MSA in ColabFold contains at most one sequence pair per species
for a heterodimer. Because the databases and homology search methods used by ColabFold differ
from those used by AFM, a direct comparison does not allow one to isolate the effect of their dif-
ferent pairing schemes. Therefore, we employed the ColabFold pairing method starting from the
sequences that are paired in the default AFM pipeline.

Pairing using DiffPALM. To assess the impact of DiffPALM on complex structure prediction by
AFM, we started from the sequences that are paired in the default AFM pipeline. We left out species
with large unbalances between the number of sequences in the two families considered. Specifically,
if the ratio of the larger to the smaller of these two numbers exceeds an ad-hoc “maximum size
ratio” MSR (see Tab. E]), if there is only one sequence in both families, or if there are more than 50
sequences in at least one family, then we do not attempt pairing via DiffPALM, and revert to default
AFM pairing. When the full MSA to be paired with DiffPALM is too deep and/or long, optimizing it
as a whole is not possible due to GPU memory limitations. Instead, we partition it into several small
enough sub-MSAs, which we optimize independently. Note that this may reduce performance, since
pairing quality increases with MSA depth. We always use the query sequences as positive examples.
For all these optimization runs, we use a masking probability p = 0.7.

B.5 MSA TRANSFORMER AND MASKED LANGUAGE MODELING FOR MSAS

We use the MSA Transformer model (Rao et al.| 2021b), which takes MSAs as inputs and was
trained with a variant of the masked language modeling (MLM) objective (Devlin et al.l [2019)
on a training set of 26 million MSAs constructed from UniRef50 clusters. The model’s training
objective was to correctly predict the identity of randomly masked residue positions in the MSAs in
its training set. Specifically, it was trained to minimize an MLM loss, which reads, for an MSA M,

and its masked version M:

Lyim(M, M;0) = —Zlogp(mmﬂ/?/l/;@). (1)

(m,i) € mask
Here, ., ; denotes the amino acid at the ¢-th residue position (column) in the m-th sequence (row)
of M, while € stands for all the model parameters. At each residue position in the input MSA,
MSA Transformer outputs a probability for each of the 21 possible amino-acid and gap symbols,

and p(zy, ; | M;0) inis the probability associated with the correct residue x,,, ; at MSA position
(m, 7). MSA Transformer’s architecture interleaves multi-headed (tied) row attention blocks and
(untied) column attention blocks, over several layers. Therefore, the accessible context for a masked
residue consists not only of amino acids at different positions along the same sequence, but also of
amino acids from other sequences (Rao et al.l 2021bj |[Lupo et al.l 2022). This allows the model
to capture coevolution information. After pre-training, each term in the right-hand side of || can
be interpreted as the model’s estimate of the (negative) log-likelihood of the amino acid z,, ; at a
masked position (m, ¢) (Wang & Cho, 2019; |Goyal et al., [2021; |Rao et al.| [2021a).

B.6 A DIFFERENTIABLE FORMULATION OF PARALOG MATCHING

We formulate a differentiable optimization problem that can be more efficiently solved than the
brute-force search, using gradient methods. The goal is to obtain sets of within-species matchings
(and thus permutations) that minimize our MLM loss.

The set Py of permutation matrices of N objects can be parameterized exactly by square matrices
X via the matching operator
M(X) =arg max[trace(PTX)}, 2)
PcPN

which can be computed using standard non-differentiable algorithms for linear assignment problems
(Kuhn, [1955) ]

We exploit the fact, shown in (Mena et al., 2018), that permutation matrices can be approximated
arbitrarily well by using the Sinkhorn operator S, which is defined on square matrices X as follows:

S(X) = llggo SY(X), where SY(X)=(T:oT)! (exp(X)), 3)

3More precisely, the right-hand side of 2| has a unique solution for almost all X (Mena et al.l 2018).
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7. and 7, are the row- and column-wise normalization operators, and exp denotes the component-
wise matrix exponentialﬂ More precisely, M (X) = lim,_,o+ S(X/7) for almost all X (Mena
et al., 2018, Theorem 1). Hence, by choosing a suitably small value of 7, and using S! [3]] instead of
S for a suitably large I, we can define a smooth mapping S(X) = S'(X/7) which sends arbitrary
square matrices to “soft permutations” approximating bona fide (‘“hard”) permutations. In practice,
weuse 7 = 1and ! = 10.

Applying general soft permutations directly on an MSA (after one-hot encoding its residues) yields
a dataset consisting of “amino acid mixtures” at each MSA position. Such datasets are out of dis-
tribution relative to MSA Transformer’s pre-training since it was trained on single amino acid em-
beddings, not mixtures of them. Besides, we wish to optimize for an MLM loss defined on realistic
MSAs. Therefore, in order to be able to backpropagate through S, while also evaluating MLM
losses only on MSAs shuffled by hard permutations, we compute the full matching operator M

in the forward pass, but propagate gradients backwards through S alone

B.7 DATASETS

Benchmark prokaryotic datasets. We developed and tested DiffPALM using joint MSAs ex-
tracted from two datasets. The first dataset is composed of 23,632 cognate pairs of histidine kinases
(HK) and response regulators (RR) from the P2CS database (Barakat et al.l 2009} [2011), paired us-
ing genome proximity, and previously described in (Bitbol et al., |2016; Bitbol, [2018). The average
number of pairs per species in this dataset is 10.23 (standard deviation: 7.85).

The second dataset consists of 17,950 ABC transporter protein pairs, homologous to the Escherichia
coli MALG-MALK pair of maltose and maltodextrin transporters, also paired using genome prox-
imity (Ovchinnikov et al., |2014; [Bitbol et al., 2016). The average number of pairs per species in
this dataset is 5.68 (standard deviation: 5.60). We also considered a similarly constructed dataset of
220 pairs homologous to the Escherichia coli NUOA-NUOJ pair of NADH-quinone oxidoreductase
subunits, with an average number of pairs per species of 2.04.

Throughout, our focus is on pairing interaction partners among paralogs within each species. In all
these benchmark datasets, species comprising only one pair of sequences were discarded. Indeed,
pairing is trivial in these cases.

Out of each of these benchmark datasets of known interacting pairs, we consider paired MSAs of
depth ~50 (resp. ~100 or ~200), constructed by selecting all the sequences of randomly sampled
species from the full dataset. Specifically, for a target MSA depth D = 50, 100 or 200, we add
randomly sampled complete species one by one; if the first m species (but no fewer) give an MSA
depth D > 0.9D, and the first n > m species (but no more) give D < 1.1D, then we select the first
k species in our final MSA, with £ picked uniformly at random between m and n. For such shallow
MSAs, existing coevolution-based methods do not perform well. Note also that MSA Transformer’s
large memory footprint constrains the depth and length of input MSAs. Concretely, in our GPU
(NVIDIA RTX A6000 with 48 GB of memory) it is possible to backpropagate the gradients for an
input that has up to ~40,000 tokens, i.e. ~200 sequences of length ~200 amino acids.

Eukaryotic complexes. We considered targets whose structures are not in the training set of AFM
with v2 weights, and where default AFM predictions are poor. Specifically, we started from those
eukaryotic targets from Table Al of (Chen et al., [2023) and from the “Benchmark 2 dataset in
(Evans et al.| [2021)) whose PDB structures were released after the training cutoff for the AFM v2
weights (April 30, 2018). Among those, we focused on multimers with no more than 2 different
types of monomers, where both monomers come from the same species, and with paired sequences
not longer than 500 amino acids, due to GPU memory constraints. Finally, we further restricted to
the 15 targets with default AFM predictions yielding the poorest reported DockQ score. They are

*That is, S* consists of applying exp and then iteratively normalizing rows and columns [ times.

5See (Norn et al.,[2021) for a similar use of “gradient bypassing” in the context of protein design. We write
the hard permutation as [M (X ) —S5(X)]+S5(X), and halt gradient backpropagation through the term in square
brackets. Schematically, let L denote the operator which takes an MSA as input, randomly masks it, passes the
masked MSA to MSA Transformer, and finally computes the MLM loss. Then, if A is the MSA whose rows
we wish to permute, we use L' (M (X)A) S’(X)A instead of L' (M (X)A) M'(X)A as our “gradient”.
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listed in Tab. [T} All of them are heterodimers, except 6ABO which is a heterotetramer complex
made of two IFFO1 and two XRCC4 molecules. Note that we also show results for AFM with v3
weights (latest release, training cutoff September 30, 2021) in Fig.[§]

B.8 GENERAL POINTS ON AFM

For all structure prediction tasks, we use the five pre-trained AFM models with v2 weights (Evans
et al.l [2021)), except in Fig. [§| where v3 weights are used. We use full genomic databases and
code from release v2.3.1 of the official implementationin https://github.com/deepmind/
alphafold. We use no structural templates, and perform 3 recycles for each structure, without
early stopping. We relax all models using AMBER.

When using all pairing methods (default AFM, DiffPALM, orthology-based), we also retained the
block MSAs retrieved by the default AFM pipeline (Bryant et al., [2022).

The AFM confidence score is defined as 0.8 -iptm +0.2- ptm, where iptm is the predicted TM-score
in the interface, and ptm the predicted TM-score of the entire complex (Evans et al.,[2021).
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