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Abstract

Basic Meaning (BM) is a fundamental concept001
in metaphor identification, serving as the refer-002
ence point against which contextual meanings003
are compared. Despite its central role in the004
Metaphor Identification Procedure (MIP) and005
its extension, MIPVU, little attention has been006
given to systematically defining and identify-007
ing BM, which hinders transparency and repro-008
ducibility in both manual and computational009
metaphor annotation. In this work, we focus010
on BM itself, proposing psycholinguistically011
and lexically motivated measures to quantify012
BM in an objective and replicable manner. We013
introduce new annotation guidelines that build014
upon previous metaphor annotation method-015
ologies, demonstrating their impact on anno-016
tation consistency. Additionally, we present a017
novel dataset that highlights the heterogeneity018
in BM interpretation across studies. Our find-019
ings contribute to strengthen the foundations020
of metaphor-related research by improving the021
clarity, reliability, and reproducibility of BM022
annotation.023

1 Introduction024

The most Basic Meaning (BM) of a word is defined025

as more concrete in opposition to abstract, more026

precise, as opposed to vague, more physical or re-027

lated to bodily action, and etymologically older028

than other meanings (e.g., the word chicken can029

be used in two different ways: ‘a domestic fowl030

bred for flesh or eggs’ or ‘a person who lacks confi-031

dence’. In this case the most basic meaning would032

be the first one.)033

The definition and identification of BM is one of034

the key steps in the Metaphor Identification Proce-035

dure (MIP) (Steen et al., 2007), a broadly adopted036

procedure that has inspired many of the architec-037

tures used for Computational Metaphor Identifica-038

tion (CMI). MIP (Steen et al., 2007) and its ex-039

tension, MIPVU (Steen, 2010), propose the most040

widely used guidelines toward metaphor annota- 041

tion.The procedure consists of four main phases: 042

1. Split the text into different lexical units. 043

2. Identify the basic meaning of every lexical 044

unit. 045

3. Identify the meaning of the word in context. 046

4. If there is a contrast between the BM and the 047

contextual meaning, label the lexical unit as 048

metaphoric. 049

However, even though the notion of contrast 050

between BM against contextual meaning is con- 051

sidered a decisive factor in labelling a word as 052

metaphoric, little attention has been paid to both 053

manual annotation and computational identification 054

of BM. Metaphor identification and, especially, the 055

choice of BM are rather subjective tasks, which 056

need the expertise and careful interpretation of the 057

annotator. That being said, BM annotation often 058

lacks sufficient transparency, thus hindering repro- 059

ducibility. For example, in MIP’s original paper, 060

only the BM of 11 words is transparently described, 061

and in subsequent datasets used for metaphor iden- 062

tification, the BM of only one word is discussed in 063

detail at most. 064

To the best of our knowledge, the only remark- 065

able effort involving BM annotation is the work 066

by Maudslay and Teufel (2022), where the authors 067

take a subset of VUAM (Vrije Universiteit of Ams- 068

terdam Metaphor) Corpus (Steen, 2010) 1 and anno- 069

tate the basic and non-basic meanings of 94 words. 070

Nonetheless, their focus is on metaphorical poly- 071

semy detection rather than on the inherent complex- 072

ities of detecting BM in isolation and its impact on 073

subsequent metaphor identification. 074

In this work, given the lack of previous attention 075

to BM itself despite being a core part of metaphor 076

1VUAM is the largest and widely used dataset for metaphor
identification which was annotated using MIP.
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identification, we take a step back and focus on077

BM definition and validation—addressing what has078

long been the Achilles’ heel of metaphor identifi-079

cation—to establish a sound starting point for all080

possible metaphor-related downstream tasks. Thus,081

setting BM analysis as our main goal led to the082

following contributions2:083

1. We propose a set of psycholinguistically and084

lexically motivated measures of BM, which085

are transparent, objective, and replicable086

(Section 3), while also studying their BM-087

capturing capabilities (Section 6.1).088

2. Building on previous metaphor annotation089

methodologies, we provide new guidelines090

and metric-based guidance for manual BM091

annotation, analyzing their benefits for the an-092

notation process (Section 5).093

3. Last but not least, as a natural extension of094

our BM literature analysis, we present a novel095

dataset comprising 100 examples gathered096

from over 500 works citing MIP, illustrating097

the heterogeneity in the interpretation of Basic098

Meaning (Section 4).099

The paper is structured as follows. Section 2100

reviews how two fundamental relationships at the101

core of this paper have been represented in previous102

works. Specifically, the relationship between basic103

meaning and CMI, as well as the nexus connect-104

ing psycholinguistics and CMI. Section 3 presents105

our proposed set of objective psycholinguistic and106

lexical measures to label BM. In Section 4, both107

Maudslay-Teufel’s and our new dataset are pre-108

sented. Section 5 details our transparent and repli-109

cable guidelines for defining BM. In Section 6, the110

proposed guidelines and metrics are validated with111

experimental results. Finally, Section 7 presents the112

qualitative results of this work, reflected in a discus-113

sion of challenges faced during the annotation of114

BM, along with recommendations stemming from115

the resolution of difficult cases.116

2 Related Work117

In this section we first summarize works that have118

used BM for CMI, and then, we review the works119

that have used psycholinguistics in CMI.120

2Code and data available at: https://anonymous.4open.
science/r/BM-4891/

2.1 CMI and Basic Meaning 121

Most recent computational models designed for 122

Metaphor Identification use the concept of Basic 123

Meaning (BM) in their neural network architec- 124

tures. For example, Song et al. (2021) and Choi 125

et al. (2021) hypothesize that basic meaning can be 126

encoded in the static embedding of a decontextual- 127

ized word. To explore this idea, they compare the 128

embedding of a whole sentence with the isolated 129

embedding of the target word being inspected for 130

metaphoric usage. This method has the problem 131

of static embeddings relying on the most frequent 132

collocations of words, thus representing mostly the 133

most frequent meaning, which as stated by MIP is 134

not necessarily the most basic. Su et al. (2021) 135

and Babieno et al. (2022), assume that a lexical 136

item’s most common (first) dictionary definition 137

encodes its basic meaning . Thus, they provide 138

the model simultaneously with the target sentence 139

containing the target word and, the first definition 140

in the Oxford Dictionary. However, this approach 141

is also against the MIP guidelines. Finally, Li et al. 142

(2023) offer the cleanest option. They compare the 143

embeddings of the target word in utterances where 144

they were labeled as non-metaphoric (representing 145

literal usage examples of the target word) with the 146

embedding of the target word in the target context 147

(which represent metaphorical usage examples of 148

the word). Indeed, they obtained state-of-the-art 149

results by refining this notion of basic meaning. 150

With that said, this method suffers from two main 151

drawbacks. The first one is that literal examples 152

need to be annotated. Its other liability resides in 153

its insufficient transparency and its failure to take 154

into account MIP’s original criteria of concreteness, 155

physicality, and precision for the definition of BM. 156

2.2 Psycholinguistically and linguistically 157

guided CMI 158

There is also a broad research line using psy- 159

cholinguistic and linguistic features to enhance the 160

metaphor identification process. 161

Psycholinguistic ratings are relevant in metaphor 162

identification because they connect cognition with 163

language. These ratings are objective measures 164

collected by means of interviews, questionnaires, 165

and sometimes neurophysiological techniques such 166

as electroencephalograms (EEG) that help under- 167

stand how words are processed and perceived by 168

the brain. Some relevant measures are: sensorimo- 169

tor ratings that explore how words such as ‘cook’ 170
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are usually associated with taste and smell while171

green’ is highly associated with sight; concreteness172

‘evaluates the degree to which the concept denoted173

by a word refers to a perceptible entity’ (Brysbaert174

et al., 2014); imageability evaluates how easy it is175

to portray a mental image of something; and affec-176

tiveness measures how strongly linked a concept is177

with emotional cues.178

In metaphor literature, some authors have used179

visual features (Shutova et al., 2016; Kehat and180

Pustejovsky, 2021) or sensorimotor ratings (Wan181

et al., 2020) for BM determination. Such tech-182

niques align with MIP for defining BM where BM183

is more physical and easy to imagine or picture in184

one’s mind. Other authors align more with the con-185

creteness feature (Maudslay et al., 2020), whereby186

basic meaning is said to be more concrete in oppo-187

sition to abstract. Concerning the precision feature,188

no related studies have been found.189

To our knowledge, the most complete work that190

exploits psycholinguistic and linguistic features in191

metaphor identification is that of Rai et al. (2016),192

where the authors’ identification model relies heav-193

ily on both psycholinguistic features (i.e., concrete-194

ness, familiarity, imageability, frequency, affective-195

ness, and meaningfulness from MRC norms (Wil-196

son, 1988)) and syntactic ones (i.e., lemmatization,197

part of speech tagging, named entity type labeling198

and parsed dependencies). Their work was devel-199

oped to test metaphor identification directly. We200

do expand some of its ideas with language models201

(e.g., the extension of psycholinguistic norms, for202

which they used WordNet (Miller, 1995) and de-203

scribe many limitations of using this method) and204

apply them to enhance the identification of basic205

meanings prior to metaphor identification. Further,206

we introduce a measure of precision, which can207

be defined as "exactness in communicating disci-208

plinary meaning "(Grapin et al., 2019).209

In contrast to previous work, we do not only210

use psycholinguistic and lexical features to identify211

metaphors, but rather to analyze complexity in man-212

ual annotation, and increase its transparency and213

reproducibility. We use psycholinguistic and lex-214

ical features to analyze which aspects were taken215

into account by annotators to label basic meaning216

and if these are coherent with the proposed MIP217

guidelines.218

3 Characterizing a Basic Meaning 219

In this section, we describe the metrics that we 220

propose for measuring basic meaning. We aim at 221

capturing two main dimensions: a psycholinguistic 222

dimension (via concreteness, physicality, image- 223

abilty, and familiarity measures), and a lexical one 224

(via our precision measure, calculated using seman- 225

tic taxonomic depth and word information content). 226

3.1 Psycholinguistic Measures 227

The psycholinguistic measures that can be plausi- 228

bly associated to MIP, all of which are measured 229

and reported in sensorimotor datasets, are: 1) con- 230

creteness, described as ‘the degree to which the 231

concept denoted by a word refers to a percepti- 232

ble entity’ (Brysbaert et al., 2014); 2) imageability, 233

which ‘represents the degree of effort involved in 234

generating a mental image of something’ (Scott 235

et al., 2019); and 3) physicality, which can be un- 236

derstood as the strength of association between 237

concepts and bodily action (it can include how easy 238

they are to grasp or perceive visually). Moreover, 239

although it was not mentioned in MIP, we propose 240

to also include familiarity as an extra psycholin- 241

guistic feature to capture whether annotators had 242

chosen a definition as the most basic one because 243

it was intuitively more familiar to them. 244

Psycholinguistic Norms These kinds of mea- 245

sures are usually stored in psycholinguistic norms, 246

which consist of lists of concepts where each of 247

the concepts is given a rating expressing its de- 248

gree of concreteness, physicality, imageability or 249

familiarity. 250

There are several of these norms available (e.g., 251

Brysbaert et al. (2014), Pexman et al. (2019), Wil- 252

son (1988) or Scott et al. (2019)). However, sim- 253

ilarly to what was reported in Rai et al. (2016), 254

psycholinguistic norm datasets do not cover large 255

vocabularies and contexts. To broaden their cover- 256

age, we advocate for using static word embeddings, 257

in line with very recent and inspiring work by Flor 258

(2024). We extend their work (Flor (2024) fo- 259

cuses only on extending concreteness) by: 1) com- 260

paring different methods for extending different 261

psycholinguistic norms (imageability, concrete- 262

ness, physicality, and familiarity), 2) exploring 263

whether word2vec (Mikolov et al., 2013) or Num- 264

berBatch (Speer et al., 2017) embeddings worked 265

best for augmenting the norms, and 3) studying 266

whether using just one single norm or an aggrega- 267

tion of the ratings from different norms as an expan- 268
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sion seed led to better norm expansions. To this end,269

the following sources were ultimately used: Brys-270

baert et al. (2014) for concreteness, Scott et al.271

(2019) for imageability, Pexman et al. (2019) for272

physicality, and Wilson (1988) for familiarity. The273

final selection of models to run the extension on274

each dataset, along with the validation of the exten-275

sion and out-of-vocabulary words covered, can be276

found in Appendix B.277

We use our extended psycholinguistic norms to278

compute a measure for concreteness, physicality,279

imageability, and familiarity for every sense of a280

target word. To do so, first, the definitions of each281

sense are lemmatized and stop words are removed.282

Then, each word in the sense is looked up to re-283

trieve its rating. Finally, the mean of the ratings for284

every word in the definitions for every feature is285

computed (See Table 1 for an example).286

3.2 Lexical Measures287

Precision in natural language can be understood288

as the "exactness in communicating disciplinary289

meaning" (Grapin et al., 2019). We propose two290

ways in which this precision can be measured:291

• Precision according its taxonomic depth: we292

compute how deep a word is in a lexical tax-293

onomy under the rationale that the more hy-294

pernyms it has, the more details the word en-295

codes in a class. This information can be ex-296

tracted from English WordNet (Miller, 1995),297

a key lexicographic resource in natural lan-298

guage processing. We compute precision as299

the depth in WordNet’s taxonomy of all the300

words in a sense definition with respect to the301

word being defined.302

• Precision according to its Information Content303

(IC) (Resnik, 1995): IC quantifies the rarity of304

a word’s meaning based on its probability in305

a corpus. The more specific a concept is, the306

higher its information content; so, this mea-307

sure should address the specificity of meaning308

in communication. Precision_ic is calculated309

for every word in the sense’s definition with310

respect to the word being defined using the311

wordnet_ic function from NLTK 3.312

We expect words with higher information content313

and words further down in the taxonomy (or with314

most hypernyms above) to be more precise. Again,315

3Accesible at https://www.nltk.org/howto/wordnet.
html

the mean for all the precision measurements of 316

all the words in the definition is computed (See 317

Table 1). 318

flesh of a chicken used for food mean
Physicality 2 - - 3.6 3.4 - 3.545 3.136
Concreteness 4.59 - - 4.8 2.64 - 4.8 4.207
Imageability 3.849 - - 2.875 3.824 - 5.929 4.119
Familiarity 496 - - 508 598 - 538 535
Precision NA 6 NA 10 NA 0 4 5
Precision_ic NA 0.802 NA 3.337 NA NA 6.109 3.416

Table 1: Sample of psycholinguistic, and lexicographic
measures for the first sense definition of the word
’chicken’. ’-’ represent removed stop words and NA
represent OOV words.

4 Basic Meaning Datasets 319

As mentioned above, although BM is a core ele- 320

ment in MIP, it is rarely reported for a complete 321

dataset. The most remarkable exception is the 322

Maudslay and Teufel (M-T) dataset (Maudslay and 323

Teufel, 2022) (See Table 2), which contains 94 ex- 324

amples of words and 555 annotated basic meanings 325

following the MIPVU (Steen, 2010) guidelines (an 326

extension of MIP with some key differences, such 327

as disregarding etymology). It contains not only 328

the most basic meaning but all possible basic mean- 329

ings of a word. As a drawback, though, it provides 330

only single words, as opposed to the full sentence 331

in which the word appears (its use context). 332

Word Label Definitions
chicken 1 the flesh of a chicken used for food ()

chicken 1
a domestic fowl bred for flesh or eggs;
believed to have been developed from the red jungle fowl ()

chicken 0 a person who lacks confidence, is irresolute and wishy-washy ()

chicken 0
a foolhardy competition; a dangerous activity that is
continued until one competitor becomes afraid and stops ()

chicken 0 easily frightened ()

Table 2: Sample from Maudslay and Teufel (M-T)
dataset. Note how some words have more than one
sense marked as BM.

However, in our BM literature analysis, we ob- 333

served that BM was particularly susceptible to an- 334

notator subjectivity. In this vein, as the M-T dataset 335

would only reflect their authors’ views on BM, we 336

opted to broaden the BM analysis and assess how 337

other authors interpreted and annotated it. Thus, 338

we created a novel dataset (Example Compilation - 339

EC) compiling examples taken from our analyzed 340

papers. 341

To build the Example Compilation dataset, we 342

gathered 100 additional examples of basic mean- 343

ing annotations (See Table 3) compiled through 344

the inspection of over 500 sources citing the MIP 345
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original paper (Steen et al., 2007). This dataset con-346

tains labels for 879 senses belonging to 100 words.347

The advantages of this compilation are: 1) it bet-348

ter captures the heterogeneity of annotation as it349

includes examples annotated by many different au-350

thors, 2) it provides words in their context of use,351

and 3) it contains dictionary definitions matched352

to their WordNet counterparts. Furthermore, while353

the M-T dataset provides various basic meanings354

for one word, this dataset is more strict in the selec-355

tion of basic meaning and most authors only offer356

one (the most) basic meaning per word.357

word Sentence Original BM Wn definitions Label

Star

In terms of being
a well-known star,
they need to be
psychologically
prepared to
resist all that
pressure

a very large hot
ball of gas that
appears as a small
bright light in
the sky at night

a celestial body of hot gases that
radiates energy derived from

thermonuclear reactions in the interior
1

someone who is dazzlingly
skilled in any field

0

any celestial body visible (as a point
of light) from the Earth at night

0

an actor who plays a principal role 0

Table 3: Sample from our Example Compilation (EC)
dataset. The ‘Label’ column captures the best match
between dictionary definitions provided in the original
papers and a WordNet definition. The match was done
manually.

Our dataset serves a twofold purpose: to com-358

plement the M-T dataset and to fill a gap in the359

resources required for advancing the state of the art360

in CMI.361

5 Annotation guidelines362

Given the subjectivity of the original MIP and363

MIPVU guidelines when defining basic meaning4,364

additionally to the creation of transparent metrics365

(Section 3), we also created new guidelines that366

aim at making the annotation process of BM more367

replicable by exploiting our proposed metrics and368

some other recommendations. In this section, we369

describe the control annotation guidelines (the orig-370

inal guidelines provided to annotate BM) and our371

proposed extension. Then, in Section 6.2, we eval-372

uate their benefits in the annotation process.373

5.1 Original Guidelines (Control)374

The original guidelines read as follows:375

The annotator is provided with a set of N words376

and different definitions per word. Among the differ-377

ent definitions the annotator has to decide, without378

additional guidance, which of them (per word) has379

4They say little about how annotators should understand
precision, relation to bodily experience, and concreteness.

a more basic meaning. More than one definition 380

can be annotated as basic meaning. If its a Basic 381

Meaning write "1" in column "BM", else write "0". 382

Basic Meaning is: 383

a) More concrete; what they evoke is easier to 384

imagine, see, hear, feel, smell, and taste. 385

b) Related to bodily action. 386

c) More precise (as opposed to vague). 387

*Basic meanings are not necessarily the most 388

frequent meanings of the lexical unit. 389

5.2 Guided Annotation 390

Apart from the original guidelines, our extension 391

provides the following information: 392

If in doubt between some definitions, psycholin- 393

guistic data (mean ratings of precision, imageabil- 394

ity, concreteness, and physicality) can be used to 395

decide. If doubt persists, prioritize concreteness. 396

At this stage, no disambiguation needs to be 397

done, all POS are annotated, and more than one 398

sense can be annotated if it complements another 399

one (adds a new feature). 400

Moreover, in our annotation process, the anno- 401

tator will be also provided with the BM metrics 402

values presented as shown in Figure 1, which con- 403

tains an example. 404

Figure 1: Guided Annotation: Metrics and visual sup-
port for annotators in our proposed extended annotation
guidelines.

6 Experimental Results 405

As validation of the proposed metrics, dataset and 406

annotation guidelines, we conducted two experi- 407

ments to answer the following research questions: 408

RQ1 Which features correlate with manual Basic 409

Meaning annotations? 410
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RQ2 Do our proposed annotation guidelines pro-411

vide any benefit in the annotation process?412

To better assess both questions, we split both413

datasets (EC and M-T) in half, and we made two an-414

notators (A1 and A2) annotate them following the415

original guidelines (*-Control), and our proposal416

afterwards in a subsequent step (*-Guided). We fol-417

lowed this setup to focus on the potential benefits418

that previously trained annotators (i.e., people in419

the community) would extract from our guidelines.420

We address the results in the following sections.421

6.1 RQ1: Which features correlate with422

manual Basic Meaning annotations?423

The first research question addresses whether prior424

studies conceptualized BM consistently. Specifi-425

cally, we examined whether researchers adhered to426

the notions of precision, concreteness, imageability,427

and physicality as defined in MIP. To investigate428

this, we conducted statistical classification exper-429

iments using Random Forest models5 to predict430

BM based on the metrics outlined in Section 3.431

The classification models were applied to both the432

EC and M-T datasets, evaluating their performance433

in predicting annotations from Various Authors434

(EC dataset, VVAA), Maudslay and Teufel (M-T435

dataset, M-T), and Annotators 1 and 2 across both436

control and guided sets. The model’s performance437

metrics are summarized in Table 4.438

Random Forest-EC-Guided
%BM labels Accuracy Prec. Rec. F1

A1 47.4% 67.7 74.1 58.8 65.6
A2 61.3% 81.3 82.5 86.8 84.6

Random Forest-EC-Control
A1 25.0% 72.9 42.9 16.7 24.0
A2 30.1% 68.1 36.4 21.1 26.7

Random Forest M-T Guided
A1 49.0% 75.6 68.0 89.5 77.3
A2 47.3% 75.0 85.7 60.0 70.6

Random Forest M-T Control
A1 25.2% 69.7 0 0 0
A2 31.2% 58.7 16.7 6.7 9.5

Random Forest EC Original annotations
VVAA 13.6% 87.9 0 0 0

Random Forest M-T Original annotations
M-T 54.1% 65.5 67.5 61.4 64.3

Table 4: Random Forest results using psycholinguistic
and lexicographic features to predict BM. All metrics
are reported for definitions labeled as BM.

Three main conclusions emerge from our analy-439

sis:440

5Random Forest classification was performed with an
80/20 train-test split, 500 trees, seed=0, and three features
per split.

• First, the results highlight the inherent vari- 441

ability and subjectivity in basic meaning an- 442

notation, particularly in the case of VVAA 443

(Various Authors)—a collective representa- 444

tion of different researchers citing MIP in the 445

EC dataset. The classification model trained 446

on VVAA annotations was unable to predict 447

basic meaning, suggesting a lack of consis- 448

tent annotation patterns. This finding under- 449

scores the challenge of applying BM anno- 450

tation in the absence of clear, standardized 451

criteria: when a broad range of interpretations 452

is aggregated, the model fails to detect any 453

systematic patterns. 454

• Second, the introduction of the newly devel- 455

oped annotation guidelines led to a substantial 456

improvement in model performance, suggest- 457

ing increased consistency in annotator deci- 458

sions. The F1-score of the classifier rose sig- 459

nificantly from the control to the guided phase: 460

in the EC dataset, the model’s performance im- 461

proved from 24.0 to 65.6 for A1 and from 26.7 462

to 84.6 for A2. Similarly, in the M-T dataset, 463

F1 increased from 0 to 77.3 for Annotator 1 464

and from 9.5 to 70.6 for A2. These results 465

strongly indicate that annotators adapted to 466

the revised guidelines, leading to more reli- 467

able and systematic BM annotation. 468

• Third, an examination of feature importance 469

(Figure 2) reveals that concreteness is the most 470

influential predictor across all annotators and 471

datasets, with the exception of VVAA. The 472

diversity in VVAA interpretations likely pre- 473

vented the model from leveraging any spe- 474

cific feature for prediction. Beyond concrete- 475

ness, different annotators exhibited varying 476

feature preferences: Maudslay and Teufel (M- 477

T) placed emphasis on concreteness, phys- 478

icality, and imageability, A2 relied on con- 479

creteness and precision, while A1 primarily 480

focused on physicality. Notably, familiarity, 481

a feature absent from the original annotation 482

guidelines, did not contribute to the predictive 483

value of the model. 484

Focusing on concreteness, we observe that both 485

annotators increased their reliance on this feature 486

when using the new guidelines, aligning their an- 487

notation patterns more closely with those observed 488

in the M-T dataset. This suggests that the revised 489

guidelines not only enhanced consistency but also 490
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Figure 2: Feature importance in terms of mean de-
crease accuracy in Random Forest model to predict
Basic Meaning. X-axis shows the different inspected
features, and each colour represents an annotator. A1
and A2 are split into their ratings in control and guided
sets.

encouraged a shared focus on linguistically relevant491

features.492

6.2 RQ2: New guidelines validation493

To ensure the guidelines were not only used but494

useful to obtain better annotations, in this section495

Inter-Annotator Agreement (IAA) is examined to496

assess their impact. The IAA results are presented497

in Table 5, where we report Cohen’s Kappa along-498

side performance metrics (F1, precision, and re-499

call). The inclusion of performance metrics is par-500

ticularly relevant, as they have been shown to be501

robust when positive instances (BMs in our case)502

are significantly outnumbered by negative instances503

(non-BM) (Hripcsak and Rothschild, 2005).504

Control Guided
Annotator F1 prec rec Kappa F1 prec rec Kappa

Maudslay Teufel Dataset (MT)
A1-A2 64.5 72.0 58.3 0.49 88.1 88.1 88.1 0.84
A1-MT 56.7 83.8 42.8 0.36 78.9 88.9 70.9 0.65
A2-MT 70.9 91.6 57.8 0.54 78.1 88.1 70.2 0.60

Example Compilation Dataset (EC)
A1-A2 58.7 65.2 53.4 0.43 83.3 91.9 76.1 0.66
A1-VVAA 56.4 46.3 72.1 0.46 31.7 20.6 67.9 0.14
A2-VVAA 58.7 44.8 85.2 0.48 30.4 19.0 75.4 0.09

Table 5: Inter-Annotator Agreement. Metrics reported
for examples labelled as Basic Meaning=1.

Overall, IAA increased from the control to the505

guided set in most cases, supporting the effective-506

ness of the new guidelines. Notably, the agreement507

between Annotator 1 and Annotator 2 improved sig-508

nificantly: in the M-T dataset, F1 increased from509

64.5 to 88.1 and the Cohen’s κ from 0.49 to 0.84,510

while in the EC dataset, the F1 rose from 58.7 to511

83.3 and κ from 0.43 to 0.66. These results vali- 512

date the newly developed guidelines by demonstrat- 513

ing greater consistency between annotators. 514

However, the IAA with VVAA (EC dataset) re- 515

mains notably lower, where agreement between 516

A1/A2 and VVAA did not improve. This fur- 517

ther underscores the complexity and subjectivity 518

of BM annotation: when multiple, heterogeneous 519

interpretations of BM are aggregated—as is the 520

case with VVAA—annotator agreement decreases 521

significantly. In contrast, the higher IAA with 522

M-T suggests a more uniform interpretation of 523

BM across annotations, this is consistent with the 524

greater model stability presented on the previous 525

Section 6.1. 526

7 Discussion 527

Our analysis of Basic Meaning annotation revealed 528

systematic challenges that highlight both theoreti- 529

cal and practical limitations in existing lexical re- 530

sources and annotation frameworks. These chal- 531

lenges primarily stem from ambiguities in lexical 532

databases and linguistic complexities in word 533

sense distinctions, which impact the reliability 534

and consistency of BM identification. Addressing 535

these issues is crucial for refining BM annotation 536

guidelines and improving computational models 537

for lexical semantics. This section first examines 538

the most frequent and problematic cases encoun- 539

tered during annotation, followed by a discussion 540

of methodological refinements that enhance anno- 541

tation clarity and reproducibility. 542

7.1 Qualitative analysis of challenging cases of 543

Basic Meaning Annotation 544

A systematic review of annotator doubts revealed 545

several recurring challenges, stemming from both 546

lexical-semantic properties and linguistic ambigui- 547

ties. 548

One set of issues arose from the structure of 549

WordNet (WN). In some cases, multiple definitions 550

were concatenated under the same sense, making it 551

difficult to determine which applied, as in: "attack1: 552

launch an attack or assault on; begin hostilities or 553

start warfare"; in other instances, definitions were 554

overly broad, preventing annotators from assessing 555

concreteness unambiguously : "cultivate1: foster 556

the growth of" were it can be referred to something 557

abstract as in personal growth or to something con- 558

crete as in the growth of a plant; additionally, some 559

words had incomplete or underspecified definitions 560
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that failed to capture their full range of meanings,561

as in: "nut1: a small..." (truncated or insufficient).562

Other difficulties came along with linguistic issues.563

As in MIP and MIPVU the annotators had to deal564

with words whose different senses pertain to dif-565

ferent parts-of-speech as in "drop2 (noun): a free566

rapid descent by the force of gravity" and "drop3567

(verb): the act of dropping something.", annotators568

also dealt with transitive and intransitive senses of569

verbs as in "drown1: die from being submerged in570

water" and "drown2: kill by submerging in water"571

or metonymy, as in "chicken1:flesh of the chicken"572

and "chicken2:domestic fowl". A more detailed573

description of the challenges and decisions taken574

for each case can be read in Appendix A.575

Many of these issues could be mitigated by treat-576

ing BM annotation and metaphor identification577

as separate, sequential tasks. Allowing multiple578

senses as BM, based on concreteness, precision,579

and physicality, mitigates issues like metonymy580

and disambiguation. We propose annotating all581

senses meeting these criteria, regardless of context582

or metaphorical use. By structuring BM annotation583

as an independent step, we ensure that subsequent584

metaphor analysis builds upon a solid and linguisti-585

cally sound foundation.586

7.2 Recommendations for a transparent and587

replicable annotation of Basic Meaning588

To enhance the clarity and replicability of BM an-589

notation, we propose the following methodological590

refinements:591

Explicitly documenting the selected BM defini-592

tions: When publishing metaphor datasets, it is593

crucial to specify which sense(s) were identified594

as BM. For example, instead of marking drown595

as metaphorical in “I’m drowning in work,” it is596

useful to explicitly state the BM: “drown = to be597

submerged in a liquid.” Providing this information598

ensures transparency in annotation decisions and599

facilitates future studies.600

Using WordNet over traditional dictionar-601

ies: WordNet senses are linked to language-602

independent identifiers, enabling multilingual ap-603

proaches to metaphor annotation. Furthermore,604

these identifiers connect to valuable resources such605

as Framester, supporting frame-semantic analysis606

in metaphor research.607

Separating BM and metaphor annotation into608

two distinct tasks: Annotators should first deter-609

mine BM independently of context and metaphor- 610

ical usage, ensuring a neutral and consistent clas- 611

sification. Only after BM is established should 612

metaphor annotation take place. This division min- 613

imizes conceptual overlap and increases annotation 614

reliability. 615

Leveraging psycholinguistic ratings to enhance 616

annotation consistency: We found psycholin- 617

guistics metrics useful 1) for solving doubts when 618

dealing with ambiguous cases, and 2) as predic- 619

tors which can expose the annotator’s biases. Im- 620

portantly, these ratings should never override an- 621

notators’ linguistic intuition, but instead serve as 622

a secondary reference tool. Annotators must re- 623

main aware that the primary task is to identify basic 624

meanings independently of metaphorical interpreta- 625

tion, while still adhering to the fundamental criteria 626

of BM (precision, concreteness, and imageability). 627

By adopting these best practices, BM annota- 628

tion becomes more transparent, replicable, and lin- 629

guistically grounded, ultimately improving compu- 630

tational metaphor analysis and annotation consis- 631

tency across datasets. 632

8 Conclusion 633

In this work, we addressed the challenge of defining 634

and annotating Basic Meaning (BM) in a system- 635

atic, transparent, and replicable manner. To bridge 636

this gap, we proposed a set of psycholinguistically 637

and lexically motivated measures for identifying 638

BM, demonstrating their effectiveness in captur- 639

ing key BM properties such as concreteness, pre- 640

cision, and physicality. We further developed and 641

validated new annotation guidelines designed to 642

improve IAA by providing clearer decision criteria. 643

In addition, we introduced a novel dataset derived 644

from over 500 works citing MIP, which illustrates 645

the variability in BM interpretation across studies. 646

This dataset stands as a valuable resource for fu- 647

ture research, offering insight into how BM has 648

been understood and applied in different research 649

contexts. 650

By refining the conceptualization and annota- 651

tion of BM, we aim to lay a stronger foundation 652

for metaphor identification and related linguistic 653

tasks. Our work contributes to increasing the trans- 654

parency, reliability, and reproducibility of BM an- 655

notation, paving the way for more robust compu- 656

tational and theoretical approaches to metaphor 657

research. 658
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9 Limitations659

While our findings provide valuable insights into660

Basic Meaning (BM) annotation, we acknowledge661

three limitations. These include constraints related662

to the annotators, language coverage, and reliance663

on psycholinguistic metrics, which we outline be-664

low.665

1. Annotators: One limitation of this study is666

the small number of annotators. Only two indi-667

viduals participated in the annotation process,668

one of whom was the creator of the guidelines.669

To ensure the replicability and generalizabil-670

ity of these guidelines, future work should671

involve a larger and more diverse group of672

annotators. We plan to conduct further experi-673

ments with additional annotators and extend674

the evaluation to other languages.675

2. Language: Our study is currently limited676

to English annotations. When applying677

the guidelines to other languages, we an-678

ticipate encountering language-specific chal-679

lenges that may require modifications to the680

annotation framework. Additionally, psy-681

cholinguistic norms for languages other than682

English tend to be less extensive. However,683

we hope that the norm augmentation approach684

used in this paper can help expand such re-685

sources for other languages.686

3. Metrics: Finally, our methodology assumes687

that existing psycholinguistic ratings are re-688

liable and accurately measured. Future re-689

search should further investigate their external690

validity and applicability to BM annotation.691

Moreover, we aim to explore the adaptation692

of psycholinguistic norms to multi-word ex-693

pressions, as compositional meaning may in-694

troduce additional complexities that are not695

fully captured by current word-level ratings.696
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A Recommendations for challenging 831

cases 832

Analyzing the datasets, we could observe some 833

cases that raised questions in the annotators when 834

labeling the data. Below, there is an enumeration 835

of such cases and how the annotators decided to 836

solve them. Some of them stem from the nature of 837

WordNet entries: 838

1. Too many definitions in one entry: 839

• attack1: launch an attack or assault on; begin 840

hostilities or start warfare → many options, but 841

since all possible, mark all as BM. 842

• attack2: (military) an offensive against an enemy 843

(using weapons)→ less precise than one, but adds 844

detail (i.e., weapons), mark as BM too. 845

• attack3: take the initiative and go on the offensive 846

→ less precise and subsumed by the first two 847

ones, don’t add, since it goes against precision. 848

2. Too broad definitions, not enough to see if 849

they are abstract or concrete: 850

• cultivate1: foster the growth of→ leave empty 851

cell and annotate in comment ‘LIOR’ (Look In 852

Other Resource). 853

• cultivate2: prepare for crops→ in this case, 854

choose this one because it is the most precise 855

among the options. 856

3. Mixed concrete and abstract: 857

• take1: remove something concrete, as by lifting, 858

pushing, or taking off, or remove something ab- 859

stract→ leave cell empty and annotate in com- 860

ment ‘LIOR’. 861

4. Only one definition, incomplete or unable to 862

account for all senses. 863

• nut1: →leave cell empty and annotate in com- 864

ment ‘LIOR’. 865

Other difficulties came along with linguistic is- 866

sues, most regarding polysemy and metonymy. 867

10

https://doi.org/10.18653/v1/W16-1103
https://doi.org/10.18653/v1/W16-1103
https://doi.org/10.18653/v1/W16-1103
https://doi.org/10.18653/v1/N16-1020
https://doi.org/10.18653/v1/N16-1020
https://doi.org/10.18653/v1/N16-1020
https://doi.org/10.18653/v1/2021.acl-long.327
https://doi.org/10.18653/v1/2021.acl-long.327
https://doi.org/10.18653/v1/2021.acl-long.327
https://arxiv.org/abs/1612.03975
https://arxiv.org/abs/1612.03975
https://arxiv.org/abs/1612.03975
https://api.semanticscholar.org/CorpusID:60025535
https://api.semanticscholar.org/CorpusID:60025535
https://api.semanticscholar.org/CorpusID:60025535
https://api.semanticscholar.org/CorpusID:142786072
https://api.semanticscholar.org/CorpusID:142786072
https://api.semanticscholar.org/CorpusID:142786072
https://doi.org/10.18653/v1/2021.findings-acl.109
https://doi.org/10.18653/v1/2021.findings-acl.109
https://doi.org/10.18653/v1/2021.findings-acl.109
https://doi.org/10.18653/v1/2021.findings-acl.109
https://doi.org/10.18653/v1/2021.findings-acl.109
https://aclanthology.org/2020.paclic-1.36
https://aclanthology.org/2020.paclic-1.36
https://aclanthology.org/2020.paclic-1.36


1. Different Part of Speech: As in MIP, we de-868

cided to cross part of speech boundaries, since869

senses from different parts of speech can pro-870

vide relevant information.871

• buy1 (noun): an advantageous purchase.872

• buy2 (verb): obtain by purchase; acquire by873

means of financial. transaction → annotate both874

since one is the process and the other the result.875

• drop1 (noun): a shape that is spherical and round.876

• drop2 (noun): a free rapid descent by the force of877

gravity.878

• drop3 (verb): the act of dropping something.879

2. transitive/intransitive: similarly to the case880

before, but in opposition to MIPVU all senses881

were annotated.882

• drown1: die from being submerged in water.883

• drown2: kill by submerging in water.884

3. metonymy:885

• chicken1: the flesh of a chicken used for food886

→ clear metonymy (part for the whole), annotate887

both as BM only if it is coherent with concrete-888

ness, precision, imageability, and physicality. It889

would be the metaphor annotator’s work to then890

see the metonymy.891

• chicken2: a domestic fowl bred for flesh or eggs.892

4. complementary definitions, each definition of-893

fers a novel and relevant detail..894

• crazy1: someone damaged and possibly danger-895

ous→ mark as BM because it implies physical896

consequences.897

• crazy2: affected with madness and insanity→898

mark as BM because it is most precise and linked899

to a medical condition, which is something very900

physical.901

• crazy3: foolish, totally insane →very similar to902

two but less precise, do not mark as BM.903

5. lexicalization:904

• depression1: a mental state characterized by a905

pessimistic sense of inadequacy → The second906

definition is more physical and imaginable, how-907

ever both are precise and concrete. Authors de-908

cided both meanings are sufficiently lexicalized in909

language and refer to two different things, there-910

fore both senses were labelled as BM. In the sub-911

sequent annotation for metaphors, it would be the912

annotator task to see wether the first definition is913

influenced by the second one.914

• depression2: a concavity in a surface produced 915

by pressing. 916

B Psycholinguistic Norms augmentation 917

Given the number of words in our datasets (both 918

target words and in the definitions) that were not 919

available on the psycholinguistics databases we 920

expanded them using Flor (2024) approach. Be- 921

low the reader can find Table 6 summarizing 922

the lengths of the datasets and how many out-of- 923

vocabulary words from the definitions in our data 924

were left. 925

Norm Words OOV BM Feature

MRC 8228 1306
Familiarity,
concreteness
and imageability

Pexman 5857 1317 Physicality
Brisbaert 39954 416 Concreteness
Glasgow 5553 1385 Imageability, Familiarity

Table 6: Out of Vocabulary words: Words in Maudslay-
Teufel dataset (including target words and in definitions)
that were not in psycholinguistic norm datasets.

For the augmentation of psycholinguistics fea- 926

tures, we used the Support Vector Machine (SVM) 927

Model from Scikit-learn using NumberBatch and 928

Word2Vec embeddings 6. To choose the best kind 929

of static embeddings for the augmentation for each 930

feature, as well as for checking if the augmentation 931

was aligned with the manual annotation of the psy- 932

cholinguistic norms, we also computed Spearman’s 933

correlation, a 90/10 data split was used to train/test 934

the model. 935

Norms Words OOV BM Feature Spearman w2v Spearman nb17
MRC 8228 1306 Familiarity 80 78
MRC 8228 Concreteness 85 84
MRC 8228 imageability 78 76
Physicality 5857 1317 Physicality 62 64
Brisbaert 39954 416 Concreteness 79 83
Glasgow 5553 1385 Imageability 79 82
Glasgow 5553 Familiarity 69 69
All norm Physicality 5 5
All norm Imageability 30 43
All norm Familiarity 30 43

Table 7: Spearman values of Psycholinguistic norm
augmentation

In Table 7, the best embeddings for each feature 936

and dataset are highlighted in yellow. These are the 937

ones finally used to predict the psycholinguistic fea- 938

tures in the Basic Meaning datasets. Darkened, the 939

reader can also see the poor results obtained when 940

6We use a Support Vector Regression with a radial basis
function with coefficient γ = 0.003, ϵ=0.1 and regularization
parameter C = 100
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mixing different psycholinguistic norm datasets941

and then predicting the Out of vocabulary words.942

Given such results, we decided that it was best to943

choose just one dataset per feature, and then aug-944

ment it with the SVM model.945
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