
Retrieving Semantics from the Deep: an RAG Solution for Gesture Synthesis

M. Hamza Mughal1 Rishabh Dabral1 Merel C.J. Scholman3

Vera Demberg1,2 Christian Theobalt1,2
1Max Planck Institute for Informatics, SIC 2Saarland University 3Utrecht University

Figure 1. Our RAG-GESTURE approach produces semantically meaningful gestures by leveraging explicit knowledge to retrieve exem-
plar gestures from the sparse semantic data [39] and guiding the diffusion-based generation process through Retrieval Augmentation.

Abstract

Non-verbal communication often comprises of semantically
rich gestures that help convey the meaning of an utterance.
Producing such semantic co-speech gestures has been a ma-
jor challenge for the existing neural systems that can gener-
ate rhythmic beat gestures, but struggle to produce seman-
tically meaningful gestures. Therefore, we present RAG-
GESTURE, a diffusion-based gesture generation approach
that leverages Retrieval Augmented Generation (RAG) to
produce natural-looking and semantically rich gestures.
Our neuro-explicit gesture generation approach is designed
to produce semantic gestures grounded in interpretable lin-
guistic knowledge. We achieve this by using explicit domain
knowledge to retrieve exemplar motions from a database of
co-speech gestures. Once retrieved, we then inject these se-
mantic exemplar gestures into our diffusion-based gesture
generation pipeline using DDIM inversion and retrieval
guidance at the inference time without any need of training.
Further, we propose a control paradigm for guidance, that
allows the users to modulate the amount of influence each
retrieval insertion has over the generated sequence. Our
comparative evaluations demonstrate the validity of our ap-
proach against recent gesture generation approaches. The
reader is urged to explore the results on our project page.

1. Introduction

Human communication is a complex and multifaceted pro-
cess that involves both verbal and non-verbal elements.
Non-verbal communication comprises co-speech gestures,
which are defined as body and hand movements that are
temporally aligned and semantically integrated with the
speech [43]. Gestures convey information in tandem with
speech and language, and can carry additional meaning that
enhances the semantic construct of the message. Generating
meaningful full-body gestures is therefore important for the
communicative efficacy of virtual humans in telepresence
and content-creation domains.

McNeill [43, 44] categorizes gestures intoSemantic ges-
tures are context-driven and bear a specific meaning that
complements the utterance [6, 43]. Rule-based approaches
retrieve these semantic gestures and combine them for gen-
eration, while neural methods leverage the data to learn the
synthesis process. However, the former tends to result in an
unnatural outcome and the latter struggles to generate se-
mantic gestures because these gestures, while being a part
of the existing datasets, occur rather sporadically compared
to the rhythmic beat gestures [52].

In this work, we address this issue by framing the prob-
lem as a Retrieval Augmented Generation (RAG) task. We
propose RAG-GESTURE – a diffusion-based gesture syn-
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Figure 2. Overview. Our approach retrieves example gestures on
semantically important words in speech and inserts those examples
into the generated gesture by using them to guide the generation.

thesis approach that generates natural and semantically rich
gestures by retrieving context-appropriate exemplars from
a database and injecting them into the gesture generation
process. Motivated by the insights from Neff [49], we
decompose the generation problem into two tasks: spec-
ification, which ascertains “what gesture” to produce for
“which word” in the speech, and animation, which deter-
mines “how to generate” that specified gesture.

To solve the specification problem, we explicitly retrieve
the relevant exemplar motions from a gesture database using
either of the two retrieval algorithms proposed in Sec. 3.4.
More specifically, we show that the chain-of-thought rea-
soning abilities of Large Language Models [53, 73] can
be exploited to extract which parts of the utterance would
likely be semantically gestured, and what ‘type’ of semantic
gesture (iconic, deictic, metaphoric, etc) the phrase would
invoke. We also demonstrate that one could, alternatively,
use specific linguistic elements to base the retrieval on. In
particular, we focus on discourse connectives such as be-
cause, while, and on one hand, which have been shown to
affect the gestural patterns [9, 45].

The animation problem, in our context, requires integrat-
ing the retrieved gesture motions (corresponding to a subset
of the sentence) into the overall motion generated for the
full sentence/utterance (see Fig. 1). To this end, we design
an inference-time approach to augment the gesture genera-
tion capability of diffusion models with retrieved gestures
clips. Our approach allows us to surgically integrate the
semantic gestures into the generation process of the base
model, while not affecting the synthesis for the remaining
parts of the utterance.

Through comprehensive numerical and perceptual eval-
uations, we demonstrate the effectiveness of our proposed
neuro-explicit approach compared with purely neural state-
of-the-art approaches like [39, 40, 51, 68] that typically
struggle to synthesize semantically meaningful gestures. To
summarize, our core contributions are as follows:
• We introduce RAG-GESTURE – a diffusion-based ap-

proach which leverages RAG to generate natural-looking
and semantically rich gestures by injecting meaningful
motion exemplars into the gesture generation process.

• We introduce multiple retrieval algorithms to extract se-
mantically relevant exemplars from the sparse semantic
data distribution by leveraging either the linguistic struc-
ture of utterances or LLM-based gesture type prediction.

• Further, we propose a novel inference-time RAG ap-
proach for our framework and demonstrate how gesture
exemplars can be transferred onto the generated motion
locally through the combination of Latent Initialization
and Retrieval Guidance technique, which provides a way
to control the influence of the retrieval insertion.

2. Related Work
We first provide an overview of gesture synthesis ap-
proaches, followed by a discussion of relevant approaches
from RAG literature. Lastly, we discuss recurrent patterns
of gestures used to express discourse structure, which moti-
vates the design of the retrieval-based method.

2.1. Co-Speech Gesture Synthesis
Co-speech gestures consist of hand and arm movements
that occur in sync with speech and help convey meaning
and structure discourse. Earlier methods in co-speech ges-
ture generation [10, 61] perform well on semantics and ap-
propriateness of gestures [52]. These systems are intent-
driven and utilize heuristics to retrieve the most appropriate
gesticulation units for given speech, resulting in high se-
mantic alignment. However, since they insert predefined
units into animation, the synthesis quality of these sys-
tems tends to be unnatural. To mitigate the lack of natural-
ness, recent learning-based methods [2, 18, 24, 34] employ
deep networks to convert speech input to gesture output and
aim to ensure smooth motions. These methods are mostly
data-driven and rely on learning speech-to-gesture match-
ing through large scale gesture datasets [17, 20, 39, 65].
Most of these recent methods [1, 34, 64, 66] suffer from re-
duced communicative efficacy and low semantic alignment,
due to bad generalization to semantic co-speech gestures in
the dataset. Furthermore, generation and reproduction of
semantically appropriate gestures corresponding to speech
still remains a challenge for these systems [67].

A few recent approaches directly addressed this prob-
lem. Kucherenko et al. [35] use speech to predict the ges-
ture properties, which inform a probabilistic model on what
type of gesture to generate. In comparison, our framework
proposes to use RAG to follow the gesture type informa-
tion instead of taking gesture properties as conditioning in-
put. Liang et al. [38] decouple semantic irrelevant cues
like rhythmic beats and volume to generate plausible ges-
tures. Mughal et al. [47] generate semantic gestures by pro-
viding word-level semantic control and demonstrate how
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their diffusion model uses it to sample more semantically
meaningful gestures. SemanticGesticulator [71] is a gener-
ative retrieval framework which retrieves semantic gestures
from a curated motion library and aligns them with rhyth-
mic gestures. Compared to their approach, ours does not
rely on a curated library. Rather, it introduces linguistics-
based explicit algorithms to retrieve semantics from the ex-
isting data [39]. Moreover, we perform retrieval augmen-
tation using a diffusion model at inference time rather than
fine-tuning our gesture generator to follow the retrieval.

2.2. Retrieval Paradigms for Generative Methods
Employing database retrieval for improved animation per-
formance is a prevalent paradigm in motion and gesture syn-
thesis. Classical [8, 11] and learning-based motion match-
ing approaches [28, 29] have been applied for better charac-
ter control in motion synthesis [58]. Diffusion-based text-
to-motion synthesis frameworks have also dealt with the
problem of semantic control at a global level [68] or at the
local keyframe level [23, 30]. Zhang et al. [68] introduce
RAG to diffusion-based motion synthesis by using retrieval
based on global text similarity for text-to-motion tasks. In
contrast to the text-to-motion task, gesture generation is af-
fected by language content and prosody at varying levels of
semantic granularity. That means one can neither perform
global semantic matching between the retrieved and gener-
ated motion [68] nor simply copy and paste retrieved motion
parts onto the keyframe locations [23] without considering
the differences in speech contexts.

Gesture synthesis approaches have also utilized database
retrieval both in classical and learning based paradigms.
Early approaches [5, 33, 50] utilize statistics to retrieve
gestures from a database of gesticulation units. A few
learning-based approaches combine rule-based retrieval and
deep learning-based synthesis to improve upon the seman-
tic quality of gesture generation. ExpressGesture [19] in-
troduces a database-driven framework to ensure that gener-
ated gestures retain the expressive and defined gesture form.
Habibie et al. [25] employ nearest neighbor search to re-
trieve most appropriate gestures and provide a style-control
mechanism over the generative framework. In comparison,
our retrieval approach is not limited to style or select key-
words but is grounded in explicit rules for semantic retrieval
that are driven from linguistic and gestural structure.

2.3. The effect of Linguistic Dynamics on Gestures
The goal of our retrieval approach is to extract semantic ges-
tures from the database. Our proposed design is therefore
motivated by the relation between language dynamics and
co-speech gestures. Laparle et al. [36] demonstrate how
gesture features like hand shape or orientation are impor-
tant to distinguish between topics in discourse. Gestures
can also indicate the relations between different parts of the

message. For example, a contrast relation can be expressed
by the lexical marker on the one hand...on the other hand,
framing the two contrasting arguments as items placed on
separate hands [26]. The raised index finger draws the
attention of the interlocutor to new and important topics,
and is commonly used to express exceptions or conces-
sions (which can be expressed linguistically using however)
[7, 31, 32].

In sum, gestures can be used to convey the semantic
structure of a message, but existing generation works fail to
reproduce these context-driven patterns [67], which results
in repetitive gestures. We attempt to leverage the linguis-
tic information in our retrieval framework. This framework
can, in turn, improve semantic grounding of generated ges-
tures through RAG based insertion.

3. Approach

Our primary goal is to generate semantically meaningful
co-speech gesture sequences that are consistent with the
content of the corresponding speech. This goal can be
partly achieved by our latent-diffusion based gesture gener-
ation model, which is trained to synthesize gestures while
being conditioned on the corresponding modalities (refer
to Sec. 3.1). This data-driven gesture generation approach
is capable of generating natural looking and beat-aligned
gesture sequences from the input speech.

However, this basic generation framework is not suffi-
cient to exhibit rich semantics in the generated gestures.
Therefore, we propose additional steps that ensure the solu-
tion to two key problems – animation (refer to Sec. 3.2 and
Sec. 3.3) and specification (refer to Sec. 3.4) of semantically
rich gestures [49]. Our approach is illustrated in Fig. 3.

3.1. Gesture Generation with Latent-Diffusion
As the first step, we build a robust generation framework
based on latent-diffusion modeling [55], which serves as
our base model to generate plausible co-speech gesture se-
quences. The gesture sequence x ∈ RN×dx consists of N
frames of human motion with dx representing a combina-
tion of J full body joints represented using the 6D rotation
representation of [74], FLAME model parameters for face
motion, root translation and foot contact labels [40]. In-
stead of training our diffusion framework on raw motion
x, we encode motion using a VAE encoder, which provides
separate encodings for different body parts [47]. These part-
wise VAE encodings are then used to train our conditional
latent-diffusion model that generates co-speech gestures.

Decoupled Gesture Encoding. Based on the observa-
tions that each body region has different relations with
speech [40] and scale differences between them affect the
generation quality [47], we decouple the gesture sequence
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Figure 3. RAG-GESTURE Framework. Our approach leverages a diffusion model which predicts clean sample ẑ(0) from noisy gesture
sample z(t). We then utilize retrieval algorithms (Sec. 3.4) to modify the gesture sampling at inference time by inserting the retrieved
motion through Latent Initialization (Sec. 3.2) and further controlling the sampling process through Retrieval Guidance (Sec. 3.3). This
results in a sampled motion which follows the semantic retrieval.

x into four different body regions: xu ∈ RN×6Ju , xh ∈
RN×6Jh , xf ∈ RN×100 and xl ∈ RN×(6Jl+3+4) for upper
body, hands, face and a combined representation for lower
body and translation respectively. We train separate time-
aware VAEs [47] for each body region, which can encode
and decode the motion for each region: zi = ξi(xi), x

′
i =

Di(zi). These VAEs are trained using a combination of
standard reconstruction/geometric losses for motion and the
KL-Divergence loss for the VAE latent space (see supple-
mental). The resulting gesture representation is a set of de-
coupled encodings: z = {zu, zh, zf , zl}. This set can be
concatenated to form a gesture representation z ∈ RM×dz ,
where M < N is the length of time-compressed encoding
corresponding to each xi and dz is embedding length of the
representation. Refer to the supplemental for more details.

Conditional Diffusion for Gesture Generation. Once
we have obtained z as our gesture representation, we can
frame the gesture synthesis task as that of conditional dif-
fusion [27, 55], where the conditioning set C comprises
of audio, text and speaker embeddings. In this frame-
work, the forward diffusion process consists of Markovian
chain of successive noising steps, where Gaussian noise ϵ
is added to the encoded gesture z(0) for T timesteps until
z(T ) ∼ N (0, I). For gesture generation, the reverse pro-
cess is employed which iteratively denoises z(T ) to gener-
ate the gesture representation ẑ(0). The process utilizes a
neural network fθ(z

(t), t,C) for denoising, that is trained

to predict clean state ẑ(0) with the following objective:

min
θ

Et∼[1,T ],z(0),ϵ||z(0) − fθ(z
(t), t,C)||22 (1)

During inference, we utilize DDIM [57] sampling for effi-
cient generation of the gesture representation i.e. we gener-
ate a sample ẑ(t−1) from ẑ(t) using:

ẑ(t−1) =
√
ᾱt−1ẑ

(0) +
√
1− ᾱt−1 − σ2

t ϵθ
(
ẑ(t)

)
+ σtϵ

(t)

(2)
Here ᾱt controls rate of diffusion and σt controls stochas-
ticity such that σt = 0 results in deterministic sampling.

Our denoising network consists of a transformer decoder
network with L decoder layers containing a separate cross-
attention head for each modality from the conditioning
set C. The resulting activations from each head are com-
bined using a linear layer in each decoder layer. Diffusion
timestep t is passed to the decoder layers through Styliza-
tion block [69] after every self-attention, cross-attention and
linear layer. We encode speech signal using wav2vec2 [4]
and construct frame-aligned representation for transcription
using BERT embeddings for each word [13]. Additionally,
we create identity-specific speaker embeddings for input.

3.2. Latent Initialization through DDIM Inversion
So far, our base neural generation framework is purely data-
driven and lies on one end of neural-to-explicit spectrum.
It resembles the majority of state-of-the-art gesture gener-
ation frameworks [3, 51, 72], which rely on learned pat-
terns to sample relevant gestures for corresponding speech
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and struggle to sample the semantic ones. On the other
hand of the spectrum, pure retrieval based approaches can
naı̈vely “paste” raw exemplar motions onto the generated
ones which hurts the naturalness of motion. For instance,
one could use diffusion inpainting [41] to force our dif-
fusion framework to follow the retrieval (See Sec. 4.3 for
analysis), achieving sub-par results. Therefore, we care-
fully infuse the retrieved gestures into the diffusion sam-
pling process by performing the retrieval transfer in the la-
tent space of the trained diffusion model and provide better
sampling path for its generation through retrieval guidance
(Sec. 3.3). This preserves the quality of the base model,
adapts it to generate semantically rich gestures and provides
further control over the influence of retrieval insertion.

In our framework, all retrieval algorithms (discussed
later in Sec. 3.4) must output an exemplar motion m, which
can be encoded as the retrieval r ∈ RM×d through our ges-
ture encoder (Sec. 3.1). We also have access to the text and
audio corresponding the to retrieved motion. Our goal is to
extract the motion chunk for the retrieved semantic gesture
around a word of interest (e.g. ‘because’ in Fig. 3) and in-
sert it into the motion around the corresponding text in the
input text. Specifically, let the retrieved motion contain the
semantically relevant gesture chunk in the frame window
(sretr, eretr) for the marked word. The gesture in this win-
dow must be transferred onto the corresponding word lo-
cation (squery, equery) in the to-be-generated sequence, also
referred to as query ẑ (see Fig. 3).

Here, the challenge is how to insert the retrieved ges-
ture chunk such that it is seamlessly integrated into the final
inference output in terms of temporal and semantic align-
ment. We perform this insertion through a combination of
DDIM [14, 46, 57] inversion based latent initialization and a
retrieval guidance objective. DDIM inversion lets us repre-
sent the retrieval r into the latent space of our base diffusion
model, which we then use to initialize our generation.

By reversing Eq. (2) and keeping σt = 0 for determinis-
tic sampling path, we can invert r(0) as follows:

r̂(t+1) =
√
ᾱt+1r̂

(0) +
√

1− ᾱt+1ϵθ
(
r̂(t)

)
(3)

This iterative process inverts the clean r(0) to full noise
r̂(T ), which represents retrieved gesture in the diffusion la-
tent space and provides the initial starting point for DDIM
sampling such that it ends up at r̂(0) ≈ r(0).

To transfer the retrieved gesture onto the query gesture
generation, we slice the time axis of the latent r̂(T ) to extract
the relevant parts using the retrieval window [sretr : eretr] and
then, place these parts onto the query window in ẑ(T ).

ẑ(T )[squery : equery]← r̂(T )[sretr : eretr] (4)

The retrieval augmented ẑ(T ) can be represented as ẑ(T )
retr .

3.3. Retrieval Guidance
As a result of latent initialization step, ẑ(T )

retr comes out to
be the starting point for gesture sampling process, which
can be used to generate a sequence that follows the re-
trieved semantic gesture around the marked word. How-
ever, there is still no control over how strongly the retrieval
is followed and how the diffusion sampling process goes
from ẑ

(T )
retr to ẑ

(0)
retr . Therefore, we present Retrieval Guid-

ance mechanism, that provides modulation control over the
retrieval-augmented diffusion generation process from ẑ

(T )
retr

to ẑ
(0)
retr . We utilize the sequence of inverted diffusion latents

(r̂(0), r̂(1), . . . , r̂(T−1), r̂(T )) and form our guidance objec-
tive. At a given diffusion timestep t, guidance objective and
its corresponding latent update are as follows:

Gretrieval =
∥∥∥ẑ(t)retr[squery : equery]− r̂(t)[sretr : eretr]

∥∥∥2
2

(5)

z̃
(t)
retr ← ẑ

(t)
retr − λ∇

ẑ
(t)
retr
Gretrieval (6)

The updated z̃
(t)
retr can be used further in the diffusion

sampling by acting as input to the denoising network
fθ(z̃

(t), t,C). This guidance paradigm ensures that latent
ẑ
(t)
retr follows r̂(t) at the generation timestep t.

To control the amount of guidance at each step, one can
control the number of iterations for latent update at each dif-
fusion timestep t. As an example, the generation from ẑ

(0)
retr

without any guidance will be the weakest form of retrieval
augmentation where gestures are constrained to match only
at the starting timestep t = 0. On the other hand, if one
were to make sure retrieval is followed to its strongest ex-
tent, z̃(t)retr can be updated at each diffusion timestep t such
that Gretrieval → 0. Similarly, one can perform more latent
updates when t is closer to T and lesser or no updates when
t → 0, in order to only perform guidance at the start of the
sampling process. Refer to Sec. 4.3 for analysis.

3.4. Retrieval for Semantic Gesture Extraction
Having discussed how to insert a retrieved gesture chunk
into the gesture generation process, we now discuss retrieval
algorithms that utilize linguistic context to determine which
words in the query utterance are likely to invoke semantic
gestures and what are those gestures. These algorithms re-
trieve semantically relevant gestures using domain knowl-
edge of language and gesture type information However,
our approach is not limited to these algorithms and it can be
extended using any retrieval paradigm for gestures.

At the core, each retrieval algorithm ranks examples
in a database (the BEAT2 dataset [40] in our case) ac-
cording to a specific focus. During ranking, some of the
steps are common across algorithms and are driven by
over-arching themes in gesture understanding. For exam-
ple, examples from the same speaker typically have less
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Relation Sense: Causal, Connective: because
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(b) Discourse based Retrieval

Figure 4. Retrieval Algorithms. Each algorithm parses the relevant semantic information (gesture types from LLM or discourse relations)
and extracts gestures from a database by filtering examples using that information. Moreover, it also considers textual and prosodic context.

speaker-dependent variation and should be ranked higher.
Another common step across algorithms is ranking based
on prosodic prominence extraction [16]. Certain elements
of speech typically stand out due to variations in pitch,
loudness, or duration, referred to as prosodic prominence
[60, 62]. Prosodic prominence and gestures are closely con-
nected: co-speech gestures often align with prosodically
stressed parts of speech [54]. Therefore, we identify utter-
ances in the database that match the prominence values of
the marked word in the input speech [59]. An overview of
individual steps is provided in Fig. 4.

LLM-based Gesture Type Retrieval. One of the com-
monly used classification for semantic gestures divides
these gestures into iconic, metaphoric and deictic ges-
tures [43]. Kucherenko et al. [35] demonstrate the benefit
of utilizing these gesture properties in the synthesis frame-
work, as gesture type information can decouple the speci-
fication problem from the animation. Therefore, we lever-
age the reasoning abilities of an LLM [53] and prompt it
to identify words which may elicit a semantically meaning-
ful gesture. We also use it to predict the gesture type on
each predicted word. This results in a word-to-gesture type
mapping, which we can use to retrieve examples from the
database that contains type labels. Details on prompts and
LLM are given in the supplemental material.

Given the word-to-gesture type mapping, we take an
identified word and its corresponding gesture type and filter
examples in the database based on gesture type. We lever-
age the semantic gesture type annotations in the BEAT2
dataset [40] for this task. We then perform ranking based on
speaker similarity, followed by ranking according to the text

feature similarity between the query and database examples
in order to match the semantic context. Lastly, we re-rank
the top semantically similar examples based on prosodic
prominence values. Fig. 4a illustrates the steps involved.

Discourse-based Retrieval. A text has a structure that or-
ganizes its information into a coherent flow. This struc-
ture is achieved through discourse relations, semantic-
pragmatic links such as CAUSE-CONSEQUENCE and CON-
TRAST, which hold between clauses and sentences [42, 56].
These relations can be signaled by lexical cues referred to
as connectives, such as on the other hand or because. For
example, in an utterance from BEAT2 dataset [40]: “I’ll
go shopping if I’m not that tired”, the word “if” marks the
conditional relation between two sentence segments. Prior
works have demonstrated that discourse connectives have
an effect on the gestural patterns [9, 45].

We leverage connectives to retrieve the relevant seman-
tic gestures that co-occur with specific discourse relations.
However, connectives can be ambiguous. For example, the
connective since can signal a causal relation or a temporal
one. We therefore retrieve the gesture co-occurring with
a connective with the same meaning, but not necessarily
the same word. For example, we can retrieve a gesture co-
occurring with because to inform the generation of a gesture
co-occurring with a causal since. Additionally, it allows us
to retrieve more samples for less frequent connectives.

In sum, we find examples in the database that carry the
same discourse relational sense as the query and rank again
based on the word similarity of the connective. We con-
clude the algorithm with speaker-based and prosodic simi-
larity ranking. The steps are shown in Fig. 4b.
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1 Speaker All Speakers
FID↓ BeatAlign→ L1Div→ Diversity→ FID↓ BeatAlign→ L1Div→ Diversity→

GT 0.703 11.97 127 0.477 7.29 110

CaMN [39] 0.604 0.711 9.97 107 0.512 0.200 5.58 98

EMAGE [40] 0.570 0.793 11.41 124 0.692 0.284 6.06 88
Audio2Photoreal [51] 1.02 0.550 12.47 145 0.849 0.326 6.24 99

ReMoDiffuse [68] 0.702 0.824 12.46 123 1.120 0.218 5.06 116

Ours (w/ Discourse) 0.879 0.730 12.62 129 0.447 0.417 9.03 114

Ours (w/ LLM & Gesture Type) 0.808 0.734 11.97 122 0.487 0.514 9.94 118

Table 1. Comparison with state-of-the-art methods trained on BEAT. We demonstrate superior performance, especially when general-
izing well across multiple speaker identities.

4. Experiments
We first compare our approach with neural state-of-the-
art baselines through quantitative (Sec. 4.1) and percep-
tual evaluation (Sec. 4.2). Further, we demonstrate how
our RAG approach improves upon the diffusion-based RAG
baseline. Lastly, we validate our method design through ex-
tensive ablations and user studies (Sec. 4.3).

Specifically, we compare with recent data-driven
gesture generation approaches that are CaMN [39]
(LSTM-based), EMAGE [40] (transformer-based) and Au-
dio2Photoreal [51] (diffusion-based). Furthermore, to val-
idate RAG performance for gesture synthesis, we not only
compare our method with ReMoDiffuse [68] (re-trained for
gesture synthesis), but we also analyze it further by tailoring
their approach and training it with our retrieval algorithms.
We provide seed motions for baselines [39, 40], but do not
use seed motions to generate our results.

Evaluation Dataset. We evaluate our performance on
train/val/test split from BEAT2 dataset [40], which contains
25 speakers. Unlike baseline approaches for BEAT2 which
report results only for a set of speakers, we perform evalua-
tion on the test set of one speaker (Scott) and all speakers in
order to evaluate performance on large-scale multi-speaker
data. Our test set contains 265 utterances chunked into 10-
sec sequences. We retrain methods on BEAT2 if needed.

4.1. Quantitative Evaluation
We evaluate our method on established metrics: Beat-
Alignment [37], FID [65], L1 Divergence and Diversity,
which measure different aspects of the motion quality. We
tabulate the quantitative results in Tab. 1, where the re-
sults are divided on the basis of number of speakers used
for training and evaluation. We observe that our approach
achieves state-of-the-art metric performance when trained
with all speakers. This also entails that our RAG-based dif-
fusion approach generalizes and scales well across large-
scale data with multiple speaker identities. For the case
of single speaker training, we observe best performance
in terms of diversity and L1 Divergence and second-best
in Beat Alignment score. However, our diffusion-based
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Figure 5. Results of Perceptual Evaluation. A2P: Au-
dio2Photoreal [51] GT: Ground Truth. * denotes p-value < 0.05

method has lower FID compared to transformer and LSTM
based methods [39, 40] that utilize ground-truth seed and
can be over-fitted to a small-scale data of single speaker,
while not being able to generalize to all speakers.

4.2. Perceptual Evaluation
Evaluating gesture synthesis performance is a highly chal-
lenging task due to the stochasticity in gesture production
and subjective nature of gesture perception [52, 63]. There-
fore, we perform three different user studies for compari-
son and ablative analysis (Sec. 4.3). First, we evaluate the
synthesis quality compared to the baseline methods. We in-
vestigate the quality of gestures based on well-established
measures of naturalness and appropriateness in relation to
speech [48]. We ask the participants to perform pairwise
comparisons between generations from baselines and our
method. Results compare RAG-GESTURE with discourse
and LLM-based retrievals against state-of-the-art methods
(Fig. 5). We observe that our method achieves better per-
ceptual quality for both naturalness and appropriateness.
For LLM based approach, we are marginally below the
ground-truth preference, underscoring that our method pro-
duces not only natural, but also highly appropriate gestures.

4.3. Ablative Analysis
Improvement over RAG Baselines. One of our RAG-
driven baselines (ReMoDiffuse [68]) follows global text
similarity for retrieval and proposes to train the diffu-
sion network to follow the retrievals. In contrast, we de-
sign our retrieval to match local context around the se-
mantically important word for gesticulation and do not
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ReMoDiffuse
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60.7%39.3% 
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Figure 6. Perceptual Comparison between training-based base-
lines and our inference-time approach. *: p-value < 0.05

FID↓ BeatAlign→ L1Div→ MPJPE (mm)↓
GT 0.477 7.29
ReMoDiffuse [68] 1.120 0.218 5.06 200.5
ReMoDiffuse [68] + Our Retrieval 0.525 0.414 6.909 34.6
RAG-GESTURE 0.447 0.471 9.03 35.0

Table 2. Quantitative Comparison between RAG baselines.
LLM + Gesture Type Discourse

Appropriateness
Naturalness

Percentage Preference (%)

50.0%
46.4%

50.0%
53.6%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 7. Study Preference comparing LLM and Discourse algo-
rithms.

require training/fine-tuning for RAG unlike existing ap-
proaches [68, 71]. We evaluate these differences by com-
paring our RAG-GESTURE (Discourse) with (i) base Re-
MoDiffuse as well as (ii) a modified version of their dif-
fusion architecture, which uses gesture encodings as input
instead of raw motion, along with the proposed discourse-
based retrieval algorithm for RAG (see supplementary for
details). Note that this architecture is similar to Seman-
ticGesticulator [71] at a higher level, which also performs
retrieval merging in encoded gestures during fine-tuning.

We evaluate this quantitatively in Tab. 2 and perform
an additional user study (Fig. 6). Moreover, we also re-
port MPJPE between the generated gesture and retrieved
motion during the retrieval insertion window to measure
the retrieval following performance. Firstly, we observe
that our modified version of ReMoDiffuse which uses local
semantic retrieval during training performs better than the
base model, both in terms of perceptual quality and metrics.
Moreover, we also see higher faithfulness to the semantic
retrievals through low MPJPE which entails that properly
specifying the retrieved motion on the exact word affects
the gesture quality. Secondly, our inference-time RAG-
GESTURE is better than the training-based model, even af-
ter utilizing our retrieval algorithm. This underscores our
method’s superiority and the importance of having a good
gesture animation performance.

LLM-based Gesture Type vs. Discourse Retrieval. For
evaluating perceptual differences between LLM-based ges-
ture type retrieval and discourse-based retrieval, we con-
duct an additional user study where we ask the participants
to evaluate differences between generated gestures from
two algorithms in terms of naturalness and appropriateness
(Fig. 7). Interestingly, we find that evaluators do not show
any strong preference between the two algorithms.

FID↓ BeatAlign→ L1Div→ MPJPE (mm)↓
GT 0.477 7.29
No RAG 0.519 0.447 8.644 59.6
RAG by Inpainting [41] 0.446 0.450 8.457 28.1
RAG by LI only 0.589 0.486 9.228 54.6
RAG-GESTURE (LI+RG) 0.447 0.471 9.038 35.0

Table 3. Extent of Semantic Retrieval Insertion. LI: Latent Ini-
tialization; RG: Retrieval Guidance.
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Figure 8. Ablative Study which illustrates preference of RAG-
GESTURE over varying degrees of insertions. *: p-value < 0.05

Extent of Retrieval Augmentation Since our approach
can control the influence of the retrieved gesture onto the
generated one, we analyze how much influence is optimal
to synthesize semantically accurate yet natural looking ges-
tures. We compare RAG-GESTURE’s gesture prediction
against varying degrees of retrieval insertion (Tab. 3), where
“Inpainting” means naı̈vely pasting the retrieval over the
gesture during synthesis and “No RAG” represents no re-
trieval insertion. We conduct another user study with a
third “Retrieval Appropriateness” question which tries to
gauge how semantically appropriate the generated gesture
was during the insertion window Fig. 8. Interestingly, we
observe increasing preference of our retrieval-guided model
as we move towards both extremes of the insertion. In terms
of gesture perception, evaluators neither prefer generation
without RAG (purely data-driven) nor completely strong in-
sertion through Inpainting (purely retrieval-based). Lastly,
our model achieves good balance of retrieval following in
terms of MPJPE, prosodic alignment and diversity.

5. Conclusion

In this work, we present RAG-GESTURE – a novel ap-
proach that leverages interpretable retrieval algorithms to
introduce inference-time RAG to a diffusion-based gesture
generator. Therefore, it combines advantages of the pure
retrieval-based and fully data-driven approaches to synthe-
size natural yet semantically meaningful gestures. Percep-
tual evaluation demonstrates that this type of neuro-explicit
approach is better than either of the two approaches and ex-
isting state-of-the-art methods. Moreover, we demonstrate
that LLM-driven gesture type prediction and explicit dis-
course relations can mitigate the lack of semantic under-
standing in current gesture generation architectures. Lastly,
our framework can be extended to synthesize gestures that
exhibit task-specific gestural patterns like referential or

8



emotion-specific gestures.
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Supplementary Material

We first provide additional evaluation of the method in
terms of multi-modality and per-speaker analysis. Then we
discuss limitations and provide user study details. Lastly,
we discuss evaluation metrics and implementation details.

6. Per-speaker FID/Mulitmodality comparison
with SOTA

To perform a robust evaluation on speaker generalizability
of our framework, we provide per-speaker FID and Multi-
modality metrics in Tab. 4. We observe that our framework
achieves best FID for large number of the speakers, which
shows that our method generalizes well to the speaker spe-
cific patterns and idiosyncrasies despite taking no seed ges-
tures at input. CaMN [39], achieves lower FID score over-
all because it uses seed input from the ground truth data
which results in lower scores. Due to the same reason,
EMAGE [40] also gets lower FID score.

However, CaMN and EMAGE do not perform well on
Multi-modality [12]. This metric computes Euclidean dis-
tance between different generated gestures for a single
speech input. Since, both of these methods always generate
same gestures for a given speech input, they perform worse
in terms of Multi-modality, which makes them less ideal for
diverse gesture generation. In contrast, our approach gets
the best results showing diverse gesture generation capabil-
ities of our model ( Tab. 5).

7. Details on User Study
For the perceptual evaluation of gesture generation capa-
bility, 56 participants were shown a randomly sampled set
of 16 forced-choice questions. Our study consists of four
sections corresponding to four different user studies. First
section focuses on the comparison with the state-of-the-art
approaches. Each question comprises of a side-by-side ani-
mation of our method along with one of EMAGE [40], Au-
dio2Photoreal [51], RemoDiffuse [68] or the ground-truth.
Second section is a short section where we compare LLM-
driven gesture generation with discourse-based synthesis.
Third, we perform pair-wise comparisons between results
from one of the RAG baselines (derived from ReMoDif-
fuse [68]) and our method. Lastly, we ablate different ap-
proaches to perform RAG and control its extent.

In first three sections, we try to evaluate naturalness
and appropriateness. Specifically, we ask two questions (a)
“Which of the two gestures look natural?” and (b) “Which
of them looks appropriately aligned to what the person is
saying?”. In the last section, we add an additional ques-
tion which focuses on gauging the semantic appropriateness

of gestures in the retrieval window, with a goal of evaluat-
ing the RAG capability. We highlight the identified words
from the retrieval algorithms and add an additional ques-
tion: “Which of the two have better gestures in the high-
lighted section, especially at the capitalized word in the
prompt?”

8. Limitations
Our method relies on the sparse semantic data which is ex-
tracted from the BEAT2 dataset [40]. This creates a scarcity
of good exemplars which can be used during the database
matching steps. As a result, the LLM-based Gesture Type
sometimes struggles to find good contextual matches for
each gesture type and word identified by the LLM.

Secondly, our method combines explicit rule-based al-
gorithms with a neural generation framework. In rare cases,
these algorithms can fail in edge cases and result in an incor-
rect retrieved example. However, our learned framework on
top of the retrieval algorithms mitigates this and ignores out-
of-distribution motion exemplars since it has been trained to
produce only those gestures which match the speech. This
also is affected by the extent of retrieval augmentation.

9. Evaluation Metrics
FID. We employ the Frechet Inception Distance (FID)
metric inspired by Yoon et al. [66], which is also known
as FGD. We use the autoencoder network provided by
BEAT2 [40] to get the gesture encodings for FID evalua-
tion and do not retrain our own network.

Beat Alignment Score. Originally introduced to measure
alignment of music beats to dance motion, Beat Alignment
Score [37] has been adapted for the gesture synthesis task
where it aims to measure the correlation between gesture
beats and audio beats.

L1 Divergence. This metric (also called L1 variance)
measures the distance of all frames in a single gesture gen-
eration from their mean. It is helpful in identifying synthe-
sized gestures that are static and unexpressive.

Diversity. It computes the average pairwise Euclidean
distance of the gesture generations in the test set.

Multi-modality. This metric requires sampling different
gesture motions for a single speech input from the genera-
tive model [12]. Then, it computes Euclidean distance be-
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FID↓ Multimodality↑
CaMN EMAGE Audio2Photoreal ReMoDiffuse Ours (w/ Discourse) Ours (w/ LLM & Gesture Type) CaMN EMAGE Audio2Photoreal ReMoDiffuse Ours (w/ Discourse) Ours (w/ LLM & Gesture Type)

wayne 1.23 2.06 2.32 3.58 1.49 1.59 n/a n/a 1.1 3.4 3.1 3.7
scott 0.83 1.17 1.02 1.76 0.78 0.83 n/a n/a 1.5 7.7 5.3 5.4
solomon 1.22 1.42 1.93 2.45 0.92 0.86 n/a n/a 0.5 3.5 4.3 4.5
lawrence 0.98 1.39 1.13 3.16 0.69 0.66 n/a n/a 1.9 6.9 5.6 6.3
stewart 0.65 1.26 1.62 1.76 1.49 1.49 n/a n/a 0.3 0.7 2.4 3.0
carla 0.81 1.40 1.33 2.95 1.63 1.49 n/a n/a 0.4 1.3 1.4 1.5
sophie 0.92 1.67 1.85 2.76 1.76 1.74 n/a n/a 0.69 3.5 2.7 3.2
miranda 0.58 0.87 1.10 1.86 1.09 1.34 n/a n/a 0.4 0.9 1.7 1.9
kieks 1.30 2.62 1.90 7.65 1.74 1.63 n/a n/a 1.0 2.1 3.6 4.1
nidal 0.40 0.65 0.72 1.74 0.67 0.64 n/a n/a 0.7 1.9 2.6 3.1
zhao 1.66 2.70 1.96 3.37 1.37 1.32 n/a n/a 1.3 3.2 3.3 3.4
lu 1.40 2.73 1.92 2.23 1.27 1.16 n/a n/a 0.7 1.7 2.4 2.6
carlos 0.78 1.47 1.71 2.47 1.95 2.56 n/a n/a 0.2 2.5 2.9 3.1
jorge 1.49 2.57 1.97 3.55 1.89 1.93 n/a n/a 0.3 1.7 1.9 2.1
itoi 0.93 1.61 1.34 2.28 1.07 1.32 n/a n/a 0.8 1.8 3.0 3.1
daiki 0.78 1.78 1.66 3.04 0.91 1.19 n/a n/a 0.3 2.3 2.3 2.7
li 1.10 1.74 1.17 2.06 0.71 0.79 n/a n/a 0.6 3.9 2.7 3.0
ayana 1.19 2.03 1.96 4.35 2.09 2.13 n/a n/a 0.4 1.8 1.9 2.1
luqi 1.25 2.22 1.67 5.21 1.38 1.86 n/a n/a 0.7 1.7 2.2 2.5
hailing 0.53 1.20 7.53 5.72 2.35 2.79 n/a n/a 0.3 1.0 2.5 2.6
kexin 1.07 1.70 1.19 1.87 0.92 0.95 n/a n/a 0.3 1.8 1.6 1.9
goto 0.84 1.32 2.01 2.51 1.45 2.09 n/a n/a 0.3 2.3 2.0 2.4
yingqing 1.67 2.50 2.00 4.34 1.82 1.74 n/a n/a 1.1 3.5 3.0 3.2
tiffnay 0.81 1.35 1.09 2.67 0.92 1.11 n/a n/a 0.3 1.3 1.2 1.6
katya 1.10 2.09 1.57 2.65 1.15 1.23 n/a n/a 0.6 2.9 2.3 2.6

Table 4. Per Speaker FID/Multimodality

Multi-modality ↑
CaMN EMAGE Audio2Photoreal RemoDiffuse Ours (w/ Discourse) Ours (w/ LLM)

n/a n/a 16.9 66.5 69.1 76.7

Table 5. Overall Multi-modality

tween those generated gestures. It probes the diverse sam-
pling capabilities of a generative model.

10. Implementation Details
10.1. Input Representations
Representing speech and its transcription is highly impor-
tant aspect of diffusion-based gesture modelling process. In
our experiments, we found that changing the structure of
text embeddings affects gesture understanding during the
learning process, which consequently is reflected during the
synthesis phase as well. To construct our text representa-
tion, we build a per-frame embedding with corresponding
word embeddings residing on each frame. We compute the
word embeddings by combining sub-word token activations
from last 4 layers of BERT model [13].

10.2. Decoupled gesture encoding
We utilize time-aware VAE architecture by Mughal et
al. [47]. This architecture utilizes seperate encoders for
frame window chunks of original motion to encode each
chunk into an encoding. Then, it jointly decodes all of the
chunks together to reconstruct the original motion. We use
N = 150 representing 10 seconds of motion at 15 frames
per second. Moreover, the motion chunk length of our time-
aware VAE is 15, making each chunk encoding correspond
to 1 second of motion. This results in an chunked gesture
encoding of length 10 for each body part. Finally, we con-
catenate all 4 body part encodings along the time axis with
separators in between them, resulting in M = 40+3 = 43.

We train the VAE on the reconstruction task by utilizing
a set of losses to optimize the model. We apply Geodesic
Loss on rotation matrices and standard MSE losses on 6D,
axis-angle and joint position representation of the motion.
Moreover, we also apply additional MSE losses to optimize
velocity/acceleration of motion [21]. Lastly, we apply loss
on foot contact predictions during VAE training to reduce
foot sliding [22, 70].

10.3. RAG-driven Gesture Diffusion model
To optimize our diffusion model, we utilize Adam [15] with
a learning rate of 1e − 4. We utilize “scaled linear” as our
βt schedule and use 1000 steps while training. For infer-
ence, we use spaced 50 steps with DDIM scheduler. The
transformer network contains 16 attention heads and 8 de-
coder layers. To better disambiguate body parts in our ges-
ture encoding, we also add a separate sinusoidal positional
encoding for body parts.

Retrieved Motion Insertion. In order to insert the re-
trieved gestures into the query latents, we only consider
latents for upper body and hands. The encodings of these
body parts are transferred from retrieval to query sample be-
cause speech has the most amount of semantic significance
on these two body regions in terms of co-verbal gestures.

10.4. Details on LLM Prompting
We utilize OpenAI’s gpt-4o-mini model for semantic ges-
ture type prediction. We provide a system prompt contain-
ing a brief explanation of gesture types and a user prompt
which contains text from the test dataset and the question.

System Prompt. “You are an expert in human gestures.
You need to identify words that may elicit semantically
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meaningful gestures(deictic, iconic, metaphoric) and their
types: (a) Metaphoric Gesture: Represents abstract ideas
or concepts physically, creating a vivid mental image. (b)
Iconic Gesture: Mimics the shape or action of the object
or concept being described. (c) Deictic Gesture: Points to
or indicates a person, object, or location. Format your re-
sponse as a python list of python tuples of (word, type). For
example: [(’hello’, ’beat’), (’world’, ’iconic’)]”

User Prompt. Identify at most 2 important words which
are more likely to elicit semantically meaningful gestures
and what are types of those gestures in following text:
“TEXT”.

10.5. Baseline Retraining Details
To be consistent with single speaker evaluation on BEAT2
dataset, we utilize released model weights by EMAGE [40].
For other approaches (including ours), we retrain the
method on single speaker data belong to speaker “scott”.
Since there are no available models for the chosen baselines
which have been trained on all speakers in BEAT2 dataset,
we train all the methods on complete dataset through
their provided codebases. Methods which do not contain
speaker specific generalizations like Audio2Photoreal [51],
are modified to include a speaker embedding along with
text and speech embeddings. Moreover, Audio2Photoreal
is adapted to support the skeletal format of BEAT2.

Lastly, ReMoDiffuse, originally released for text-to-
motion task, is modified for gesture synthesis and their re-
trieval process is implemented using text feature similarity
method. To ablate the training-time RAG, we further mod-
ify the ReMoDiffuse architecture to use our gesture encod-
ing and our retrieval algorithms, which is referred to as “Re-
MoDiffuse+Our Retrieval”. Analysis on this is given in the
Ablative Analysis section.
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