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Abstract
A common approach to make machine learning
inference more efficient is to use example-specific
adaptive schemes, which route or select models
for each example at inference time. In this work
we study a simple scheme for adaptive inference.
We build a cascade of ensembles (CoE), begin-
ning with resource-efficient models and growing
to larger, more expressive models, where ensem-
ble agreement serves as a data-dependent rout-
ing criterion. This scheme is easy to incorporate
into existing inference pipelines, requires no ad-
ditional training, and can be used to place mod-
els across multiple resource tiers—for instance,
serving efficient models at the edge and invok-
ing larger models in the cloud only when neces-
sary. In cases where parallel inference is feasible,
we show that CoE can improve accuracy rela-
tive to the single best model while reducing the
average cost of inference by up to 7×, and pro-
vides Pareto-dominate solutions in accuracy and
efficiency relative to existing adaptive inference
baselines. These savings translate to an over 3×-
reduction in total monetary cost when performing
inference using a heterogeneous cluster of GPUs.
Finally, for edge inference scenarios where por-
tions of the cascade reside at the edge vs. in the
cloud, CoE can provide a 14× reduction in com-
munication cost and inference latency without
sacrificing accuracy.

1. Introduction
The cost of inference of large models poses a significant bar-
rier to their adoption, particularly in resources-constrained
settings (Strubell et al., 2020; Kaplan et al., 2020). As mod-
els become larger in pursuit of improved accuracy, practi-
tioners may spend significant resources on improved models,
or settle for lower performing models due to hard resource
limits. Notably, in many such scenarios, a good portion of

1Carnegie Mellon University. Correspondence to: Steven Kola-
wole <skolawol@andrew.cmu.edu>.

Efficient Systems for Foundation Models. Workshop at the Inter-
national Conference on Machine Learning (ICML) 2024.

the data seen during inference time may be effectively eval-
uated using much smaller models (Chen et al., 2020; 2023;
Jitkrittum et al., 2023; Gupta et al., 2024). This presents an
opportunity to lower average inference cost per example—if
we can determine the least expensive model from a set of
models of increasing cost/accuracy to correctly evaluate a
given data point. This well-studied problem is often referred
to as adaptive inference, as the cost of inference adapts to
the ‘difficulty’ of each example.

A natural approach for adaptive inference is to cascade over
a set of models, starting from the least expensive and stop-
ping based on some exit criterion or deferral rule. Cascades
of various forms have been studied in the last few decades
(Breiman, 1996; Freund and Schapire, 1997; Rowley et al.,
1998; Viola and Jones, 2001; Soo, 2014). More recently,
model cascades have seen increasing attention from within
the ML community given the escalating size of models (e.g.,
Chen et al., 2023; Gupta et al., 2024). In its simplest form,
a cascade can be constructed using a Pareto-efficient set of
models combined with a deferral rule, a common choice
being the confidence scores of the models predictions (Viola
and Jones, 2001; 2004; Wang et al., 2018a; 2021). Prior
work has taken a variety of approaches to enhance model
cascades and deferral rules (see full discussion in Section 2).
Common approaches include designing model architectures
that require the training of new models from scratch (Cai
et al., 2019; Devvrit et al., 2023; Khare et al., 2023), or
routing schemes that require data-dependent training for
every task considered (Chen et al., 2023; Wang et al., 2023;
Yue et al., 2024). While these can potentially improve accu-
racy/efficiency trade-offs, they also incur significant com-
putational overhead in setup costs with additional cost for
every added task or data distribution.

In this work, we study a simple deferral rule based on the
scores produced by an ensemble of models and a voting
scheme, which we refer to as a "Cascade of Ensembles"
(CoE). When scores from a smaller set of ensembles do
not align, they trigger cascading, and inference is generated
at the next tier of (larger) models. This scheme has been
explored previously for specific applications of face detec-
tion (Zuo and de With, 2005; 2008; Susnjak et al., 2012).
However, to the best of our knowledge, our work is the
first to study the use of ensemble agreement as a generally
applicable deferral mechanism in modern ML workloads.
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Figure 1: Cascade of Ensembles (CoE): Cascading in CoE is triggered by inconsistency in the ensemble models’ predictions. If the
predictions of the smaller set of ensembles do not align, they trigger cascading, and inference is generated at the next tier of larger models.

We point to two trends that make CoE an increasingly feasi-
ble baseline in practice: (1) the growing ease of obtaining
models of various sizes and accuracies due to the rise of
model zoos (Wolf et al., 2019) as well as flexible compres-
sion schemes (Dettmers et al., 2022; Dennis et al., 2023;
Dery et al., 2024); and (2) an increased ability to execute
ensembles in parallel (or make parallel calls to black-box
model APIs) by using intra-machine parallelism or a clus-
ter of potentially heterogeneous machines (Fern and Givan,
2003; Kim et al., 2023; Miao et al., 2023).

With this motivation in mind, we revisit and rigorously study
the performance of CoE as a baseline for adaptive inference
in modern ML workloads. We provide a comprehensive
analysis of how such cascading systems perform, consider-
ing not just accuracy and computational efficiency, but also
communication costs and monetary expenses in practical
settings. This holistic view of efficiency in practical deploy-
ment scenarios has been largely overlooked in previous adap-
tive inference literature. Our results across diverse language
and vision tasks demonstrate that the simple idea of vot-
ing routinely outperforms—in both accuracy and efficiency
metrics—the single, best available model, as well as tradi-
tional confidence-based approaches for model cascading.
Additionally, CoE establishes judicious and cost-effective
performance in hardware-aware environments, such as edge-
to-cloud scenarios, where it not only retains its superior
accuracy, but also achieves up to a 14-fold reduction in com-
munication costs and inference latency, as well as more than
a 3-fold reduction in total monetary cost when performing
inference across heterogeneous GPU devices.

2. Related Work
Cascading based on scores. Various cascading methods,
for instance, for object detection (Rowley et al., 1998; Vi-
ola and Jones, 2004; Wang et al., 2011; Cai et al., 2015;
Angelova et al., 2015; Streeter, 2018), image classifica-

tion (Wang et al., 2018a; 2021), and text classification (Li
et al., 2021; Mamou et al., 2022; Varshney and Baral, 2022;
Lebovitz et al., 2023) have been explored in the literature.
In these settings, deferrals within cascading systems are usu-
ally performed using score-based methods using confidence
scores, entropy, and probabilities (Gangrade et al., 2021;
Geifman and El-Yaniv, 2019; Narasimhan et al., 2022).
However, while using confidence scores of existing mod-
els is inexpensive, these scores are required to be well-
calibrated, which is less common for off-the-shelf models
(Guo et al., 2017; Enomoro and Eda, 2021). Existing meth-
ods employ a variety of techniques to work around this, such
as difficulty-aware regularization (Li et al., 2021), explicitly
adding deferrals as a prediction (Wang et al., 2018a), and
calibration mechanisms (Nie et al., 2024). Recently, Jitkrit-
tum et al. (2023) explored the specific practical settings
under which confidence-based deferral in cascades could
suffer; these settings include: scenarios where downstream
models are specialists (the error probability of the down-
stream model is highly non-uniform across samples), when
samples are subject to label noise, and in the presence of a
distribution shift between the train and test set. Notably, in
all these failure modes, where confidence-based cascades
tend to be inadequate, our CoE approach is likely to offer
improvements, as ensembles are known to help induce di-
versity, enable robustness to noise, and mitigate issues of
distribution shift (Gontijo-Lopes et al., 2022; Sharkey, 1996;
Dietterich, 2000; Džeroski and Ženko, 2004).

Cascades with routing procedures. Due to the down-
sides of confidence scores, certain methods avoid it entirely
by training procedures independent of the model set to route
instances as needed. Guan et al. (2018) developed a selec-
tion module trained to determine the best-fit classifiers for
data instances. WILLUMP (Kraft et al., 2020) explored
cascading based on feature representation, using cost mod-
els to identify important features in binary classification

2



Revisiting Cascaded Ensembles for Efficient Inference

tasks and training approximate models that classify easy
data inputs exhibiting these features. More recently, Frugal-
GPT (Chen et al., 2020; 2023) introduced an LLM cascade
strategy that triages different queries in a dataset to differ-
ent combinations of LLMs. To do this, it introduces two
components: a newly trained DistilBERT-based LLM router
and a scoring function. AutoMix (Madaan et al., 2023) of-
fers a cascading method for black-box LLM APIs, where
the prediction vector and scores are typically unavailable.
They propose a few-shot self-verification mechanism and a
Markov-based meta-verifier for cascading, which is tested
on several context-grounded datasets. Relative to CoE, these
more complex methods require additional data-dependent
training and assume that the test data distribution is known
beforehand, which leads to extra overhead and reduces ap-
plicability in practice.

Dynamic/Adaptive networks. Routing procedures typ-
ically train an independent routing mechanism, keeping
the Pareto set of models untouched. However, for many
medium-scale applications, methods have been explored
that learn a Pareto-set of models and stopping criterion to-
gether. For example, early exit methods of (Huang et al.,
2018; Wang et al., 2018b; Xin et al., 2020; Schuster et al.,
2022), subnetworks extraction methods, (Yu et al., 2018;
Yu and Huang, 2019; Chen et al., 2021; Hou et al., 2020;
Han et al., 2022; Devvrit et al., 2023), composition-based
methods (Suggala et al., 2020; Dennis et al., 2023; Du and
Kaelbling, 2024) are some of the more recent examples.
CoE does not fit into this category, as we use existing mod-
els as they are and do not require training specially designed
architectures or training from scratch.

Cascading and ensembles. Finally, prior works have ex-
plored a specific variant of cascaded ensembles for the ap-
plication of face detection (Zuo and de With, 2005; 2008;
Susnjak et al., 2012). These earlier methods used ensembles
of specialized face detectors in their cascade designs, each
focusing on a specific sub-region of the face space, with
decision networks combining the outputs of these compo-
nent binary classifiers. In contrast, our work proposes a
significantly more general and widely applicable approach—
considering the use of cascaded ensembles for modern ML
problems involving ensembles of pre-trained neural net-
works, without incurring setup costs or requiring extensive
hyperparameter tuning.

3. Cascaded Ensembles for Adaptive Inference
We detail our problem setup here, first outlining standard
model selection procedures, and then formalizing the ideas
of adaptive inference (Section 3.1) and deferral rules (Sec-
tion 3.2) before introducing the cascaded ensemble (CoE)
approach.

Standard model selection. Let X denote an instance
space and Y = [L] = {1, 2, . . . , L} denote the label space.
In multi-class classification, we are provided with a data
set D := {(xi, yi)}i ⊂ X × Y sampled according to some
unknown distribution P over X ×Y . Our goal is to construct
a classifier h : X → Y that minimizes the misclassification
error or the riskR(h) = P(y ̸= h(x)). Since the population
distribution P is unavailable to us, we minimize the empiri-
cal risk over a subset of the data, the training data Dtrain. In
a typical workflow, we use many training runs with poten-
tially different compression techniques to construct a set of
candidate classifiers. The validation error of all classifiers
is computed, by computing the error on an unseen split of
the data Dval. This is then used to perform model selection;
picking the best model to deploy—the underlying theory
being that the error on the Dval is a consistent, unbiased
estimate of the error R(h) = P(y ̸= h(x)) we can expect
to see during inference. Oftentimes, we are also provided
with a scoring function s : X → [0, 1] for each classifier h,
typically constructed from the unscaled classifier outputs.

3.1. Deferral Rule Based Adaptive Inference

We can contrast this standard model selection procedure to
adaptive inference, where instead of picking a single ‘best’
model for inference, we wish to maintain a set of models and
pick models at inference time in a data dependent manner.
The focus of this work is on the case where a set containing
models with varying cost of inference and performance
is provided to us, e.g., potentially via an existing model
zoo (Wolf et al., 2019).

Rule-based cascading is a simple, training-free approach to
adaptive model selection for efficient inference. Here, the
idea is to use the most resource efficient and (likely) least
accurate model by default and use a deferral rule to deter-
mine if a model with lower error but higher resource cost
should be used for the current sample. The intuition is that
we can use the efficient classifier to classify ‘easy’ samples,
and reserve the larger classifier for ‘harder’ samples.

Let h be any classifier and C : H → R+ be a function
such that C(h) denotes the cost of inference of a classifier
h. Consider the simple case of a cascade with two models,
M = {h1, h2} such that C(h1) ≤ γC(h2) for some γ ≥ 1.
Let r : X → {0, 1} denote a deferral rule such that when
r(x) = 1, we use h1 to evaluate x and defer otherwise. Let
rideal denote an optimal deferral rule, that minimizes the
risk across all rules r : X → {0, 1} under the assumed
distribution P,

rideal ∈ argmin
r
R(r;h1, h2). (1)

While we rarely have access to an optimal rule during infer-
ence, we can construct optimal rules in an idealized setting,
for instance assuming access to the true label y;
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Figure 2: Comparing the cost and performance of ensembling to that of pareto set of single models. The change in accuracy over the best
single model in the ensemble is marked with an arrow. Ensembling measurably improves accuracy. However, this is not Pareto-optimal;
as we show, inference-time vs. accuracy results can be made Pareto-optimal by parallelizing ensemble inference.

Proposition 1. Let (x, y) ∼ P . Then, the deferral rule
rideal(x) = 1 − I[h1(x) = y] is optimal and attains
minrR(r;h1, h2).

Since we only have access to x and not y, we cannot directly
employ any of these rules. We instead try to approximate
them, and analyze the approximations based on their excess
risk in the subsequent subsections.

3.2. Approximating the Optimal Deferral Rule

The risk in the standard classification setting can be restated
in terms of the conditional distribution P(y = h(x) | x) as

R(h) = P(y ̸= h(x)) = E
[
I[y ̸= h(x)]

]
= 1− Ex

[
P(y = h(x) | x)

]
. (2)

Consider the classifier, h∗(x) = argmaxy P(y | x) that
given a data point x, assigns the label with the largest proba-
bility of being correct under P. This classifier can be shown
to attain the optimal risk in (2) and is known as the Bayes op-
timal classifier. Training is then thought of as constructing
as estimator p̂(y | x) for P(y | x) and using it to construct
the classifier h(x) = argmaxy p̂(y | x).
This point of view readily applies when using a cascade
classifier with a deferral rule r. Consider the cascade with
two modelsM = {h1, h2} and a deferral rule r. The risk
can be stated as

R(r;h1, h2) = 1− Ex

[
P(y = h(x; r, h1, h2) | x)

]
.

We can define the Bayes optimal deferral rule as the one
that attains the minimum Bayes risk. The optimal rule rideal
defined in Proposition 1 can be used to construct Bayes opti-
mal rule, if we assume access to the conditional distribution
P(h(x) = y | x). In particular, the scoring function s(x)
associated with each classifier h(x) can be argued to be

Algorithm 1 Deferral Based Cascade

Require: Set of ensembles M = {H1, H2, . . . ,HnE
},

voting threshold θv
Require: A new inference data point x.

Current cascade tier, i← 1
Cascaded prediction, y ← ∅
for i ∈ {1, . . . , nE} do

y ← Hi(x)
if vote(x,Hi) ≥ θv then

break
end if

end for
return y

an estimator of P(h(x) = y | x) and used to construct a
deferral rule, as stated here

rθ(x) =

{
1 s1(x) ≥ θ

0 s1(x) < θ.

This is the point of view taken by Jitkrittum et al. (2023),
for instance, where they consider the excess risk and de-
sign various estimators for it based on insights from their
analysis. We consider a simple modification of this defer-
ral rule where, instead of using a single model h1 at the
first level, we use an ensemble of models. Ensembles of-
ten reduce the variance in prediction scores, resulting in an
accuracy increase (e.g., Figure 2, (García-Pedrajas et al.,
2005; Gontijo-Lopes et al., 2022)). We use the voted major-
ity prediction of an ensemble of models and the number of
votes for the prediction to construct our deferral rule.

CoE deferral rule. Concretely, let H(x) denote an en-
semble classifier consisting of models {h1, h2, . . . , hnE

}.
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Figure 3: Pareto curves of CoE vs. confidence-based cascades (WoC) (Wang et al., 2021) and best single models on diverse tasks. We
alternate between 2

3
and 100% agreement consistency for CoE’s tier models. For WoC, we tune its cascade configurations across the best

four of its confidence thresholds and generate results from their most performant cascades. CoE maintains a Pareto-optimal curve, which
consistently outperforms both methods in accuracy with lower FLOPs costs.

Let vote(x;H) = 1
nE

∑
h I[H(x) = h(x)] denote the frac-

tion of votes received by the majority prediction, H(x) and
let s(x;H) denote the average score of the majority predic-
tion. Similar to before, we can now consider the cascade
constructed from two ensemblesM = {H1, H2} and the
ensemble based deferral rule, parameterized by a voting
threshold θv ∈ [0, nE ] ,

rensbl(x; θv) =

{
1 vote(s;H1) ≥ θv

0 otherwise.
(3)

While this deferral rule is designed for a two stage ensem-
ble cascade, we can extend this to more tiers chosen in a
problem specific manner as specified in Algorithm 1.

4. Experiments
Experimental setup and procedures. To evaluate the
performance of CoE, we conduct a series of experiments
using benchmark datasets for various image and language
tasks. The datasets include CIFAR-10 (Krizhevsky and
Hinton, 2009) and ImageNet-1K (Deng et al., 2009) for
image classification, SST-2 (Socher et al., 2013) and Twitter
Financial News for sentiment analysis, and SWAG (Zellers
et al., 2018) for multiple-choice question answering. We use
a diverse collection of models across both task modalities

to form our ensembles. For language tasks, we use the
BASE and LARGE models from the model families of BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019), XLNet
(Yang et al., 2019), and ELECTRA (Clark et al., 2020). All
models are routinely picked from HuggingFace Zoo (Wolf
et al., 2019) for inference generation without any additional
training effort on our end.

As described in Algorithm 1, we construct CoE by starting
with the most resource-efficient models and cascading tier
by tier until the predictions of the models in a given tier
are consistent or inference is generated at the last tier. We
consider cascades where either all or a majority (e.g., 2

3 ) of
the models’ predictions agree.

For evaluation, we measure inference accuracy and effi-
ciency using key indicators such as floating point operations
(FLOPs) and inference latency. The latter was particularly
emphasized in hardware-aware scenarios where edge device
constraints were simulated. All metrics are measured on
the respective data test sets. For most of our experiments,
we assume that inference can be generated in parallel in
accordance with recent advances in intra- and inter-machine
parallelism; hence, we take the numbers of the least efficient
models in each ensemble tier for the efficiency metrics.
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4.1. Adaptive Model Selection

As baselines, we compare CoE directly—as shown in
Figure 3—with the best singular models and Wisdom-of-
Committees (WoC) (Wang et al., 2021), a popular and rep-
resentative confidence-based model cascading method.

Each ensemble tier within CoE has a number of models
ranging from 2 to 5, which are flexible based on the users’
resource constraints. We maintain a consistent number of
models across all ensembles, with the last tier containing
just the best singular model. We also enable a flexible agree-
ment scheme where 2

3 of the models is enough to ensure
consistency for cascading, as opposed to having all models
agree to pass the consistency check. Intuitively, this helps to
establish a more flexible accuracy-efficiency pareto curve,
given that cascading would be triggered less if a smaller
number of models were needed to verify consistency.

For the WoC method, we consider a scenario that is advanta-
geous to this approach by selecting the best singular model
from each performance tier and cascading between them.
Since the optimal confidence cascade threshold for a given
task cannot be known beforehand, we perform hyperparam-
eter tuning by cascading using a wide range of confidence
thresholds.

For each run, we perform iterative experiments, varying
the length of the cascade tiers based on the availability of
distinct performance tiers. For example, we can cascade
up to 5 tiers for the CIFAR-10 task, but we have a tier
of two for language tasks since we typically only cascade
between the BASEmodels and the best single LARGEmodel.
This setting applies to CoE and the confidence-based WoC
approach.

Accuracy-FLOPs trade-offs. As shown in Figure 3, both
cascading approaches match or exceed the accuracy of the
best singular models. However, it should be noted that for
WoC, an optimal threshold that works for all data distribu-
tions or taks cannot be easily determined beforehand, as
shown by the various locations of suboptimal WoC cascades
in the results. Previous work usually selects thresholds by
performing grid searches on held-out validation sets (Wang
et al., 2021). On the other hand, CoE shows a stable Pareto
curve that provides better accuracy than the singular models
(and WoC cascades) available at similar costs can offer.

4.2. Model Cascading in Hardware-aware Settings

We additionally consider simulating scenarios that resem-
ble (1) multi-GPU settings by measuring (both monetary
and inference) the costs of utilizing cascades on GPUs with
cost estimates from Lambda Cloud (Lambda, 2024) and (2)
edge-to-cloud deployment by accounting for additional la-
tency between ‘edge’ devices (e.g., smartphones) and ‘cloud’
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Figure 4: Total GPU usage costs of CoE vs. using the best model.
Cascade of ensembles, at reduced costs of GPU usage, exceed the
accuracy of the single best models in all task categories.
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Figure 5: Edge-to-Cloud Cascading: We simulate a single-
instance inference setup, as might be seen in real-time applications
where predictions may need to be made as new data becomes avail-
able. Cascading systems, as shown with CoE, can enable small
models to be served at the edge without sacrificing accuracy—
leading to large savings in communication costs over the alterna-
tive of using only the highest accuracy/largest model residing in
the cloud.

servers to study the effect of cascading in a real-world dis-
tributed setting.

GPU costs. We retrieve the costs of GPU usage by hour
from Lambda Cloud’s pricing (Table 1). For simplicity, we
assume that each ensemble tier is set up on the equivalent,
distinct GPU type in increasing order of sophistication. We
show a summary in Figure 4 and present the detailed results
in Table 2. The fraction of test samples denotes the number
of data points that exited (after consistent agreement) at
each tier. It is worth noting in these results that while larger
model tiers are also used, cascading ensures that they are
used sparingly, as needed, and this helps to keep the costs
(in terms of GPU costs, latency, and FLOPs) low. In fact,
using CoE leads to outperforming the best singular model
in each task on all three metrics for efficiency while also
improving upon the best model in terms accuracy.
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Communication overhead. To evaluate the real-world
performance of our cascaded inference system, we must
consider the impact of communication overhead, as would
occur in practical settings. Since this overhead (latency de-
lays incurred due to factors like network speed, serialization
overhead, network congestion, etc.) can easily exceed infer-
ence latency, we use known latency setup numbers of edge
devices (i.e., Raspberry Pis and smartphones) and cloud
servers from Zhu et al. (2021); Lai et al. (2022)’s bench-
marks. The delay parameters adopted range from small,
medium, to large [1 us, 10 ms, 100 ms, 1000 ms], where
near-instantaneous local communication (< 1 microsecond)
can be expected to occur with base cascade tiers performing
inference on-device, and substantial network delays might
occur (> 1 second) in a worst-case edge-to-cloud transmis-
sion. Our experiments simulate these delays by applying
them to the cascade exit points for each dataset, thus captur-
ing the time cost of transitioning between tiers or devices
in a practical setting. Specifically, we introduced the small-
est delay at the first cascade tier—where inference might
feasibly occur on-device with minimal latency—and the
largest delay at the final cascade tier, which assumes the
most significant latency scenario involving edge-to-cloud
transmission.

Our results, as shown in Figure 5, reveal that even with
the added complexity of cascading, judicious layering of
models can lead to significant latency reductions along with
superior accuracy compared to relying on a single, poten-
tially resource-intensive model, particularly in scenarios
where communication costs are large yet accuracy is of
great importance. In particular, we see that cascading in
these scenarios provides an even greater 14× reduction in
communication cost relative to performing inference using
the best single model alone.

5. Discussion & Future Work
In this work, we explore a straightforward approach for im-
plementing cascaded inference—using existing models in
their current form and capitalizing on the concept of mutual
prediction consistency through a cascade of ensembles to
inform deferral decisions. We formulated the challenge of
devising an effective deferral rule as a problem of statis-
tical estimation and provided insights into the conditions
under which cascading is likely to yield benefits. Our em-
pirical evaluations spanned numerous tasks and cascading
tiers, where our approach not only outperformed existing
methods but did so without incurring the costs typically
associated with constructing functional cascade frameworks.
Additionally, we assessed our cascade methodology’s de-
ferral rates in on-device inference contexts, demonstrating
potential communication and cost gains corresponding to
various deferral rates.

Looking ahead, several avenues for advancing this work
merit consideration. These include: (i) building more di-
verse CoE by extending our collection through the use of
model compression techniques; (ii) extending the cascading
approach to incorporate additional data and task modali-
ties, e.g., audio; and (iii) addressing the complex problem
of using cascading inference mechanisms on open-ended
generation tasks (Gupta et al., 2024). These directions can
potentially extend the robustness and efficiency of cascad-
ing inference systems, paving the way for broader and more
adaptable applications in real-world settings.
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A. Model Cascading
A.1. Cost Benefits

Based on Section 4.2, Table 1 shows the GPU pricings
across several tiers retrieved from Lambda Cloud; Table 2
shows a detailed analysis of costs across all cascade depths,
associated with the number of cascade exits at each cas-
cade depths, to provide holistic efficiency comparisons of
the aggregated cascade costs against using the best and
most resource-intensive model with cascading dominating
in every single aspect; Figure 6 certifies the assumption
that larger models are significantly better, ensuring a pareto
curve, which must be a guarantee for cascading to be func-
tional, and; Figure 7 shows an in-depth analysis of how
often cascade exits occur across depths, given the number
of models participating in the decision-making process in
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each cascade tier. Typically, most cascade exits occur in the
early rounds (as also shown in Table 2), ensuring that the
more cost-intensive cascade tiers featuring more complex
models are reserved for the harder test instances.

GPU Cost per Hour (USD)
V100 0.5

A6000 0.8
A100 1.29
H100 2.49

Table 1: GPU usage costs estimates from Lambda Cloud (Lambda,
2024).
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Figure 6: Pareto optimal set of models for two datasets.

A.2. Parallel vs. sequential inference execution

Figure 2 shows that ensembling measurably improves ac-
curacy, although at higher FLOPs. But this is made pareto
optimal by parallelizing ensembles, as we did with CoE,
given the increased ability to easily execute ensembles in
parallel by leveraging intra-machine parallelism. In Figure
8, we show the superiority of parallel inference execution
for cascading over using the best single model. We also
show that in the (unlikely) worst-case scenarios in which
every single inference has to be sequentially produced over

each ensemble and cascade, there are considerable (albeit
much reduced) savings over the largest single models at still
better accuracy.

A.3. Error Analysis

To analyze how we can improve our current system even
better, we investigate the cases where the ensemble strategy
yields incorrect predictions despite the consensus among
the models. This means that cascading is not triggered, even
though the smaller models are wrong. To understand why
and what the best singular model would do in these cases,
we examine the relationship between the test instances that
produce incorrect agreements and how the large model per-
forms in those cases, as shown in Table 3. The numbers indi-
cate that the proportions of incorrect large model predictions
in instances where incorrect agreements occur range from
half to 2

3 of the incorrect agreements. This signifies that the
difficulty of the test instances may be the primary reason
for wrong agreements, since the large model is failing at
most of these instances as well. In particular, ensuring that
all models agree mitigates less reliable consensus to a good
extent. Future work can explore how to completely elimi-
nate this scenario without additional overhead (metaverifiers
usually require task-specific training, and this complexity
scales linearly with every new task considered).
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Table 2: Table describing various metrics at different cascade tiers for each dataset. Each dataset’s row consists of the following metrics:
the fraction of samples processed at each depth, the cost of Total GPU usage per hour at each tier, the average latency of the specific tier
(in milliseconds), and the average FLOPs at each tier (floating-point operations). The CoE column for each metric represents the entire
cascading system’s average across all cascade depths.

Best Single

Dataset Metric Tier 1 Tier 2 Tier 3 Tier 4 CoE Model

CIFAR-10 Frac. Samples (total=10,000) 0.73 0.09 0.08 0.10 1.00 1.00

Total GPU Cost ($ / hour) 0.36 0.07 0.11 0.24 0.79 2.49

Avg. Latency (ms) 3.11 3.79 7.76 9.07 4.13 9.07

Avg. FLOPs 5.42e6 2.32e7 1.16e8 2.47e8 3.97e7 2.48e8

ImageNet-1K Frac. Samples (total=50,000) 0.52 0.29 0.19 - 1.00 1.00

Cost ($ / hour) 0.26 0.23 0.25 - 0.74 1.29

Avg. Latency (ms) 2.45 2.88 3.17 - 2.71 3.17

Avg. FLOPs 2.15e9 3.90e9 4.30e9 - 3.07e9 4.30e9

SWAG (MCQ) Frac. Samples (total=20,006) 0.71 0.29 - - 1.00 1.00

Cost ($ / hour) 0.36 0.23 - - 0.59 0.80

Avg. Latency (ms) 4.52 8.05 - - 5.53 8.05

Avg. FLOPs 1.88e10 6.67e10 - - 3.25e10 6.67e10

SST-2 Frac. Samples (total=872) 0.93 0.07 - - 1.00 1.00

Cost ($ / hour) 0.46 0.06 - - 0.52 0.80

Avg. Latency (ms) 3.88 7.22 - - 4.13 7.22

Avg. FLOPs 5.43e9 1.68e10 - - 6.26e9 1.68e10

Twitter Fin News Frac. Samples (total=822) 0.65 0.35 - - 1.00 1.00

Cost ($ / hour) 0.32 0.28 - - 0.61 0.80

Avg. Latency (ms) 4.05 7.26 - - 5.19 7.26

Avg. FLOPs 6.83e9 2.42e10 - - 1.30e10 2.42e10

Table 3: Wrong agreements vs. incorrect large model predictions: The percentage of large model incorrect predictions for test instances
that produced incorrect agreements tends to range between 1

2
and 3

4
of the incorrect agreement numbers.

SWAG (20,000 samples) SST-2 (872 samples) Twitter Financial News (822 samples)

CoE config Wrong agreement Big model Rate % Wrong agreement Big model Rate % Wrong agreement Big model Rate %

2 models, threshold=1.0 1672 992 59.33 29 21 72.41 31 19 61.29

3 models, threshold=0.66 3198 1647 51.5 43 24 55.81 92 41 44.57

3 models, threshold=1.0 1119 738 65.95 24 19 79.17 23 16 69.57

4 models, threshold=0.66 2141 213 56.66 38 24 63.16 70 34 48.57

4 models, threshold=1.0 781 544 69.65 16 14 87.50 17 12 70.59
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Figure 7: where the ‘average savings’ come from The above plot shows the distribution of CoE’s performance tiers on CIFAR-10. Note
how the distribution flattens out as we increase the threshold.
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