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Abstract001

Mouse movement trajectories in online surveys has002

been shown to reflect question difficulty during on-003

line surveys. We explore the use of deep neural net-004

work embeddings to summarize these trajectories,005

using a ResNet-based architecture applied to time-006

normalized cursor paths. Clustering and UMAP007

visualization of these embeddings on a subset of the008

data reveal a combination of large, dense clusters009

and smaller, distinct subgroups, suggesting diverse010

movement patterns among respondents. These pre-011

liminary findings indicate that neural embeddings012

can capture meaningful structure in survey inter-013

action behavior, providing a foundation for further014

investigation into individual differences and adaptive015

survey design.016

1 Introduction017

Online surveys provide a scalable means to measure018

opinions, attitudes, and knowledge. However, unlike019

laboratory experiments, online surveys lack control020

of the environment of the respondent and, with it,021

the possibility to capture and respond to engage-022

ment, distractions, frustrations etc. respondents023

encounter [1]. Behavioral traces such as tracking the024

mouse movements and clicks of survey respondents025

can offer a richer view of the cognitive and motor026

processes that underlie responses [2, 3]. While mouse027

tracking has been used to infer hesitation, response028

uncertainty, and estimate workload [4, 5], less is029

known about how personalized these patterns are:030

do individuals exhibit consistent movement styles031

across different survey contexts? If so, is this ef-032

fect consistent over time and perhaps across certain033

demographics?034

We address these questions by applying deep learn-035

ing methods to extract embeddings summarizing036

each respondent’s cursor dynamics. By comparing037

feature spaces across survey tasks, we examine the038

degree of behavioral personalization and its relation039

to demographic and cognitive variables.040

Figure 1. Input trajectory images for ResNet with color
coding. Black (0, 0, 0) is used for the lines connecting
the data points. Values between 50-149 indicate time
(red channel), velocity (green channel), and acceleration
(blue channel) of the data point. Values from 150-255
were reserved for visualizing the layout, and the red
circles are clicks.

2 Methods 041

2.1 Data Collection 042

We collected mouse movement trajectories from 043

Understanding America Study (UAS) respondents 044

across three survey waves (January 2024, January 045

2025, and October 2025), encompassing questions 046

on demographics, mental health, political opinions, 047

and changes in lifestyle, employment, housing, and 048

family composition. Emotional and political opin- 049

ion questions further include self-reported difficulty 050

levels on a 7 point scale. For each item, we recorded 051

timestamped coordinates (t, x, y), interaction events, 052

and the underlying page layout. 053

2.2 Preprocessing 054

Using the mousetrap package [6], we time- 055

normalized trajectories 101 samples per page, and 056

derived cursor velocity, acceleration and distance 057

traveled (among other features) at each timestep, 058

producing a matrix R101×3 representing position 059

and dynamics. We then represented trajectories 060

as images and the derived features via the RGB 061

color channels, as visualized in figure 1. Each image 062

represents the trajectory for one question for one 063

respondent and served as inputs for the models. 064
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2.3 Neural Network Architecture065

We created two ResNet-based classifiers:066

1. Base ResNet-50: We used a pretrained ResNet-067

50 architecture (trained on ImageNet) as a fea-068

ture extractor by removing the final classification069

layer. The resulting feature embeddings from the070

penultimate layer were then used as input for the071

clustering analysis.072

2. Age-trained ResNet-50: Starting from the073

same pretrained ResNet-50 backbone, we re-074

placed the original classification head with a new075

one trained on our dataset to predict age classes.076

During fine-tuning, all ResNet layers were up-077

dated to adapt the network to the specific char-078

acteristics of our image data, which differ from079

those in the original ImageNet training set. After080

training, the classification layer was removed, and081

the fine-tuned feature embeddings were used for082

clustering.083

The resulting embeddings zi ∈ Rd encode individ-084

ual movement styles and serve as input for clustering085

and similarity analyses.086

2.4 Clustering & Similarity Analysis087

We applied unsupervised methods (k-means, UMAP088

visualization) to explore structure in the embedding089

space. Clustering quality was evaluated with respect090

to:091

Survey content: Consistency across different ques-092

tion types (e.g. demographics, factual, behavioral,093

opinion questions).094

MouseTrap features: Examine number and dura-095

tion of hovers, horizontal and vertical flips, specific096

curves/movements across clusters.097

Individual differences: Consistency of individ-098

ual respondents, and, given this, how stable these099

patterns are over time (between survey waves).100

Demographics: Distribution of demographic char-101

acteristics such as age, education level, and gender102

between clusters.103

Difficulty level: Examining whether embeddings104

corresponding to similar self-reported task difficulty105

ratings cluster together.106

3 Results107

Preliminary analyses on a subset of the data are108

shown in Figure 2, which presents a two-dimensional109

UMAP embedding with 10 clusters.110

The embedding exhibits a curved shape with two111

tails, where Clusters 4, 7, 9, and 0 are located, sug-112

gesting they represent less common patterns. Most113

points form dense clusters, with Clusters 1, 2, and114

6 being particularly large, while Clusters 3, 5, and115

4 are small or singleton clusters, highlighting rare116

Figure 2. UMAP embedding of the subset of the data
colored by 10 clusters.

or unique instances. Overall, the visualization in- 117

dicates a combination of dominant patterns and 118

diverse, smaller subgroups within the dataset. 119

4 Discussion and Conclusion 120

The UMAP embedding of ResNet-derived embed- 121

dings reveals both large, dense clusters and smaller, 122

distinct subgroups, reflecting dominant behavioral 123

patterns alongside rare or unique movement styles. 124

Tails in the embedding, where Clusters 4, 7, 9, and 0 125

reside, indicate less common behaviors that warrant 126

further analysis. Prior to the conference, we will 127

extend the analysis to the full dataset, refine clus- 128

tering parameters, and examine the characteristics 129

of smaller clusters and outliers. Additionally, we 130

will evaluate cluster quality against survey content, 131

mouse-tracking features, individual consistency, and 132

demographic variables, providing a more complete 133

understanding of personalized behavioral signatures. 134

Acknowledgments 135

We would like to thank our collaboration part- 136

ners as well as the participants of the Understand- 137

ing America Study for their valuable contributions. 138

Funded by the Deutsche Forschungsgemeinschaft 139

(DFG, German Research Foundation) – project num- 140

ber 396057129 (”Statistical modeling using mouse 141

movements to model measurement error and improve 142

data quality in web surveys”). 143

References 144

[1] M. P. Couper. “Web surveys: A review of is- 145

sues and approaches”. In: Public Opinion Quar- 146

terly 64.4 (2000), pp. 464–494. doi: 10.1086/ 147

318641. 148

2

https://doi.org/10.1086/318641
https://doi.org/10.1086/318641
https://doi.org/10.1086/318641


NLDL
#45

NLDL
#45

NLDL 2026 Abstract Submission #45. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

[2] R. Horwitz, S. Brockhaus, F. Henninger, P. J.149

Kieslich, M. Schierholz, F. Keusch, and F.150

Kreuter. “Learning from Mouse Movements: Im-151

proving Questionnaires and Respondents’ User152

Experience Through Passive Data Collection”.153

In: Advances in Questionnaire Design, Devel-154

opment, Evaluation and Testing (Dec. 2019),155

pp. 403–425. doi: 10.1002/9781119263685.156

ch16. url: http://dx.doi.org/10.1002/157

9781119263685.ch16.158

[3] C. A. McClain, M. P. Couper, A. L. Hupp, F.159

Keusch, G. Peterson, A. D. Piskorowski, and160

B. T. West. “A typology of web survey para-161

data for assessing total survey error”. In: Social162

Science Computer Review 37.2 (2019), pp. 196–163

213. doi: 10.1177/0894439318759670.164

[4] A. Thorpe, J. Friedman, S. Evans, K. Nesbitt,165

and A. Eidels. “Mouse Movement Trajecto-166

ries as an Indicator of Cognitive Workload”.167

In: International Journal of Human–Computer168

Interaction 38.15 (2022), pp. 1464–1479. doi:169

10.1080/10447318.2021.2002054.170

[5] A. Fernández-Fontelo, P. J. Kieslich, F. Hen-171

ninger, F. Kreuter, and S. Greven. “Predict-172

ing question difficulty in web surveys: A ma-173

chine learning approach based on mouse move-174

ment features”. In: Social Science Computer175

Review 41.1 (2023), pp. 141–162. doi: 10.1177/176

08944393211032950.177

[6] D. U. Wulff, P. J. Kieslich, F. Henninger,178

J. M. B. Haslbeck, and M. Schulte-Mecklenbeck.179

Movement tracking of psychological processes:180

A tutorial using mousetrap. 2023. doi: 10 .181

31234/osf.io/v685r. url: https://osf.182

io/preprints/psyarxiv/v685r.183

3

https://doi.org/10.1002/9781119263685.ch16
https://doi.org/10.1002/9781119263685.ch16
https://doi.org/10.1002/9781119263685.ch16
http://dx.doi.org/10.1002/9781119263685.ch16
http://dx.doi.org/10.1002/9781119263685.ch16
http://dx.doi.org/10.1002/9781119263685.ch16
https://doi.org/10.1177/0894439318759670
https://doi.org/10.1080/10447318.2021.2002054
https://doi.org/10.1177/08944393211032950
https://doi.org/10.1177/08944393211032950
https://doi.org/10.1177/08944393211032950
https://doi.org/10.31234/osf.io/v685r
https://doi.org/10.31234/osf.io/v685r
https://doi.org/10.31234/osf.io/v685r
https://osf.io/preprints/psyarxiv/v685r
https://osf.io/preprints/psyarxiv/v685r
https://osf.io/preprints/psyarxiv/v685r

	Introduction
	Methods
	Data Collection
	Preprocessing
	Neural Network Architecture
	Clustering & Similarity Analysis

	Results
	Discussion and Conclusion

