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ABSTRACT

We propose a confidence scoring mechanism for multi-layer neural networks
based on a paradigm of a base model and a meta-model. The confidence score
is learned by the meta-model using features derived from the base model–a deep
neural network considered a whitebox. As features, we investigate linear classi-
fier probes inserted between the various layers of the base model and trained using
each layer’s intermediate activations. Experiments show that this approach outper-
forms various baselines in a filtering task, i.e., task of rejecting samples with low
confidence. Experimental results are presented using CIFAR-10 and CIFAR-100
dataset with and without added noise exploring various aspects of the method.

1 INTRODUCTION

With the advancement of deep learning techniques, models based on neural networks are entrusted
with various applications that involve complex decision making, such as medical diagnosis (Caruana
et al. (2015)), self-driving cars (Bojarski et al. (2016)), or safe exploration of an agent’s environment
in a reinforcement learning setting (Kahn et al. (2017)). While the accuracy of these techniques has
improved significantly in recent years, they are lacking a very important feature: an ability to reliably
detect whether the model has produced an incorrect prediction. This is especially crucial in real-
world decision making systems: if the model can sense that its prediction is likely incorrect, control
of the system should be passed to fall-back systems or to a human expert. For example, control
should be passed to a medical doctor when the confidence of a diagnosis with respect to a particular
symptom is low (Jiang et al. (2011)). Similarly, when a self-driving car’s obstruent detector is not
sufficiently certain, the car should rely on other (fall-back) sensors, or choose a conservative action
of slowing down the vehicle (Kendall & Gal (2017)). Lack of, or poor confidence estimates can
possibly result in loss of human life (NHTSA (2017)).

In this paper we address this problem by pursuing the following paradigm: a learnable confidence
scoring mechanism acts as an “observer” (meta-model) on top of an existing neural classification
model (base model). The observer collects various features from the base model and is trained to
predict success or failure of the base model with respect to its original task (e.g., image recognition).
Formally, we would like to have a meta-model G that, given a base model y = F(x), produces a con-
fidence score z = G(x,ΘF ) (where ΘF denotes the parameters of the base model). The confidence
score z need not be a probability: it can be any scalar value that relates to uncertainty and can be
used to filter out the most uncertain samples based on a threshold value.

To generate confidence scores we propose a meta-model utilizing linear classifier probes (Alain &
Bengio (2016)) inserted into the intermediate layers of the base model (hence referred to as white-
box due to its transparency with respect to the internal states). We use a well-studied task of image
classification as the focus of this paper and show that the confidence scores generated by the white-
box meta-models are superior to standard baselines, especially when noisy data are considered in
the training. By removing samples deemed most uncertain by our method, the precision of the base
model improves significantly. Additionally, we show in the experiments that our method extends to
handling out-of-domain samples: when the base model encounters out-of-domain data, the whitebox
meta-model is shown capable of rejecting these with better accuracy than baselines.
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2 RELATED WORK

The work on Monte Carlo dropout (Gal et al. (2017), Gal & Ghahramani (2015)) to estimate model
uncertainty can be applied to the filtering task at hand. In an autonomous driving application this ap-
proach showed that model uncertainty correlated with positional error (Kendall et al. (2016)). In an
application to image segmentation uncertainty analysis was done at the pixel level and overall clas-
sification accuracy was improved when pixels with higher uncertainty were dropped (Kampffmeyer
et al. (2016)). Monte Carlo dropout was used to estimate uncertainty in diagnosing diabetic retinopa-
thy from fundus images (Leibig et al. (2017)). Significant diagnostic performance improvement was
reported when uncertainty was used to filter out some instances from model based classification.

Uncertainty estimates from methods like Monte Carlo dropout can be viewed as providing intrinsic
features about a model’s prediction for an instance, which can be subsumed by the meta-model
approach we are proposing.

In a broader context, the ability to rank samples is a fundamental notion in the Receiver Operating
Characteristics (ROC) analysis. The ROC is primarily concerned with the task of detection (filter-
ing) which is in contrast to estimating a prognostic measure of uncertainty (implying calibration).
Plethora of ROC-related work across a variety of disciplines, including biomedical, signal, speech,
language, and image processing, has been done in the context of filtering and decision making (Zou
(2011), ROC (2006)). Moreover, the ROC, either as a whole or through a part of its operating range,
has been used in optimization in various applications (Wang et al. (2016), Navrátil & Ramaswamy
(2002)). Because we are focusing on the filtering aspect of confidence scoring rather than their
calibration, we adopt the ROC analysis as our primary metric in this work.

Modern neural networks are known to be miscalibrated (Guo et al. (2017)): the predicted probability
is highly biased with respect to the true correctness likelihood. Guo et al. (2017) proposed calibra-
tion, a form of confidence scoring, as a postprocessing step to mitigate the problem of miscalibration,
rendering neural models more interpretable. Due to the fact that Guo et al. (2017) performs cali-
bration after the result of the base model by fitting a stepwise monotonic function (e.g., histogram
binning (Zadrozny & Elkan (2001)), or isotonic regression (Zadrozny & Elkan (2002))), this step
does not alter the ranking of confident vs. uncertain samples and has therefore have no relevance in
our setup.

3 METHOD

For any classification model ŷ = F(x) where ŷ is the probability vector of the predicted classes,
we define a confidence scoring model (MM, the meta-model) operating on F (base model) and
producing a score z for each prediction ŷ.

We explore two kinds of meta-models, namely the blackbox and the whitebox type.

Blackbox In the blackbox version it is assumed that the internal mechanism of the model F is not
accessible to the meta-model, i.e., the only observable variable for the meta-model is its output ŷ:

z = MMblackbox(ŷ). (1)

For example, in a k-class classification problem, the meta-model is only allowed to take the final
k-dimensional probability vector into account. A typical representative of a blackbox baseline com-
monly employed in real-world scenarios is just taking the probability output of the predicted class
label:

z = P(y∗ |x,ΘF ) = max
i

ŷ(i), (2)

where ŷ(i) is the i-th dimension of the vector ŷ, y∗ = arg maxi ŷ(i) (i.e. the label with the highest
probability), and ΘF denotes the parameters of the base model F.

Whitebox A whitebox meta-model assumes full access into the internals of the base model. A
neural model, consisting of multiple layers, can be regarded as a composition of functions:

F(x) = fn( fn−1(· · · ( f2( f1(x))) · · · )). (3)
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We denote the intermediate results as x1 = f1(x); x2 = f2(x1), etc. A whitebox meta-model is
capable of accessing these intermediate results:

z = MMwhitebox(x, x1, x2, · · · , xn), (4)

where xn = ŷ is the output of the last layer. It should be noted that in general the meta-model may
employ additional functions to combine the base model’s intermediate results in various ways, and
we explore one such option by using linear classifier probes described below.

3.1 WHITEBOX META-MODEL WITH LINEAR CLASSIFIER PROBES

We propose a whitebox model using linear classifier probes (later just “probes”). The concept of
probes was originally proposed by Alain & Bengio (2016) as an aid for enhancing the interpretability
of neural networks. However, we are applying this concept for the purpose of extracting features
from the base model. Our intuition draws from the fact that probes for different layers tend to learn
different degrees of abstractions of the input data: lower layers (those close to the input) learn more
elementary patterns whereas higher layers (those close to the output) capture conceptual abstractions
of the data and tend to be more informative with respect to the class label of a given instance.

For each intermediate result xi (0 < i ≤ n with xn = ŷ being the final output of a multi-layer neural
network), we train a probe Fi(xi) to predict the correct class y using only the specific intermediate
result:

ŷi = Fi(xi) = softmax(Wixi + bi) . (5)

Given a set of trained probes, {Fi}0<i≤n, we build the meta-model using the probe outputs (either
probabilities or logits) as training input. The meta-model is then trained with the objective of pre-
dicting whether the base model’s classification is correct or not. Finally, the prediction probability
of the base model being correct is the confidence score z:

z = G(ŷ1, · · · , ŷn). (6)

This architecture is illustrated in Figure 1. The diode “ ” symbol is used to direct the information
flow one way, and to emphasize that the probes are not trained jointly while training the base model,
instead they are trained with the underlying base model fixed.
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Figure 1: Base model vs. whitebox & blackbox meta-models.

3.2 META-MODEL STRUCTURE

We explore three different forms of the meta-model function G from Eq. (6). The meta-model is
trained as a binary classifier where G predicts whether the base model prediction is correct or not.
The probability of the positive class P(1|ŷ1, · · · , ŷn,ΘG) is used as the confidence score z.

Logistic regression (LR) This meta-model has a simple form

z =
es

1 + es
with s = θ ·

[
ŷ1 ŷ2 · · · ŷn

]
. (7)

where the probe vectors ŷi are concatenated. The logit value z ∈ (0, 1) in Eq. (7) is used directly as
the confidence score. The model is L2-regularized.
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2-layer neural network (NN) The concatenated linear probe vectors are passed through a 2-layer
neural network with sigmoid activations (sigmoid in the final layer, since its output has 2 dimen-
sions).

Gradient boosting machine (GBM) The concatenated probe vectors are fed into a gradient boost-
ing machine (Friedman (2001)). The GBM hyper-parameters include the learning rate, number of
boosting stages, maximum depth of trees and the fraction of samples used for fitting individual base
learners.

4 TASKS, DATASETS AND METRICS

We use the CIFAR-10 and CIFAR-100 image classification dataset1 in our experiments. For each set
of data we conduct two flavors of experiments: the in-domain confidence scoring task and in-domain
plus out-of-domain pool task (referred to as “out-of-domain” from now on).

In-domain task Given a base model and a held-out set, the base model makes predictions about
samples in the held-out set. Can the trained meta-model prune out predictions considered uncertain?
Furthermore, after removing a varying percentile of the most uncertain predictions, how does the
residual precision of the pruned held-out set change? The expected behavior is that the proposed
meta-model should increase the overall residual accuracy.

Out-of-domain task Given a base model (here again trained on CIFAR-10, hence would be able
to classify images into 10 classes), what would the model do if presented with images not belonging
to these 10 classes? The predictions made by the base model will surely be wrong: However, can the
meta-model deduce that these predictions are incorrect? Our proposed meta-model should in theory
produce a low confidence score to these out-of-domain predictions. Note that the out-of-domain
task comprises both in-domain and out-of-domain samples to be processed as a single pool.

We use the ROC (receiver operating characteristic) curve and the precision/recall curve to study the
diagnostic ability of our meta-models. Additionally, we compute the area under curve (AUC) for
the ROC curve as a summary value.

4.1 DATASETS

The original CIFAR-10 dataset contains 50,000 training images and 10,000 test images. We divide
the original training set into 3 subsets, namely TRAIN-BASE, TRAIN-META and DEV.

Table 1: Dividing the CIFAR-10 dataset.
Original data partition New data partition Size Usage

Original 50,000 train
TRAIN-BASE 30,000 Training the base model
TRAIN-META 10,000 Training the meta-model
DEV 10,000 Tuning both models

Original 10,000 test TEST 10,000 Held-out test set

We adopt the following training strategy, so as to completely separate the data used by the base
model and the meta-model:

• Train the base model using the TRAIN-BASE subset: Because the size of the training set
is smaller (30,000 samples instead of 50,000) than the standard setup (reported as 92.5%
accuracy using the base model), the accuracy on DEV and TEST is slightly lower: we get
90.4% accuracy on TEST.

• Train the whitebox meta-model (including the probes) on TRAIN-META.

• The DEV set is used for tuning (various hyperparameters) and for validation.

1 https://www.cs.toronto.edu/˜kriz/cifar.html.
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• The TEST set is used for final held-out performance reporting.

The out-of-domain task is evaluated by combining the test sets of CIFAR-10 and CIFAR-100
datasets. The CIFAR-100 dataset class labels are completely disjoint with those of CIFAR-10.

4.2 BASE MODEL

We reuse the state-of-the-art ResNet model for image classification implemented in the official Ten-
sorFlow (Abadi et al. (2016)) example model code2. This model consists of a sequential stack of
residual units (He et al. (2016a;b); Zagoruyko & Komodakis (2016)) of convolution networks as
shown in Figure 2. Each layer’s tensor size is specified in the figure.

In subsequent experiments, we train probes for all intermediate layers3 from x1 to ŷ.
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Figure 2: Neural structure of the base model.

5 EXPERIMENTAL RESULTS

To assess the various models we organize the experiments in several parts by varying the quality
of the data used to create the models. Furthermore, their performance in each part is evaluated on
both the in-domain and the out-of-domain tasks. The varying quality aspect comprises the following
conditions:

Clean base / Clean meta All sets involved in training, i.e., TRAIN-BASE, TRAIN-META, and DEV
are used in their original form as drawn from the CIFAR-10 dataset;

Noisy base / Clean meta The training set TRAIN-BASE is modified by adding artificial noise to
the labels of the images, hence degrading the base model performance. Specifically, for a random
subset of 30% of the samples, the correct label is replaced by another label (randomly chosen over
the corresponding complement of the label set). This results in an artificially degraded base model
with a test set accuracy of 77.4% (as compared to 90.4% of the same model trained on clean data).
We consider this scenario a proxy for tasks that are inherently harder and have higher error rates
than the relatively accurate original base model on CIFAR-10.

Noisy base / Noisy meta In this case the sets TRAIN-META and DEV, too, are corrupted by same
label noise (30% of samples) as above. This condition, in combination with the degraded base
model, represents a realistic scenario of obtaining training data from a noisy environment, e.g., via
crowd-sourcing in which labels are not always correct.

These conditions in combination along with the two tasks offer a representative spectrum of classi-
fication scenarios encountered in practice. It should be pointed out that in all conditions the TEST
set (both in-domain and out-of-domain) is applied clean without artificial corruption.

We compare the following methods for confidence scoring: (Softmax) Simple blackbox softmax
using Eq. (2); (Blackbox-LR/GBM) Use the final output ŷ as the only feature for the meta-models;
(Whitebox-LR/NN/GBM) Use all the probes as features for the meta-models.

2 https://github.com/tensorflow/models/tree/master/research/resnet.
3We do not insert probes between the two convolutional layers within the residual unit, instead, we consider

a residual unit as an atomic layer.
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The results are listed below.
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Figure 3: Figures (1a)-(1d) show the performance metrics for the various model in the “Clean/Clean”
condition, i.e., when both the base model as well as the meta-model were trained using uncorrupted
data. The AUC (area under curve) values were calculated for each model and are shown in the
corresponding legend of the ROC plots. Similar plots for the 30%-degraded version of the base
model but clean meta-models are shown in Figures (2a)-(2d). Finally, performance curves for the
“Noisy/Noisy” condition, i.e., one where both the base and the meta-model are degraded by 30%-
noise are shown in Figures (3a)-(3d).
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6 DISCUSSION
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Figure 4: Accuracies for the meta-model
training data at varying probe levels

The experimental results presented in the earlier sec-
tion show that whitebox meta-models using probes
are significantly better in noisy settings and also
in out-of-domain settings when compared to soft-
max baseline and blackbox models, as is shown by
the various ROC or precision/recall curve plots. In
this section we will extract some insights by diving
deeper into the results.

It is instructive to start with a comparison of accu-
racies achieved by the probes at various levels. The
chart in Figure 4 depicts these accuracies based on
the meta-model training data in the three scenarios:
clean base / clean meta, noisy base / clean meta,
noisy base / noisy meta, respectively. The impact
of noise is seen in the top accuracies achieved in two
of the three scenarios. The accuracies improve with
depth for the most part in all three scenarios.

The accuracy plots do not provide insights into how the whitebox models achieve their higher per-
formances and how this changes going from the clean data scenario to the scenarios with added label
noise. To gain additional insight we performed a feature informativeness analysis based on a method
described in (Friedman (2001)). Considering the clean data scenario first, the top features based on
their relative importance estimation for GBM models include the probe outputs at the deepest layers
(17, 16, 15, 14) corresponding to the predicted class with the highest final base model score and
the class with the second highest base model score. This aligns with the intuition that having high
scores for the predicted class and large gaps between the scores for the top two classes might be
indicative of the base model being correct. This changes when we consider the two scenarios with
label noise. The most important features for the GBM whitebox model in these cases are the probe
scores for the predicted class at intermediate layers (11, 12, 13) followed by the second last layer
(15). The ability of the meta-model to utilize the information from the intermediate probes leads to
its significant improvement in performance in the two noisy scenarios.

There is another advantage of the whitebox meta-models that can be illustrated by considering the
relative performance in the in-domain and out-of-domain settings. Consider the scenario where
label noise is added to data for both base and meta-models. One could argue that this scenario is the
most relevant for many real-life applications where labels in training data can be quite noisy. Figure
5 shows the comparative performances in in-domain and out-of-domain settings for the whitebox
logistic regression meta-model and the base model final scores, respectively.
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Figure 5: In-domain and out-of-domain performances using whitebox logistic regression meta-
model (left) and base model scores (right)

The x-axes in these plots represents the corresponding threshold values for the respective models for
filtering the base model predictions (i.e., samples with confidence scores lower than the threshold
value would be filtered). First, consider the whitebox meta-model case in Figure 5 (left). Let’s say,
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in an application setting, we pick a threshold (≈0.5) that achieves an in-domain recall of 0.8. At this
threshold, the logistic regression whitebox meta-model achieves an in-domain precision greater than
0.9. If we encounter a domain shift as represented by the out-of-domain task the precision degrades
to ≈0.65. Consider the same situation if we were using the base model score as in Figure 5(right).
The in-domain precision is similar (≈0.9) but the drop in precision for the out-of-domain case is
steeper to ≈0.55. The lower performance degradation for whitebox meta-models when encountering
domain shifts can be viewed as a form of robustness when compared with simply using the base
model’s scores.

Figure 6: Confusion-quadrant examples for the whitebox logistic regression (left) and the base
model score (right).

The impact of meta-model based filtering can be further illustrated using examples representing
four quadrants of the binary confusion matrix (TN - true negatives, FP - false positives, FN - false
negatives and TP - true positives). We chose the CIFAR-10 class “deer” and considered all instances
from the out-of-domain test set4. Figure 6 compares image examples sampled from the confusion
quadrants when using the meta-model scores (left-hand side) with those sampled using the base
model class score (baseline, right-hand side). The thresholds for each system were chosen so as
to achieve highest precision while still obtaining at least four samples in each confusion quadrant.
Representative images shown in Figure 6 were randomly sampled from the resulting quadrant sets.
Subjectively, it appears that the FP images from the whitebox meta-model are relatively competitive
with the “deer” class compared to ones which the simple baseline falsely accepts. A similar, albeit
subjective, assessment in favor of the meta-model can be made comparing the FN images across the
two systems.

7 CONCLUSION AND FUTURE WORK

We proposed the paradigm of meta-models for confidence scoring, and investigated a whitebox
meta-model with linear classifier probes. Experiments on CIFAR-10 and CIFAR-100 data showed
that our proposed method is capable of more accurately rejecting samples with low confidence com-
pared to various baselines, especially in noisy settings and/or out-of-domain scenarios. Its superi-
ority over blackbox baselines supports the use of whitebox models and our results demonstrate that
probes into the intermediate states of a neural network provide useful signal for confidence scoring.

Future work includes incorporating other base model features. One example is the work by Gal et al.
(2017) whereby the uncertainty measures using MC dropout could serve as additional features to the
whitebox meta-model.
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