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Abstract

Summarization is an important application of001
large language models (LLMs). Most previ-002
ous evaluation of summarization models has003
focused on their performance in content selec-004
tion, faithfulness, grammaticality and coher-005
ence. However, it is well known that LLMs006
reproduce and reinforce harmful social biases.007
This raises the question: Do these biases af-008
fect model outputs in a relatively constrained009
setting like summarization?010

To help answer this question, we first moti-011
vate and introduce a number of definitions012
for biased behaviours in summarization mod-013
els, along with practical operationalizations.014
Since we find that biases inherent to input docu-015
ments can confound bias analysis in summaries,016
we propose a method to generate input docu-017
ments with carefully controlled demographic at-018
tributes. This allows us to study summarizer be-019
havior in a controlled setting, while still work-020
ing with realistic input documents.021

Finally, we measure gender bias in English022
summaries generated by both purpose-built023
summarization models and general purpose024
chat models as a case study. We find content025
selection in single document summarization026
to be largely unaffected by gender bias, while027
hallucinations exhibit evidence of downstream028
biases in summarization.029

1 Introduction030

Pretrained large language models (LLMs) have in-031

creasingly found application across a wide variety032

of tasks, including summarization (Lewis et al.,033

2020; Zhang et al., 2020; Goyal et al., 2022). While034

such models often evaluate favourably especially in035

human judgement for content (Goyal et al., 2022),036

it is also well known that pretrained language mod-037

els can often carry undesirable social biases (Dinan038

et al., 2020; Liang et al., 2022; Bommasani et al.,039

2021). This raises the prospect of considerable040

harm being caused by their practical application.041

However, often these biases are studied in set- 042

tings where model inputs are specifically crafted 043

to help reveal social biases (Rudinger et al., 2018; 044

Sheng et al., 2019; Parrish et al., 2022). Biases 045

are also often observed in relatively unconstrained 046

settings, such as dialog (Dinan et al., 2020) or the 047

generation of persona descriptions (Cheng et al., 048

2023). While insights won in this way are highly 049

valuable in understanding the potential negative 050

impacts of LLMs, it is not always clear how these 051

biases map to other applications. 052

Summarization in particular is a highly condi- 053

tional task. While there are many ways to sum- 054

marize a document, the input document limits the 055

entities and facts a model can work with. This 056

might, intuitively, reduce how many new biases a 057

model can introduce, as long as it is faithful. 058

This leads us to ask: How can we study bias 059

in text summarization? and To which extent do 060

current models exhibit biases when applied to text 061

summarization? We focus on gender bias in En- 062

glish language single document news summariza- 063

tion. Gender bias is a well-known issue in LLMs 064

(Bolukbasi et al., 2016; Zhao et al., 2018; Dinan 065

et al., 2020; Saunders and Byrne, 2020; Bartl et al., 066

2020; Honnavalli et al., 2022, among others), mak- 067

ing it a useful phenomenon to develop fundamental 068

methodology for studying bias in text summariza- 069

tion. We exclusively consider male and female 070

identities, since it is a well studied group disparity 071

and has grammatical indicators in many languages 072

that are likely to be recognized by language mod- 073

els, leaving the extension to varied gender iden- 074

tities to future work. We select single document 075

news summarization since it is a popular task (See 076

et al., 2017; Narayan et al., 2018; Lewis et al., 2020; 077

Zhang et al., 2020) which is performed well by cur- 078

rent models (Goyal et al., 2022) and also a likely 079

application of summarization models. 080

While an ideal evaluation would be conducted 081

on naturally occurring data, we find that it is dif- 082
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Roger Levin was named vice president and chief
economist of this commodity futures and options
exchange. He had been associate professor in the
department of finance at Seton Hall University.

Melissa Levin was named vice president and chief
economist of this commodity futures and options
exchange. She had been associate professor in
the department of finance at Seton Hall University

The Chicago Mercantile
Exchange (CME) has
appointed a new chief
economist.

The Chicago Mercantile
Exchange (CME) has
appointed its first
female executive.

1. Swap apparent gender of entities

Original Document

Summarizer Input Summaries

2. Summarize 3. Observe differences

Jeffrey E. Levin was named vice president and chief
economist of this commodity futures and options

exchange. He had been associate professor in the
department of finance at Seton Hall University.

Figure 1: Schematic overview of our approach for summary gender bias evaluation with an example generated by
BART XSum (Lewis et al., 2020). We take a document, replace names and pronouns with either male or female
variants and compare summarizer behavior. In the example summaries, entity gender is only explicitly mentioned
for the female variant. The model hallucinates that Melissa Levin is the first female executive of the company.

ficult to disentangle biases that are present in the083

summaries from biases that are already in the in-084

put documents. We thus propose a procedure that085

exploits high-quality linguistic annotations to gen-086

erate mutations of real-world news documents with087

controllable distribution of demographic attributes.088

We make the following contributions:1089

1. We propose and motivate a number of def-090

initions for bias in text summarization and091

include novel measures to assess them.092

2. We highlight the importance of disentangling093

input driven and summarizer driven biases.094

3. We conduct a practical gender bias evaluation095

of both purpose-built summarization models096

and general purpose chat models for English.097

We find that all models score very low on bias098

in their content selection functions. That is, we099

find no evidence that the gender of an entity influ-100

ences the salience of that entity within the summa-101

rizers’ content models. Where bias occurs, it is102

often linked to hallucinations. Figure 1 shows a103

schematic overview of our approach, along with an104

example of a gender-biased hallucination.105

2 Bias in Text Summarization106

Bias in NLP is an overloaded term, which is not107

always used with a clear definition (Blodgett et al.,108

2020). Before we continue, we thus need to estab-109

lish our expectations for an unbiased summarizer.110

One approach chosen, for example, by Liang111

et al. (2022) is to require that all demographic112

groups receive equal representation in the gener-113

ated summaries, following an equality of outcome114

1Code is available in the supplementary materials.

paradigm (Hardt et al., 2016). While a valid per- 115

spective, it requires models to actively counteract 116

biases that might be present in the input documents. 117

This is at odds with faithfully representing their 118

content and would thus likely reduce summarizer 119

utility. We instead expect summarizers to be faith- 120

ful to the input but to not amplify their bias. We 121

define three forms of bias under this setting and dis- 122

cuss their harms (Barocas et al., 2017): inclusion 123

bias, hallucination bias and representation bias. 124

Inclusion bias captures the idea that the (appar- 125

ent) membership of an entity in some demographic 126

group should not influence how likely that entity is 127

to be mentioned in a summary. If we frame content 128

inclusion in terms of a classification problem over 129

the content units in a document, this corresponds 130

to demanding equality of opportunity (Hardt et al., 131

2016), as opposed to equality of outcome. For ex- 132

ample, if both a male- and a female-coded entity 133

are mentioned with otherwise similar salience in 134

a document, the resulting summary should not be 135

more likely to mention the male-coded entity than 136

the female-coded entity, or vice versa. Inclusion 137

bias is thus a property of the summarizer’s content 138

selection mechanism. Inclusion bias poses a form 139

of allocative harm (Barocas et al., 2017) since it 140

reduces visibility of members of certain groups if, 141

for example, news is consumed through the filter 142

of automatic summarization. 143

Abstractive summarization systems suffer from 144

hallucinations (Kryściński et al., 2019; Cao et al., 145

2021), that is summary content unsupported by the 146

input. If one demographic group is more likely to 147

feature in them, this would lead to an overrepre- 148

sentation of this group and entail harms similar to 149

inclusion bias. We call this hallucination bias. 150

The above measures can not capture all kinds 151

of possible bias. As an additional canary, we fi- 152
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nally also measure Representation Bias, which in-153

tuitively measures any kind of summary deviation154

based on which groups are mentioned in the in-155

put. A system exhibits representation bias if it156

produces different summaries for similar content157

that relates to different groups. This includes con-158

tent only included for some groups, entities having159

different salience in the summary, and differences160

summary quality. By definition, the presence of161

any other biases, except hallucination bias, requires162

the presence of representation bias, but it does not163

necessarily entail any harms itself. In English texts,164

for example, we would expect some level of gender165

representation bias for grammatical reasons.166

We want to emphasise that we do not claim that167

our definitions are universal. They specifically as-168

sume we want a summarizer that faithfully reflects169

the input, regardless of any potential biases therein.170

3 Bias Measures171

We operationalize our bias measures for a set of172

demographic groups G. Note that, while in our173

experiments we only instantiate G as a pair of two174

groups, all measures generalize to multiple groups.175

3.1 Inclusion: Word Lists176

A common way to measure bias in text generation177

is via word lists. For example, Liang et al. (2022)178

use word lists to evaluate gender bias in LLMs179

for a variety of tasks, including summarization180

on CNN/DM (Hermann et al., 2015) and XSum181

(Narayan et al., 2018). We also assume word lists182

Wg that identify mentions of each relevant demo-183

graphic group g ∈ G, and refer to these words as184

identifiers in the remainder of this work.2185

We then compute the frequency of identifiers in186

Wg in the set of summaries S: cnt(Wg, S), deriv-187

ing an empirical distribution over group identifier188

frequency Pobs(g) =
cnt(Wg ,S)∑

g′∈G cnt(Wg′ ,S)
, g ∈ G. The189

bias measurement is the total variation distance190

between Pobs and a reference distribution Pref.191

As Liang et al. concentrate on equality of out-192

come (see Section 2), they set Pref as uniform. We193

instead compute Pref on the source documents to194

measure inclusion bias.195

3.2 Inclusion: Entity Inclusion Bias196

While word lists are a convenient tool for mea-197

suring bias in a general setting, we expect that,198

2We use the same male and female lists as Liang et al. (see
Appendix A) but our formulae are not list-dependent.

in summarization, entities may often be a useful 199

proxy for determining bias. As stated in Section 2, 200

the content selection function of a system with- 201

out inclusion bias should not be influenced by the 202

group membership of entities3 in the input. More 203

formally: 204

∀vi, vj ∈ G : p(e ∈ S|g(e) = vi, e ∈ D)

= p(e ∈ S|g(e) = vj , e ∈ D)
(1) 205

where e ∈ D, e ∈ S indicates that an entity e is 206

mentioned in the source document and summary, 207

respectively and g(e) = vi indicates that entity e is 208

marked as a member of a demographic group vi. 209

We quantify this as the maximum odds ratio be- 210

tween the inclusion probability of two demographic 211

groups. This allows us to compare summarizers 212

with different overall entity density in their sum- 213

maries. Let pvi = p(e ∈ S|g(e) = vi, e ∈ D). 214

The inclusion bias score then is 215

max
vi,vj∈G

pvi
1−pvi
pvj

1−pvj

− 1 (2) 216

where an unbiased system receives a score of 0. 217

3.3 Hallucination: Entity Hallucination Bias 218

We operationalize hallucination bias by demanding 219

that the probability of a hallucinated entity belong- 220

ing to a particular demographic group is the same 221

for all groups: 222

∀vi, vj ∈ G : p(g(e) = vi|e ̸∈ D, e ∈ S)

= p(g(e) = vj |e ̸∈ D, e ∈ S)
(3) 223

We measure the total variation distance between 224

p(g(e)|e ̸∈ D, e ∈ S) and the uniform distribution. 225

We choose the latter since hallucinations introduce 226

new entities, as opposed to reproducing input enti- 227

ties. 228

3.4 Representation: Distinguishability 229

Representation bias demands indistinguishability 230

of summaries generated for similar inputs that dis- 231

cuss different demographic groups. We operational- 232

ize it by creating a classifier to identify which group 233

is discussed in the input from the summary. 234

Let S be a set of summaries generated 235

from inputs where both content and mentioned 236

groups are independently distributed. Let ui = 237

3We use entity exclusively with reference to persons
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Corpus Male z Female z

CNN/DM

league 33.75 ms 51.61
the 33.75 men/women 39.81
season 33.64 father/mother 38.52
club 29.62 ’ 34.36
united 29.14 i 33.16
against 29.07 he/she 32.96
mr 27.96 baby 32.27
game 27.76 miss 32.02
win 27.01 clinton 31.36
team 25.87 husband 30.49

XSum

mr 28.20 ms 45.49
( 22.41 men/women 38.63
) 22.40 mrs 24.40
shot 16.66 male/female 21.30
league 16.20 children 19.22
season 16.12 boys/girls 16.81
half 16.09 health 15.69
box 15.70 husband 15.50
club 15.58 father/mother 14.98
united 15.18 parents 14.88

Table 1: Ten most male/female associated words in
CNN/DM and XSum, with z-scores. Tokens with a slash
indicate normalized tokens. For example, mother/father
is much more frequent in female majority documents.

1
|Sg(si)

|−1

∑
sj∈Sg(si)

\si sim(si, sj) be the average238

similarity between a summary si and all summaries239

Sg(si) that have been generated for inputs with the240

same demographic group that is predominant in241

si. Similarly, let ūi be the same for the set of sum-242

maries generated for different demographic groups.243

We say si is distinguishable if ui > ūi and compute244

the distinguishability score as the zero-centered ac-245

curacy score of the resulting classifier:246

2

|S|

|S|∑
i

1(ui > ūi)− 1 (4)247

The metric is parameterized by a similarity func-248

tion. We use cosine similarity with two repre-249

sentations: A bag of words based representation,250

and a dense representation derived from Sentence251

BERT4 (Reimers and Gurevych, 2019). To avoid252

distinguishability via simple grammatical cues and253

names, we replace all pronouns with a gender neu-254

tral variant (they/them etc.) names with the markers255

FIRST_NAME/ LAST_NAME.256

4 Input Documents are Already Biased257

All proposed measures, except hallucination bias,258

require us to isolate the effect of a particular de-259

mographic group in the input. However, with real260

world data it is difficult to disentangle input driven261

biases from biases introduced by the summarizer.262

4We use the all-MiniLM-L6-v2 model.

To demonstrate, we investigate the frequency of 263

gender identifiers from our inclusion score word 264

lists Wg on CNN and XSum inputs. We find that 265

62%/74% of identifiers are male for CNN/XSum, 266

i.e. men are mentioned at a much higher rate. 267

While this simple frequency issue would be mit- 268

igated by our base-rate sensitive formulation of 269

inclusion bias, we find that the underlying issue 270

goes beyond just mention frequency. To demon- 271

strate this, we split the data into two sets, one, 272

where the frequency of female identifiers is higher, 273

and one, where the frequency of male identifiers is 274

higher. We then apply the Fightin’ words method 275

(Monroe et al., 2017) with an uninformative Dirich- 276

let prior (α = 0.01) to identify words that have 277

a significantly different frequency between male 278

and female texts.5 Since the word lists are part of 279

our classifier, we replace each pair of male/female 280

words with a special marker.6 Results in Table 1. 281

Ignoring the titles (Mr./Mrs./Ms.), we see that a 282

number of words have highly significant z-scores 283

(z ≫ 1.96). Specifically, in both corpora the male 284

documents are much more likely to mention sports 285

related words7, while documents with more female 286

identifiers have much higher occurrence of words 287

related to family like husband, children etc. 288

We demonstrate the consequences of biased in- 289

put by examining word inclusion bias of clearly 290

biased summarizers. We consider two content- 291

agnostic baselines: Random selects three random 292

sentences. Lead selects the first three. We also 293

study two content-aware summarizers. For this we 294

classify every article as either mentioning more 295

family or more sport based keywords or neither 296

(unknown). Classification details can be found in 297

Appendix B. Topic randomly samples one, three 298

or six sentences when the article is classified as 299

family, unknown, or sport respectively. Sexist se- 300

lects three sentences to maximize the frequency of 301

male identifiers for sport and of female identifiers 302

for family articles, acting randomly otherwise. The 303

latter is clearly the most biased, while neither Ran- 304

dom nor Lead can, by construction, amplify bias. 305

Any bias in Topic is a correlation of topics with 306

gender in the input, not due to the algorithm. 307

We evaluate with word list inclusion bias, since 308

5This corresponds to computing the log-odds ratio of token
frequencies with a small smoothing factor and then dividing
by their standard deviation to receive a z-score.

6We ignore the pronouns him/her/his/hers in this context
due to the POS ambiguity of “her”.

7This includes the parentheses, which are frequently used
in sport reporting, e.g. for results.
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CNN/DM XSum
# Docs %F # Docs %F

Total Docs 11,490 34% 11,334 26%
# Sport 4,222 14% 3,712 14%
# Family 4,317 49% 2,330 36%
Alg. Unf. Adj. Unf. Adj.
Random 0.15 0.02 0.24 0.00
Lead 0.12 0.00 0.23 0.00
Topic 0.26 0.14 0.29 0.05
Sexist 0.02 0.10 0.20 0.04

Table 2: First half: Num. of documents and % of female
identifiers per topic. Second half: word list inclusion
scores of our simulation experiment. Unf. and Adj.
indicate uniform and adjusted reference distribution.

we neither have reliable entity annotation for the309

CNN/DM or XSum corpora, nor, as our analysis310

shows, an independent distribution of content and311

gender as required for distinguishability. Results312

in Table 2 highlight that: a) Without base rate cor-313

rection, Random, Lead and Topic appear highly314

biased, while Sexist the least biased. The latter is a315

consequence of it barely decreasing female repre-316

sentation in sport documents, where representation317

is already low in the input, but boosting it in sum-318

maries for family related articles. b) Even with319

base rate correction, Topic scores higher on bias320

than Sexist, which clearly does not represent the321

bias of the underlying algorithms.322

5 Experimental Setup323

5.1 Dataset324

We identify three options for creating inputs that325

avoid the issues outlined in the previous section: 1.326

Subsampling of existing datasets, 2. Generation of327

artificial datasets using a LLM, as in Brown and328

Shokri (2023), 3. Rule-based transformations.329

We reject 1, since it requires us to know before-330

hand which biases exist. Similarly, we avoid LLM331

data, since it is well known that it is subject to bi-332

ases itself (Liang et al., 2022). We thus decide on a333

rule-based approach using linguistic annotations.334

Given a corpus C with named entity and coref-335

erence information, we create input documents by336

replacing first names, pronominal mentions and ti-337

tles of gendered entities to make them read as male338

or female. Following Parrish et al. (2022), we use339

popular first names in the 1990 US census (United340

States Census Bureau, 1990). We leave last names341

the same to minimize modifications8. This allows342

us to create realistic inputs with controlled gender343

8We investigate the effect of this choice in Appendix C.

distribution (see example in Figure 1). We refer to 344

documents from C as original, whereas we refer to 345

the modified documents as inputs. 346

We create two variants of the corpus: For Cloc, 347

we locally balance gender within each input by as- 348

signing half of all entities as male and the other 349

half as female. We use it for inclusion and hallu- 350

cination bias, since it allows competition between 351

genders for inclusion/hallucination. For Cglob , we 352

assign each entity in an input the same gender and 353

instead balance the number of purely male vs. fe- 354

male inputs. We use it for representation bias, since 355

it makes it easy to identify which content is caused 356

by which entity gender assignments. We compute 357

distinguishability within the summaries generated 358

from inputs derived from the same original. 359

We use the newswire portion of OntoNotes9 360

(Weischedel, Ralph et al., 2013) as C so we can 361

avoid the use of coreference resolution that might 362

itself be biased (Rudinger et al., 2018). For both 363

Cloc and Cglob , we generate 20 inputs for each of 364

the 683 documents in OntoNotes with at least one 365

gendered entity, resulting in 13,660 inputs. Addi- 366

tional details in Appendix D. 367

5.2 Entity Alignment 368

To compute entity inclusion and hallucination bias, 369

we require rudimentary cross document corefer- 370

ence resolution between each summary s and input 371

d. OntoNotes gives us access to gold entities Ed 372

and coreference chains in d, but we lack the same 373

annotations in s. We thus first identify all named 374

entities Es in the summary (without coreference) 375

with a NER tool10. While cross-document coref- 376

erence is difficult (Singh et al., 2011), we exploit 377

the clear correspondence between summary and 378

document in a heuristic instead: We identify the 379

last name for each chain ed ∈ Ed by selecting the 380

token that is most frequently in the last position 381

in mentions of ed (see Appendix D for a detailed 382

description). We align a summary entity es to an 383

input entity ed if es contains the last name of ed. 384

Additionally, we require that any other token in 385

es is the first name assigned to ed during dataset 386

construction or a title.11 Manual verification of this 387

procedure finds it performs well (Appendix E). 388

9OntoNotes can be requested from https://catalog.
ldc.upenn.edu/LDC2013T19.

10We use spacy.io (Montani et al., 2023)
11To avoid incorrectly identifying hallucinations, we addi-

tionally require that at least one of the tokens in the entity does
not appear in the source to count as hallucinated.
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5.3 Identifying Hallucination Gender389

While we can identify entity gender of entities that390

appear in the input by construction, this is not true391

for hallucinated entities. To compute hallucination392

bias, we thus design a classification scheme. Since393

we expect hallucinated entities to often be well394

known, we first search for a Wikipedia article with395

a title that exactly matches the entity. If we find one,396

we determine entity gender by counting gendered397

pronouns. Otherwise, we fall back to using US398

census data. We give full detail in Appendix F.399

6 Summarizers400

We study both purpose-built summarizers and401

chat models. For purpose-built models we use402

BART (Lewis et al., 2020) and Pegasus (Zhang403

et al., 2020), both transformer models fine-tuned404

on summarization data. We use pretrained XSum405

and CNN/DM12 models. For chat models we406

choose Llama-2 chat (Touvron et al., 2023) mod-407

els with the standard system prompt and sampling408

procedure. Due to resource constraints, we use the409

7b and 13b models. For each summary, we ran-410

domly select one prompt from a list of ten prompts411

designed to elicit summarizing behavior (see Ap-412

pendix G). We report statistics in Appendix H.413

7 Results414

Table 3 shows overall scores across all models. We415

find that all models score low on both inclusion416

bias measures, indicating that the content selection417

of all studied models does not carry any significant418

gender bias in this particular setting.419

Remarkably, we find that all models carry a bias420

towards male entities in their hallucinations. We421

study this in more detail in Section 9.1.422

All models show some degree of distinguish-423

ablity, with BART summaries showing the most424

pronounced differences between summaries for425

male and female coded documents. As noted in426

Section 2, this is not in itself sufficient to establish427

whether this leads to harm to any particular group.428

We analyse this further in Section 9.2.429

8 Validating our Measures430

To improve the reliability of our results, we addi-431

tionally validate our methods along three angles: 1)432

We check whether our modified input documents433

lead to degraded summary quality 2) We validate434

12Taken from https://huggingface.co

that our choice to exclude content words has no 435

mayor impacts on results 3) We test whether our 436

method is capable of detecting entity inclusion and 437

word list bias in clearly biased summarizers. 438

8.1 Summary Quality 439

Degradation in summary quality between original 440

and modified articles might be indicative of our in- 441

puts being insufficiently natural. We test this using 442

GPT-3.5 with the RTS prompt of Shen et al. (2023) 443

as a reference free metric since it has been shown 444

to be good at identifying low quality summaries. 445

We focus on relevance since we are interested in 446

content selection effects. We find no meaningful 447

quality degradation between summaries on Cloc / 448

Cglob and originals. Details in App. I, Table 14. 449

8.2 Content Words 450

We do not modify gender-specific content words 451

such as chairman, which might reduce input natu- 452

ralness. To check whether this affects results, we 453

manually annotated 100 articles with how content 454

words should be altered depending on entity gender 455

and reran experiments. We find that this has no sig- 456

nificant effect on observed bias measures. Details 457

in Appendix J. 458

8.3 Induced Bias Detection 459

Since we find no inclusion bias in our summariza- 460

tion models, we test whether our method is capable 461

of detecting inclusion bias of clearly biased sys- 462

tems. Specifically, we append “Please put a par- 463

ticular focus on the women mentioned in the text” 464

to the Llama-2 13b prompt to induce it to generate 465

biased summaries.13 Results in Table 4 show that 466

we can clearly detect the induced inclusion bias. 467

9 Analysis 468

9.1 Investigating Hallucination Bias 469

We investigate what kind of entities are halluci- 470

nated. Table 5 contains the ten most frequent hallu- 471

cinations of each model. 472

There are two types of frequent hallucinations: 473

For the first type, models often insert entities that 474

are related to the time of the original articles, some- 475

times by “hallucinating” the original name for an 476

entity in spite of the input, or by inserting the first 477

name for entities that are mentioned without first 478

name in the source. The male bias here can thus 479

13We manually verify that Llama-2 does not refuse this
instruction.
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BART Pegasus Llama-2 chat
CNN XSum CNN XSum 7b 13b

Word List Inclusion
0.00

s: 0.00,0.01
d: 0.00,0.03

0.04
s: 0.02,0.05
d: 0.00,0.11

0.02
s: 0.01,0.03
d: 0.00,0.06

0.04
s: 0.01,0.06
d: 0.00,0.11

0.04
s: 0.02,0.05
d: 0.01,0.06

0.06
s: 0.05,0.07
d: 0.04,0.08

Entity Inclusion
0.02

s: 0.01,0.03
d: 0.00,0.04

0.02
s: 0.00,0.07
d: 0.00,0.11

0.03
s: 0.01,0.04
d: 0.01,0.05

0.01
s: 0.00,0.05
d: 0.00,0.09

0.00
s: 0.00,0.03
d: 0.00,0.03

0.04
s: 0.03,0.06
d: 0.02,0.06

Entity Hallucination
0.39

s: 0.36,0.42
d: 0.28,0.47

0.37
s: 0.37,0.38
d: 0.31,0.42

0.38
s: 0.35,0.40
d: 0.12,0.49

0.31
s: 0.30,0.33
d: 0.22,0.40

0.38
s: 0.35,0.41
d: 0.30,0.45

0.44
s: 0.42,0.46
d: 0.40,0.47

Distinguishability (Count) 0.21
d: 0.19,0.24

0.24
d: 0.21,0.26

0.16
d: 0.13,0.18

0.15
d: 0.12,0.17

0.05
d: 0.03,0.07

0.08
d: 0.06,0.10

Distinguishability (Dense) 0.22
d: 0.19,0.24

0.24
d: 0.22,0.27

0.16
d: 0.13,0.18

0.15
d: 0.12,0.17

0.04
d: 0.02,0.06

0.08
d: 0.06,0.10

Table 3: Results of our bias measures. In all cases lower scores indicate less evidence of bias. We indicate the 95%
bootstrap confidence intervals when resampling original documents (d) and when resampling among the different
entity assignments sampled during dataset construction (s). We do not compute (s) for distinguishability, since we
can not independently resample scores for input documents generated from the same original document here.

Measure Llama-2 chat 13b

Word List
0.42

s: 0.41,0.42
d: 0.40,0.44

Entity Inclusion
0.71

s: 0.68,0.74
d: 0.63,0.80

Table 4: Inclusion bias scores on Llama-2 13b prompted
to induce an inclusion bias towards female entities.

be attributed to the male-dominant nature of news480

at article publication times. We rerun our experi-481

ments for the Cloc case with changed last names482

to see whether this would alter our conclusions.483

We find that this has only a limited effect on the484

hallucination bias. We report detailed results in485

Appendix C. Our observations link with recent re-486

search on knowledge conflicts (Wang et al., 2023;487

Xie et al., 2023), where models may fail to properly488

reflect answer uncertainty introduced by conflict-489

ing evidence in prompt and parametric knowledge.490

For Llama-2 we manually verify that most halluci-491

nations can be explained in this way.492

However, for the purpose-built models, we find493

a second type of hallucinations that refer to con-494

tributors from CNN or the BBC. These usually495

appear when the summary attributes the text to496

an author. This is more problematic than historic497

entities, since they always incorrectly attribute au-498

thorship to already potentially well known (mostly499

male) figures. We find many of these follow re-500

peated patterns. For example, in many instances,501

BART and Pegasus XSum would generate “In our502

series of letters from African - American journal-503

ists, writer and columnist [name] ...”, followed by504

a description of the article content.505

B
A

R
T

CNN/DM # XSum #
greeneu 91 farai sevenzom 352
bob greenem 69 george w. bushm 315
david frumm 53 mikhail gorbachevm 104
frumu 47 james bakerm 66
peter bergenm 41 boris yeltsinm 60
bergenu 41 daniel ortegam 56
saatchesiu 25 obamau 49
bynoesu 20 helmut kohlm 40
frida ghitisf 15 francois mitterrandm 40
hainisu 12 george h. w. bushm 25
♯ male 238 ♯ male 1465
♯ female 29 ♯ female 212

Pe
ga

su
s

CNN/DM # XSum #
frumu 76 boris yeltsinm 60
david frumm 75 obamau 48
zelizeru 40 farai sevenzom 44
greeneu 28 francois mitterrandm 40
bob greenem 25 richard cohenm 32
julian zelizerm 20 sharmila tagoref 31
frida ghitisf 19 helmut kohlm 30
ghitisu 19 alain juppem 30
david weinbergerm 8 george w. bushm 25
bergenu 8 k.u 20
♯ male 170 ♯ male 662
♯ female 24 ♯ female 153

L
la

m
a-

2
ch

at

7b # 13b #
mikhail gorbachevm 36 erich honeckerm 74
richard nixonm 29 mikhail gorbachevm 53
boris yeltsinm 23 richard nixonm 32
erich honeckerm 20 manuel noriegam 32
mclarenu 20 george h.w. bushm 29
daniel ortegam 17 daniel ortegam 29
james bakerm 14 walter sisulum 20
helmut kohlm 14 mahatma gandhim 18
eduard shevardnadzem 12 nelson mandelam 17
pat nixonf 12 james bakerm 17
♯ male 290 ♯ male 545
♯ female 32 ♯ female 35

Table 5: Ten most frequent PERSON named entities
without source match in generated summaries. m/f /u
indicate entities tagged as male/female/unknown by our
name gender classifier (see Sec. 5.3 and App. F)

9.2 Investigating Distinguishability 506

Distinguishability scores in Table 3 indicate some 507

systematic difference between summaries gener- 508

ated for male and female coded documents, even 509

though we account for expected grammatical differ- 510

ences (see Section 3.4). One possible explanation 511

for this is a difference in summary quality between 512

genders which we investigate using reference-free 513

automatic evaluation as in Section 8.1. We report 514

average evaluation scores comparing male and fe- 515
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male summaries in Cglob in Table 6, finding no516

quality differences.517

System Avg. Male Avg. Female |Diff|
BART XSum 4.30 s: 4.20, 4.41

d: 4.20, 4.41 4.37 s: 4.27, 4.46
d: 4.27, 4.46 0.07 s: 0.01, 0.14

d: 0.01, 0.14
BART CNN/DM 4.84 s: 4.80, 4.89

d: 4.80, 4.89 4.84 s: 4.79, 4.88
d: 4.79, 4.88 0.01 s: 0.00, 0.06

d: 0.00, 0.06
Pegasus XSum 4.24 s: 4.13, 4.35

d: 4.13, 4.35 4.24 s: 4.13, 4.35
d: 4.13, 4.35 0.00 s: 0.00, 0.09

d: 0.00, 0.09
Pegasus CNN/DM 4.59 s: 4.52, 4.67

d: 4.52, 4.67 4.59 s: 4.51, 4.67
d: 4.51, 4.67 0.00 s: 0.00, 0.07

d: 0.00, 0.07
LLAMA 7B 3.50 s: 3.36, 3.63

d: 3.36, 3.63 3.50 s: 3.36, 3.64
d: 3.36, 3.64 0.00 s: 0.00, 0.19

d: 0.00, 0.19
LLAMA 13B 4.98 s: 4.96, 4.99

d: 4.96, 4.99 4.99 s: 4.97, 5.00
d: 4.97, 5.00 0.01 s: 0.00, 0.03

d: 0.00, 0.03

Table 6: GPT3.5 RTS relevance on Cglob for summaries
on male- and female-only inputs, along with score dif-
ference. We compute confidence intervals as in Table 3.

Automatic evaluation can itself be biased and518

summary quality is only one aspect of representa-519

tion bias. We thus conduct a manual qualitative520

analysis. We rank input articles in Cglob by the521

(dense) distinguishability of summaries generated522

for male- and female-coded documents and investi-523

gate instances with high distinguishability.524

For BART XSum, which has the highest distin-525

guishability, we find there is a pattern where its526

summaries highlight the gender of women in the527

context of receiving an appointment to a position528

of power, but does not do the same for men. We529

find a total of 12 instances of the bigram ”first530

woman” and an additional 11 instances of the bi-531

gram ”first female” in the summaries generated532

by BART XSum, but no instances of ”first male”533

and only a single instance of ”first man” (see Fig-534

ure 1). This not only hallucinates information, but535

also forms an instance of Markedness (Cheng et al.,536

2023; Waugh, 1982) since summaries highlight the537

appointment of women to positions of power as538

abnormal. We find no similar patterns for the re-539

maining systems.540

10 Related Work541

While bias in LLMs is the subject of intense re-542

search (Sun et al., 2019; Dhamala et al., 2021;543

Cheng et al., 2023; Srivastava et al., 2023), bias544

in summarization is underexplored. Liang et al.545

(2022) include only inclusion bias, measured by546

word lists. They find strong bias in LLMs, but their547

measure does not respect the base rate in the in-548

put documents (see also Section 2). Their use of549

CNN/DM and XSum, both highly biased, makes it550

difficult to attribute this to amplification by mod-551

els. Brown and Shokri (2023) study summarizers552

gender bias on GPT-2-generated documents (Rad-553

ford et al., 2019) using word-embeddings. They554

find an overrepresentation of men in summaries.555

In comparison, our data construction reduces the556

risk of false positives due to input biases and our 557

more differentiated measures suggest hallucination 558

as a likely cause. Zhou and Tan (2023) find sum- 559

marizers treat articles differently when replacing 560

Biden with Trump and vice versa. While their re- 561

placement approach is similar to ours, both their 562

subject of study and measures are highly specific to 563

political bias. Bias has also been observed in tweet 564

and opinion summarization, where contributions by 565

minority groups in the input are underrepresented 566

(Shandilya et al., 2018; Dash et al., 2019; Keswani 567

and Celis, 2021; Olabisi et al., 2022; Huang et al., 568

2023). In contrast to our bias definition, which 569

focuses on differences in treatment of groups men- 570

tioned in the input, here bias is a failure to represent 571

the full distribution of opinions and/or authorship. 572

Ladhak et al. (2023) show models tend to hallu- 573

cinate entity nationality in biographical summaries. 574

This is consistent with our observation that the most 575

problematic behaviours stem from hallucinations. 576

Our approach for generating input documents is 577

related to replacement based approaches that gen- 578

erate context that ought to elicit equal behavior for 579

perturbations to the input (Zhao et al., 2018; Parrish 580

et al., 2022), although to the best of our knowledge 581

we are the first to apply such modifications for bias 582

in text summarization. 583

11 Conclusion 584

We have introduced definitions that allow us to 585

clearly formulate expectations for what constitutes 586

bias in summarization, along with measures that 587

allow us to detect these biases. We have shown that 588

any measure of summarizer bias must account for 589

bias in the input and proposed a rule-based method 590

that allows us to create realistic but unbiased data 591

for studying summarizer bias. While we focus on 592

gender bias in this paper, we present preliminary 593

experiments on ethnicity bias in Appendix K that 594

show that our approach for evaluation and data 595

generation is relevant beyond gender. 596

Our evaluation of six models indicates that their 597

content selection is not strongly affected by gender 598

bias. However, we caution that content selection in 599

news summarization is known to be subject to easy 600

heuristics like the lead “bias” (Jung et al., 2019). 601

Summaries might be more susceptible to biases in 602

more complicated settings. We find significant bias 603

in hallucinations revealing a connection between 604

hallucination and bias that suggests increasing sum- 605

marizer faithfulness as a mitigation strategy. 606
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Limitations607

Our investigation has a number of limitations. In608

particular we only study single document summa-609

rization for news on English documents. While610

this is by a large margin the most common setting611

in summarization research, it can not cover all of612

the possible applications of summarizers. We also613

focus mostly on studying binary gender bias, with614

some preliminary experiments on race.615

While we use high-quality linguistic annotations616

in constructing our templates, issues still arise that617

limit template creation. We identify the following618

specific failure cases: 1) our name identification619

heuristics break down in the few cases where en-620

tities are referenced only by their first name 2)621

named entities are sometimes not linked correctly622

to coreference chains due to the lack of singleton623

annotations in OntoNotes. Finally, documents are624

not always completely natural. In cases where doc-625

uments mention historic events, names in the article626

might contradict historical facts. This might limit627

the generalizability of some of our conclusions.628

Ethics Statement629

The most significant ethical implication of our work630

is that our observation that there are few biases in631

content selection might be misconstrued to imply632

that these models are generally safe to use. This633

might lead to less awareness for bias in text sum-634

marization. We thus ensure to point out that our635

conclusions are limited to the particular summa-636

rizers and the dataset we used. In particular, it637

is possible that biases might exist in settings with638

more complex content selection procedures, such639

as multi-document summarization.640
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A HELM Word Lists1121

Table 7 shows the word lists Wg we import from1122

Liang et al. (2022) for our word list inclusion mea-1123

sure introduced in Section 3.1124

Female Male
she he

daughter son
hers his
her him

mother father
woman man

girl boy
herself himself
female male
sister brother

daughters sons
mothers fathers
women men

girls boys
femen14 males
sisters brothers
aunt uncle
aunts uncles
niece nephew
nieces nephews

Table 7: Male and female word lists reproduced from
HELM (Liang et al., 2022).

B Topic Assignment Heuristic 1125

For our demonstration of the effect of input bias in 1126

Section 4, we require a transparent way to assign 1127

a topic to an input document. Following the ob- 1128

servations on gender/topic association in Table 1, 1129

we manually select a small number of tokens that 1130

we identify as sport or family related. A text is 1131

classified by counting the number of occurences 1132

for each word list and selecting the majority class. 1133

A tie is classified as unknown. We list tokens for 1134

both categories in Table 8. This allows us to cre- 1135

ate a deterministic, easy to verify topic assignment. 1136

Note that this assignment is purposefully artificial 1137

und non-general. It is not intended as a realistic 1138

topic classifier, but as a tool to demonstrate how 1139

summarizers might behave and how this influences 1140

bias scores. 1141

C Replacing Last Names 1142

We show entity hallucination scores, along with the 1143

other two scores that can be computed on Cloc , in 1144

Table 9. Results are comparable with the setting 1145

that leaves last name intact, with the exception of 1146

Llama-2 chat 13b which shows a notable decrease 1147

14This is likely a mistake in the original word lists. We
reproduce it here for better comparability.
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Sport Family
league family
season husband
club wife
game father
win mother
team children
shot boys

girls
baby

Table 8: Words used for topic identification.

in hallucination score. However, even in the latter1148

case it remains significantly non-zero.1149

D Corpus Construction1150

The OntoNotes newswire portion consists of docu-1151

ments from the Wall Street Journal and the Xinhua1152

news agency. We initially consider all documents1153

in the newswire portion for which coreference and1154

named entity annotations are available. From each1155

document, we derive a template which we can then1156

fill with reassigned names and genders in three1157

steps:1158

1. Identify all coreference chains which refer to1159

a PERSON named entity1160

2. Determine the first and last name of the entity1161

3. Identify which mentions of the entity require1162

modifications1163

In the first step, we consider all coreference1164

chains in the document. If there is any mention1165

that contains a named entity with tag PERSON as1166

a substring, we consider this chain as a candidate1167

for replacement. If the same named entity is part of1168

multiple chains (e.g. because of nested mentions),1169

we link the named entity to the deepest mention1170

that is tagged as IDENT.1171

Given a chain and with at least one linked PER-1172

SON named entity, we try to determine the first and1173

last name of the mentioned entity using a heuristic1174

approach, since there are no annotations for first1175

and last name. We take advantage of two heuristics:1176

1. titles like Mr./Mrs. are usually followed by a1177

last name 2. mentions with multiple tokens usually1178

contain the first name, followed by the last name1179

Thus, if a token is preceded by Mr., Mrs. or1180

Ms. and there is only one other token in the named1181

entity mention, we immediately consider this token 1182

as the last name. 1183

Otherwise, we count every token that is the last 1184

token in a named entity mention as a possible last 1185

name candidate and every token before the last as 1186

a possible first name token. Finally, we select the 1187

most frequent candidates for first and last name. 1188

In the last step, we consider all mentions of the 1189

entity and categorize it into one of the following 1190

classes: 1191

Full Name Any mention that contains both first 1192

and last name as determined in the previous 1193

step 1194

First Name Any mention that contains only the 1195

first name 1196

Last Name Any mention that contains only the 1197

last name 1198

Pronoun Any mention that is tagged as a PRP or 1199

PRP$ 1200

Title Any mention that contains a title. We con- 1201

sider Mr., Mrs., Ms., Sir and Lady. 1202

OntoNotes does not annotate singletons. How- 1203

ever, singletons are important since they still re- 1204

quire gender adaption to avoid biasing the input. 1205

We solve this by treating every PERSON named 1206

entity that is not assigned to a chain in the first step 1207

as a singleton. 1208

We only consider documents for generation 1209

where we find at least one entity with either a first 1210

name, gendered personal pronoun or title mention. 1211

During the generation of input documents, pro- 1212

nouns and titles are replaced by their male and 1213

female equivalents respectively, while first names 1214

are replaced with randomly selected names from 1215

the 1000 most common first names from the 1990 1216

census data. 1217

To reduce variance due to name selection in Cloc, 1218

we create pairs of inputs which use the same list 1219

of names for both genders but invert the gender 1220

assignment of each entity. 1221

E Validation of Alignment Algorithm 1222

To validate that the alignment algorithm in Sec- 1223

tion 5.2 works as intended, we conduct a manual 1224

annotation study. We annotate ten samples each for 1225

all systems on both Cloc and Cglob . This results 1226

in a total of 120 input-summary pairs. Since we are 1227
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BART Pegasus Llama-2 chat
CNN XSum CNN XSum 7b 13b

Word List
0.01

s: 0.00,0.01
d: 0.00,0.04

0.02
s: 0.00,0.04
d: 0.00,0.08

0.03
s: 0.02,0.04
d: 0.00,0.06

0.02
s: 0.00,0.04
d: 0.00,0.09

0.06
s: 0.04,0.07
d: 0.03,0.08

0.07
s: 0.06,0.08
d: 0.05,0.09

Entity Inclusion
0.01

s: 0.00,0.02
d: 0.00,0.03

0.05
s: 0.00,0.09
d: 0.00,0.12

0.01
s: 0.00,0.03
d: 0.00,0.03

0.04
s: 0.00,0.08
d: 0.00,0.10

0.03
s: 0.00,0.06
d: 0.00,0.06

0.02
s: 0.00,0.03
d: 0.00,0.04

Entity Hallucination
0.44

s: 0.41,0.47
d: 0.37,0.48

0.29
s: 0.27,0.31
d: 0.23,0.34

0.41
s: 0.39,0.43
d: 0.23,0.49

0.27
s: 0.25,0.29
d: 0.21,0.33

0.38
s: 0.33,0.43
d: 0.27,0.44

0.32
s: 0.26,0.38
d: 0.18,0.42

Table 9: Results for entity measures computed on Cloc with last names altered. We do not report distinguishability,
since it requires a corpus in Cglob format. We find results are comparable with results without last name alternation.
Only Llama-2 13b shows a notable decrease in hallucination score, although it still exhibits strong hallucination
bias.

# Input entities 571
# Summary entities 240
# Input entities with alignment in summary 152
# Incorrect entity alignments 2
# Summary entities tagged as hallucinated 39

. . . of these with gender classification 17
# Erroneously tagged hallucinations 13

. . . of these with gender classification 1

Table 10: Results of our manual annotation of entity
alignments. Note that, since we do not have coreference
information in the summary, a single input entity can
be aligned with multiple summary entities. This may
happen case the name is repeated more than once.

interested in validating the alignment, as opposed1228

to the named entity recognizer, we only sample1229

from among all instances where the summary has1230

at least one named entity.1231

We then manually check the automatic align-1232

ment and annotate for each instance:1233

1. The number of entities in the source that are1234

incorrectly aligned with an entity in the sum-1235

mary.1236

2. The number of entities in the summary that1237

are erroneously tagged as hallucinated when1238

they are supported by the input. Since halluci-1239

nated entities only affect the hallucination bias1240

score when our gender name classification al-1241

gorithm assigns an apparent gender to the en-1242

tity, we report how many of these incorrectly1243

tagged entities receive a gender classification1244

and thus might affect the hallucination score.1245

We conduct this annotation on hallucinations1246

before our additional safe-guard requiring at1247

least one token in the entity to not be present1248

in the source.1249

Results in Table 10 show that our alignment pro-1250

cedure generally works very well. The low num-1251

ber of incorrect alignments can be attributed to1252

the strict matching criteria between summary and 1253

source entities. While a third of hallucinations are 1254

incorrect, we find that this has little impact on bias 1255

scores, since all except one of these hallucinations 1256

do not receive a gender classification and thus do 1257

not affect the hallucination bias score. 1258

A qualitative analysis reveals that these incor- 1259

rectly tagged hallucinations are often caused by 1260

more complicated coreference settings. For exam- 1261

ple, five of the incorrectly identified hallucinations 1262

are a result of an article discussing a family “The 1263

Beebes”, which does not get correctly identified 1264

as an entity in the input by our approach, since we 1265

focus on mentions of individuals. We also find a 1266

failure case where the replacement in the input is 1267

incomplete, since names are part of nested entities 1268

that are not of PERSON type. For example, “Bush” 1269

in “The Bush administration” does not receive a 1270

PERSON tag and thus the entity “Bush” can not 1271

be aligned to the input. Since in our case these 1272

entities are a) not gendered and b) appear in the 1273

source document and are thus not taken into ac- 1274

count for hallucination bias, this shortcoming of 1275

the alignment heuristic does also not affect bias 1276

scores. 1277

F Name Classification in Summaries 1278

To determine entity gender in hallucinations, we 1279

rely on two separate lookup-based approaches. 1280

First, we try to find an English Wikipedia page 1281

with a title that exactly matches the named entity 1282

detected in the summary (including redirects). To 1283

limit false hits, we only consider pages that are in a 1284

category that contains the words ”births”, ”deaths” 1285

or ”people”. The latter allows matching categories 1286

such as ”people from X”, while the first two allow 1287

matching categories like ”Y deaths”, where Y is a 1288

date. We ignore pages with only a single word in 1289
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Male Female
he she

him her
his hers

himself herself

Table 11: Pronouns used for entity gender classification.

Please summarize the following old text
Please summarize the following old article
Summarize the following old text
Summarize the following old article
Give a summary of the following old text
Give a summary of the following old article
Give me a summary of the following old article
Give me a summary of the following old text
I need a summary of the following old article
I need a summary of the following old text

Table 12: Prompts used for the Llama-2 Models

the title due to the high likelihood of misidentifica-1290

tion.1291

To determine entity gender for hallucination bias,1292

we use the number of occurrences of the pronouns1293

shown in Table 11 and select the gender with the1294

more frequent pronouns. If we have a tie in the1295

number of pronouns, or if we get conflicting gender1296

predictions due to multiple people with different1297

genders (according to pronoun count) sharing the1298

same name, we classify the gender as unknown.1299

There is a risk that the better coverage of male enti-1300

ties in Wikipedia (Wagner et al., 2015) might influ-1301

ence our bias measure. We thus manually inspect1302

the failure cases of this step and find no evidence1303

that this influences results.1304

If we do not find a matching entity in Wikipedia,1305

we turn to the 1990 US census first names also used1306

in dataset construction. The census contains gender1307

frequency for each included name. We eliminate1308

duplicates, resolving them to the most frequent1309

gender, if the frequency is at least twice that of1310

the less frequent gender, and eliminating them as1311

ambiguous otherwise. We classify an entity as1312

male, if any token is present in the list of male first1313

names, and as female, if any token is present in the1314

female list. Similarly, we do not classify an entity1315

as either gender if it contains names from both lists.1316

G Prompts for Llama-2 1317

Table 12 contains the ten prompts we used to elicit 1318

summarization behaviour from the Llama-2 models. 1319

We specify that the texts/articles are “old” since we 1320

found in preliminary experiments that this reduces 1321

instances where Llama-2 chat 7b would refuse to 1322

summarize articles that contained dates or can be 1323

implicitly dated. 1324

H Summary Statistics 1325

Table 13 gives the average number of tokens and 1326

entities per summary, as well as the percentage of 1327

entities tagged as hallucinated for the summarizers. 1328

We find that different summarizers produce sum- 1329

maries of varying length, with XSum summaries 1330

being by far the shortest and Llama-2 summaries 1331

being the longest. Hallucinations are most frequent 1332

on XSum, which is a common observation, since 1333

XSum contains hallucinations in gold summaries 1334

(Maynez et al., 2020). 1335

I Summary Quality 1336

We are interested in summary quality from two per- 1337

spectives: a) Do our modifications of the original 1338

documents lead to a reduction in summary quality 1339

compared to unmodified documents? This might 1340

indicate our inputs are unnatural and thus our find- 1341

ings might not generalize; b) Is the distinguishabil- 1342

ity observed in Table 3 caused by a difference in 1343

summary quality for inputs that feature either male 1344

or female entities? 1345

Since we do not have access to gold summaries, 1346

we use an unsupervised evaluation method. Fol- 1347

lowing the recent success of using large language 1348

models in reference-free evaluation for text genera- 1349

tion (Liu et al., 2023; Chiang and Lee, 2023; Shen 1350

et al., 2023), we use GPT 3.5 to elicit rating for 1351

the generated summaries. We prompt the model 1352

using the reason-then-score prompt of Shen et al. 1353

(2023):15 1354

Score the following Summary given the 1355

corresponding Article with respect to rel- 1356

evance from one to five, where one in- 1357

dicates “irrelevance”, and five indicates 1358

“perfect relevance”. Note that relevance 1359

measures the Summary’s selection of im- 1360

portant content from the Article, whether 1361

15We use the gpt-3.5-turbo-1106 model. This
model is more recent than the one used in the evaluation
of Shen et al., but allows us to fit the entirety of the documents
and summaries into the available tokens.
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Cloc Cglob Orig
Corpus Avg. Tok. Avg. Ent. % Hal. Avg. Tok. Avg. Ent. % Hal. Avg. Tok. Avg. Ent.

BART CNN/DM 60.76
d: 60.17,61.39

0.97
d: 0.88,1.07

4.65
d: 3.06,6.67

60.88
d: 60.29,61.45

0.99
d: 0.90,1.09

4.01
d: 2.46,5.76

60.60
d: 59.90,61.26

1.00
d: 0.90,1.10

BART XSum 23.55
d: 23.10,24.02

0.27
d: 0.23,0.32

51.28
d: 43.10,58.30

23.59
d: 23.09,24.07

0.28
d: 0.24,0.32

47.67
d: 40.18,54.89

22.81
d: 22.31,23.27

0.25
d: 0.21,0.29

Pegasus CNN/DM 56.23
d: 55.10,57.41

0.87
d: 0.79,0.96

3.29
d: 1.60,5.29

56.19
d: 55.07,57.36

0.86
d: 0.78,0.95

3.32
d: 1.56,5.42

55.29
d: 53.98,56.72

0.79
d: 0.71,0.87

Pegasus XSum 24.69
d: 23.75,25.77

0.22
d: 0.18,0.25

33.69
d: 25.67,40.95

24.74
d: 23.71,25.78

0.22
d: 0.19,0.26

32.09
d: 24.90,39.31

22.90
d: 22.13,23.66

0.19
d: 0.16,0.23

LLama2 7b 164.40
d: 162.70,166.07

0.97
d: 0.88,1.06

2.97
d: 1.97,4.06

165.38
d: 163.60,167.07

0.99
d: 0.89,1.08

3.18
d: 2.16,4.43

175.52
d: 172.75,178.11

1.22
d: 1.08,1.37

LLama2 13b 163.80
d: 161.48,166.01

1.55
d: 1.40,1.69

2.95
d: 1.93,4.18

163.87
d: 161.35,166.10

1.56
d: 1.41,1.71

2.89
d: 1.91,3.90

166.86
d: 163.84,169.93

1.63
d: 1.47,1.79

Table 13: Average number of tokens and entities, and percentage of all entities tagged as hallucinated. We compute
bootstrap confidence intervals for all values on the document level.

the Summary grasps the main message of1362

the Article without being overwhelmed1363

by unnecessary or less significant details.1364

Article: {article}1365

Summary: {summary}1366

Provide your reason in one sentence,1367

then give a final score:1368

For each system, we evaluate all 683 summaries1369

generated from the original documents which are1370

used as templates for Cloc and Cglob . For Cloc1371

and Cglob themselves we conserve resources and1372

only evaluate summaries generated for two ran-1373

domly selected inputs, resulting in 1366 ratings per1374

system.1375

We report the average score for each summarizer1376

in Table 14 to validate the impact of our modifi-1377

cations on overall summary quality, whereas we1378

discuss the impact of input document gender on1379

summary quality in the main text in Section 9.2,1380

Table 6.1381

We find that, while there is a small reduction1382

in score for 4 out of 6 systems, performance is1383

very similar between original and modified docu-1384

ments, with the latter score falling within less than1385

one standard deviation of the original score. This1386

indicates that our modification of the input docu-1387

ments does not lead to meaningful degradation in1388

summary quality.1389

J Content Words1390

J.1 Motivation1391

Our automatic template generation procedure only1392

changes names and pronominal mentions, leaving1393

content words unchanged. This can lead to unnat-1394

ural occurrences, such as Chairman Diane Sasser,1395

when Chairwoman Diane Sasser would be more1396

appropriate. To check whether this is an issue in our1397

experiments, we manually extend the automatically1398

derived templates to also modify content words.1399

J.2 Annotation Procedure 1400

Since we found in preliminary experiments that 1401

many articles do not require any manual interven- 1402

tion, we first run an automatic filter over our dataset 1403

to identify candidate articles for annotation. We use 1404

an extended variant of our word list Wg of Liang 1405

et al. (2022) reproduced in Table 15. We then ran- 1406

domly sampled from these articles until we found 1407

100 instances where at least one text span required 1408

manual intervention to adapt to entity gender. 1409

During annotation, we identified text spans 1410

which should change in accordance with the gen- 1411

der of an entity in the document and which words 1412

should be used in either case (e.g. generating chair- 1413

man or chairwoman depending on the gender of the 1414

entity occupying that position). We also considered 1415

the case where multiple entities might influence the 1416

realization of a particular word, like brothers. In 1417

these cases, we also specify a neutral variant (e.g. 1418

siblings) to be used in case the referenced entities 1419

have different genders. 1420

J.3 Results 1421

We report results in Table 16. We find scores for 1422

modified inputs are very close to original scores 1423

when taking into account confidence intervals and 1424

exhibit the same trends. However, we note that the 1425

relatively small number of inputs makes confidence 1426

intervals relatively wide. 1427

K Ethnicity Bias 1428

To demonstrate our method is useful beyond study- 1429

ing binary gender bias, we conduct additional ex- 1430

periments investigating ethnicity bias in summa- 1431

rization and its interaction with gender. We focus 1432

on biases related to black/white associated names in 1433

an US-American context, since this is well known 1434

to be subject to biases in language models (Cheng 1435

et al., 2023; Parrish et al., 2022; Liang et al., 2022). 1436

We construct five datasets to study this bias: One, 1437

where gender is randomly assigned, and all four 1438
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System Cloc Std. Cglob Std. Original Std.
Pegasus XSum 4.23 1.45 4.24 1.45 4.28 1.42
Pegasus CNN/DM 4.57 1.03 4.59 1.01 4.70 0.89
BART XSum 4.32 1.38 4.34 1.37 4.30 1.40
BART CNN/DM 4.81 0.66 4.84 0.60 4.86 0.60
Llama-2 chat 7B 3.50 1.83 3.50 1.82 3.85 1.68
Llama-2 chat 13B 4.99 0.18 4.98 0.22 4.99 0.15

Table 14: GPT-3.5 RTS scores for summaries generated on Cloc , Cglob and on original documents. For Cloc , Cglob
we evaluate summaries for two inputs each for each article (n = 1366). For the original documents, we evaluate all
summaries (n = 683). We find only minor differences in quality between summaries on Cloc / Cglob and original
documents, indicating that our procedure does not result in systematic degradation of summary quality.

Female Male
daughter son
mother father
woman man
girl boy
female male
sister brother
daughters sons
mothers fathers
women men
girls boys
females males
sisters brothers
aunt uncle
aunts uncles
niece nephew
nieces nephews
wife husband
wives husbands
actress actor
actresses actors
chairwoman chairman
chairwomen chairmen
mum dad
mums dads
waitress waiter
waitresses waiters
mistress lover

Table 15: Extended word list used to identify candidate
articles for annotation.

possible combinations of entity race and binary 1439

gender. We use the black and white name dictio- 1440

nary of Parrish et al. (2022) for constructing entity 1441

names. We change both first and last names, since 1442

both are relevant in communicating entity ethnicity. 1443

Due to the small name inventory (10 per race and 1444

gender), we can not generate instances for all doc- 1445

uments. We thus only consider originals where we 1446

can generate a full set of 20 inputs for all settings, 1447

leaving us with 12,240 instances per dataset. 1448

Since word lists for ethnicity bias typically rely 1449

on last names, we do not compute word list bias 1450

and only compute inclusion bias. We also opt not to 1451

compute hallucination bias, since we want to avoid 1452

constructing a classifier that attempts to identify 1453

race of entities mentioned in the summary. 1454

Table 17 shows that most models exhibit no en- 1455

tity inclusion bias, with the exception of BART 1456

XSum, which exhibits inclusion bias across all 1457

investigated settings. In all cases BART XSum 1458

prefers to include black associated names in the 1459

summary. We find a pattern in distinguishability 1460

that is similar to our observations in gender bias, 1461

where the purpose-built models all exhibit rela- 1462

tively high distinguishability, whereas the Llama- 1463

2 models receive much lower distinguishability 1464

scores. Interestingly, we find that for all models 1465

that have significantly non-zero distinguishability, 1466

it is highest when black and white coded entities 1467

are assigned opposite genders. Similarly, for BART 1468

XSum, inclusion bias is highest in these settings, 1469

although we note that none of the differences are 1470

significant. 1471

L Computational Infrastructure 1472

We ran most inference on a single node using four 1473

RX6800 GPUs. For Llama-2 13b we ran some 1474

additional experiments on a single A100 GPU. 1475
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BART Pegasus Llama-2 chat
CNN XSum CNN XSum 7b 13b

Word List
0.00

s: 0.00,0.02
d: 0.00,0.06

0.00
s: 0.00,0.04
d: 0.00,0.15

0.02
s: 0.00,0.04
d: 0.00,0.08

0.06
s: 0.03,0.11
d: 0.00,0.21

0.08
s: 0.05,0.11
d: 0.03,0.14

0.04
s: 0.03,0.06
d: 0.01,0.09

Word List (Orig.)
0.04

s: 0.02,0.05
d: 0.00,0.11

0.06
s: 0.02,0.09
d: 0.00,0.21

0.05
s: 0.03,0.07
d: 0.00,0.13

0.09
s: 0.06,0.12
d: 0.00,0.25

0.05
s: 0.02,0.08
d: 0.01,0.11

0.05
s: 0.04,0.07
d: 0.02,0.10

Entity Inclusion
0.03

s: 0.00,0.07
d: 0.00,0.07

0.05
s: 0.00,0.16
d: 0.00,0.22

0.04
s: 0.01,0.08
d: 0.00,0.09

0.01
s: 0.00,0.10
d: 0.00,0.24

0.01
s: 0.00,0.08
d: 0.00,0.09

0.06
s: 0.02,0.09
d: 0.01,0.10

Entity Inclusion (Orig.)
0.01

s: 0.00,0.05
d: 0.00,0.08

0.16
s: 0.05,0.29
d: 0.02,0.39

0.02
s: 0.00,0.06
d: 0.00,0.07

0.02
s: 0.00,0.10
d: 0.00,0.19

0.01
s: 0.00,0.08
d: 0.00,0.07

0.02
s: 0.00,0.06
d: 0.00,0.07

Entity Hallucination
0.30

s: 0.19,0.41
d: 0.00,0.48

0.32
s: 0.29,0.34
d: 0.11,0.46

0.45
s: 0.00,0.46
d: 0.00,0.48

0.36
s: 0.32,0.39
d: 0.00,0.48

0.35
s: 0.22,0.46
d: 0.20,0.45

0.46
s: 0.00,0.48
d: 0.00,0.49

Entity Hallucination (Orig.)
0.26

s: 0.16,0.36
d: 0.01,0.44

0.33
s: 0.31,0.35
d: 0.15,0.47

0.00
s: 0.00,0.00
d: 0.00,0.00

0.33
s: 0.30,0.36
d: 0.00,0.49

0.17
s: 0.02,0.32
d: 0.01,0.39

0.41
s: 0.33,0.47
d: 0.12,0.48

Distinguishability (Count) 0.42
d: 0.35,0.49

0.42
d: 0.36,0.50

0.28
d: 0.21,0.35

0.24
d: 0.16,0.31

0.05
d: 0.00,0.11

0.18
d: 0.09,0.25

Distinguishability (Count) (Orig.) 0.27
d: 0.21,0.34

0.33
d: 0.27,0.41

0.19
d: 0.13,0.24

0.20
d: 0.13,0.27

0.11
d: 0.06,0.16

0.12
d: 0.07,0.17

Distinguishability (Dense) 0.40
d: 0.33,0.47

0.41
d: 0.34,0.48

0.27
d: 0.20,0.34

0.23
d: 0.16,0.31

0.03
d: -0.03,0.09

0.16
d: 0.08,0.24

Distinguishability (Dense) (Orig.) 0.27
d: 0.21,0.34

0.33
d: 0.25,0.41

0.19
d: 0.13,0.24

0.22
d: 0.15,0.29

0.05
d: 0.00,0.09

0.07
d: 0.01,0.12

Table 16: Results on our manually extended variants of Cloc and Cglob . Since our annotations cover only a
relatively small subset of the whole corpus, we also report the scores of summaries generated for the same inputs
without content word modification for comparison (Orig.). We find that almost all scores fall within their respective
confidence intervals.
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BART Pegasus Llama-2 chat
Gender Assignment CNN XSum CNN XSum 7b 13b
Entity Inclusion Bias

Random
0.01

s: 0.00,0.03
d: 0.00,0.04

0.17
s: 0.11,0.24
d: 0.08,0.29

0.04
s: 0.00,0.09
d: 0.00,0.11

0.02
s: 0.00,0.04
d: 0.00,0.05

0.01
s: 0.00,0.04
d: 0.00,0.04

0.01
s: 0.00,0.03
d: 0.00,0.03

Black Male/White Female
0.03

s: 0.01,0.05
d: 0.00,0.05

0.19
s: 0.13,0.26
d: 0.10,0.32

0.04
s: 0.00,0.09
d: 0.00,0.12

0.02
s: 0.00,0.03
d: 0.00,0.05

0.05
s: 0.02,0.08
d: 0.01,0.08

0.02
s: 0.00,0.04
d: 0.00,0.04

Black Male/White Male
0.05

s: 0.03,0.07
d: 0.02,0.08

0.11
s: 0.06,0.18
d: 0.03,0.22

0.08
s: 0.03,0.14
d: 0.01,0.16

0.05
s: 0.03,0.07
d: 0.03,0.08

0.02
s: 0.00,0.05
d: 0.00,0.06

0.01
s: 0.00,0.03
d: 0.00,0.03

Black Female/White Male
0.03

s: 0.01,0.05
d: 0.00,0.06

0.24
s: 0.17,0.30
d: 0.13,0.36

0.05
s: 0.00,0.10
d: 0.00,0.15

0.01
s: 0.00,0.03
d: 0.00,0.04

0.01
s: 0.00,0.04
d: 0.00,0.04

0.01
s: 0.00,0.03
d: 0.00,0.03

Black Female/White Female
0.01

s: 0.00,0.03
d: 0.00,0.04

0.12
s: 0.06,0.18
d: 0.02,0.22

0.02
s: 0.00,0.07
d: 0.00,0.10

0.04
s: 0.02,0.06
d: 0.01,0.07

0.01
s: 0.00,0.04
d: 0.00,0.04

0.01
s: 0.00,0.03
d: 0.00,0.03

Distinguishability (Count)
Random 0.19

d: 0.16,0.21
0.23

d: 0.20,0.25
0.16

d: 0.14,0.19
0.10

d: 0.08,0.12
0.01

d: -0.01,0.03
0.04

d: 0.02,0.06

Black Male/White Female 0.24
d: 0.22,0.27

0.28
d: 0.25,0.30

0.18
d: 0.16,0.21

0.13
d: 0.11,0.16

0.03
d: 0.01,0.05

0.04
d: 0.01,0.06

Black Male/White Male 0.20
d: 0.17,0.22

0.25
d: 0.22,0.27

0.15
d: 0.13,0.17

0.09
d: 0.06,0.11

0.02
d: -0.00,0.04

0.02
d: 0.00,0.04

Black Female/White Male 0.23
d: 0.21,0.26

0.30
d: 0.27,0.33

0.26
d: 0.24,0.29

0.19
d: 0.16,0.21

0.03
d: 0.01,0.05

0.05
d: 0.03,0.07

Black Female/White Female 0.21
d: 0.18,0.23

0.24
d: 0.22,0.27

0.22
d: 0.19,0.24

0.12
d: 0.09,0.14

0.01
d: -0.01,0.03

0.01
d: -0.01,0.04

Distinguishability (Dense)
Random 0.16

d: 0.13,0.19
0.21

d: 0.19,0.24
0.17

d: 0.15,0.19
0.10

d: 0.08,0.13
0.02

d: -0.00,0.04
0.03

d: 0.01,0.05

Black Male/White Female 0.24
d: 0.22,0.27

0.28
d: 0.26,0.31

0.19
d: 0.17,0.22

0.13
d: 0.10,0.15

0.01
d: -0.01,0.03

0.03
d: 0.01,0.05

Black Male/White Male 0.19
d: 0.17,0.22

0.23
d: 0.21,0.26

0.16
d: 0.13,0.18

0.09
d: 0.07,0.12

0.02
d: 0.00,0.04

0.02
d: 0.00,0.04

Black Female/White Male 0.24
d: 0.22,0.27

0.29
d: 0.27,0.32

0.26
d: 0.24,0.29

0.18
d: 0.16,0.20

0.04
d: 0.02,0.06

0.05
d: 0.03,0.08

Black Female/White Female 0.21
d: 0.19,0.24

0.23
d: 0.21,0.26

0.22
d: 0.19,0.24

0.12
d: 0.10,0.15

0.02
d: -0.00,0.04

0.02
d: 0.00,0.04

Table 17: Bias scores for entities with black/white associated names with different gender assignments. Random
assigns gender uniformly at random, independently of race. We find that only BART XSum has a slight inclusion
bias towards entities with black-associated names. In distinguishability, we find that purpose-built summarizers
exhibit some degree of distinguishability, whereas Llama-2 chat models score low along this axis as well.
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