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Abstract

The recent emergence of Neuro-Symbolic Agent (NeSA) approaches to natural language-based interactions calls for the investigation of model-based approaches. In contrast to model-free approaches, which existing NeSAs take, learning an explicit world model has an interesting potential especially in the explainability, which is one of the key selling points of NeSA. To learn useful world models, we leverage one of the recent neuro-symbolic architectures, Logical Neural Networks (LNN). Here, we describe a method that can learn neuro-symbolic world models on the TextWorld-Commonsense set of games. We then show how this can be improved further by adding a proprioception that gives better tracking of the internal logic state and model. Also, the game-solving agents performance in a TextWorld setting shows a great advantage over the baseline with 85% average steps reduction and $\times2.3$ average scoring.

1 Introduction

Recent emergence of neuro-symbolic (NS) approaches include natural language-based sequential decision making (Kimura et al., 2021b; Chaudhury et al., 2021; Kimura et al., 2021a). They propose a model-free approach of learning a logical policy, and tested with interactive-text games (Narasimhan et al., 2015; Côté et al., 2018; Hausknecht et al., 2020; Murugesan et al., 2021), which have become an interesting benchmark in the intersection of natural language processing and sequential decision making. NS approaches give the direct explainability of what is learned and allow natural integration of external knowledge as logic. Despite that, existing NS approaches are of model-free reinforcement learning (RL) but it would be useful if we could have model-based approaches that are potentially more sample efficient and can reach higher cumulative rewards as shown by neural world models (Hafner et al., 2019; Łukasz Kaiser et al., 2020). In contrast to these, a logical world model learned using NS approaches would allow an agent to use logical reasoning which enables us to obtain a trace of logical steps for better explainability. In fact, several sets of benchmarks and game environments have been proposed such as TextWorld (Côté et al., 2018), Jericho (Hausknecht et al., 2020) and TextWorld Commonsense (TWC) (Murugesan et al., 2021), which are far too complicated to solve without reasoning and common sense, compared to the original game setting (Narasimhan et al., 2015). Also, existing implementation of NS approaches do not really interpret a natural language but rely on the logical facts provided from the game engines.

In this paper, we focus on the problem of learning logical world models in NS methods. The main research question to be addressed is then how we can learn such models for text-based games using a general semantic parser. As a state-of-the-art interactive-text agent, GATA (Adhikari et al., 2020) constructs belief graphs used to enhance deep RL methods. In contrast to understanding the world state in a latent space, we want to explicitly use the logical world models to plan optimal action sequences and to provide direct explainability of the decision making policy. For the explainability purpose, we leverage general semantic parsing, following one of the early work constructing knowledge graphs (Ammanabrolu and Riedl, 2019).

An overview of our proposed method is depicted by Figure 1. The left side depicts that the environment state can be sufficiently approximated as a set of logical facts. Continuing in the bottom...
right, the agent can get textual observations of the environment. We assume that we have a semantic parser (Drozdov et al., 2022) that converts these observations into a logical form. In the real situation the semantic parsing is good, but won’t be perfect, hence we require that our agent should be capable of handling noisy logical states. From such states, our agent should produce suitable actions for accomplishing its tasks in the environment.

The main contributions of this paper are: the proposal of a novel world model-learning method with a neuro-symbolic approach, and its experimental results with TWC.

2 Problem Definition

Text-based games are often modelled with the RL problem setting in mind as Partially Observable - Markov Decision Processes (PO-MDP) (Côté et al., 2018; Hausknecht et al., 2020). As a first approach, we add an assumption - that the semantic parser can remove partial observability and that we are dealing with an MDP. At each time step the agent uses the information in a state, i.e. to take an action, \( a \), which transitions the state to the new state, \( s' \) according to the state transition function \( T \) such that \( s' = T(s, a) \). While acting in this environment the agent also gets rewards, \( r \), according to an unknown reward function, \( R \), such that \( r = R(s, a) \).

In the model-free RL setting, the agent learns a policy or value function which directly governs the actions. Here, we are interested in the model-based RL setting where the agent learns a model of the world which usually consists of both \( T \) and \( R \). This model can then be used with planning methods to find the optimal actions.

Based on the classical model-based RL setting, our problem has two more important specifications. First, we assume that our environment is relational, similar to (Lang et al., 2012). This means that all actions and states are composed of relational logic. They may be in the propositional form but there must be a corresponding lifted form that has a consistent meaning. For example, the propositional state, \( \text{on}(\text{book}, \text{table}) \) can be abstracted or lifted into \( \text{on}(x,y) \) with predicate, \( on \), and the variables, \( (x,y) \). The first assumption is that all states and actions handled by the agent are in this relational lifted form. This assumption can be handled as a design specification of the semantic parser. The second assumption is that the goal state is given. This is a weaker assumption that is already used in current RL research, the so-called goal-conditioned RL. Here, it allows us to concentrate only on learning \( T \) since \( R \) is no longer required for planning when we are given the goal state.

3 Learning Logical World Models

The problem of learning logical rules that explain a given set of logical examples can be cast into the general problem called Inductive Logic Programming (ILP) (Muggleton and De Raedt, 1994). What needs to be done is then to cast our relational model-based RL problem into ILP form. But before going into that detail, it is important to note that relying on classical ILP has significant failings. In particular, it is not well suited to noisy data to the extent that a single erroneous data point may cause the whole system to fail.

However, newer methods that leverage neural networks have shown great promise on working even with noisy data (Evans and Grefenstette, 2018). These are sometimes called neural ILP, differentiable ILP or neuro-symbolic ILP. These advances are the main impetus for us to research on the learning of logical world models.

We may use any such ILP method that is noise-resistant but here we use the Logical Neural Network (LNN) (Riegel et al., 2020) as a Neuro-Symbolic AI framework. It is an end-to-end differentiable system that enables scalable gradient-based learning and it has a real-valued logic representation of each neuron that enables logical reasoning (Riegel et al., 2020).

Action ILP with LNN

Now, getting back to the task of expressing our relational model-based RL problem as ILP, we first gather data samples which are triples of lifted logic, \( (s, a, s') \). This is gathered by using an exploration policy to generate actions. Here, we used a policy that uniformly randomly samples the action space but better exploration methods may be used, such as that outlined in (Lang et al., 2012). This data collection may be done in an offline or online RL setting but we assume that a large enough batch is available in the online RL setting before we start the learning procedure.

Given a batch of data samples, the learning procedure must produce an estimate of \( T \). This \( T \) will be the hypothesis to be generated by our ILP. This is a set of logical rules that best fits the data. To make learning more efficient we need to narrow down
the definition of $T$. Because we are ultimately interested in using $T$ for planning, we define it as a set of planning operators where each one is a quadruple of $(\alpha, \beta, \gamma, \sigma)$. Each element is a set of logical conditions. The conditions $(\alpha, \beta)$ are preconditions where $\alpha$ are conditions that must be true for the action to be executable, $\beta$ are ones that must be false. The conditions $(\gamma, \sigma)$ are post-conditions where $\gamma$ are ones made true by the action and $\sigma$ are ones made false. These conditions are the lifted logic statements that comprise a state, $s$, and the set of all possible conditions is $P$.

We model each of the operator elements as an LNN conjunction operator whose inputs are $P$. The LNN learning procedure can learn weights for each of these inputs that correspond to real-valued logic (Riegel et al., 2020; Sen et al., 2021). For the LNNs of $\alpha$ and $\beta$, the inputs are given the corresponding logical values of the conditions in $s$. The output is true when action, $a$, corresponds and $s \neq s'$ otherwise it is false. For the LNNs of $\gamma$ and $\sigma$, the inputs are given the logical values corresponding to the difference in the conditions of $s$ and $s'$ such that $\gamma$ are the conditions made true and $\sigma$ those that are made false. The output is true when action, $a$, corresponds otherwise it is false.

Using these inputs and outputs to the LNN, gradient-based optimization can be used for supervised learning (Riegel et al., 2020; Sen et al., 2021). When learning converges, we have a set of weights for each of the corresponding elements. These may be interpreted as probabilistic transitions but here we simply threshold them and maintain a deterministic transition system for our final estimate of $T$. Given this operator transition model and the goal, we can be in any state and use classical planning methods to find a series of actions to reach the goal.

**Conversational Proprioception**

Proprioception (Tuthill and Azim, 2018) is the sensation of body position and movement critical to human experience, while it is typically absent from conscious perception. This concept is used in imitation learning (Torabi et al., 2019) and in robotics (Cong et al., 2022), however to our knowledge it has not been proposed for text-based games or tasks with logical state representations.

In general, proprioception is a prediction of the next state, $s' = T(s, a)$, based on the existing knowledge of one’s body dynamics in the form of the transition model estimate, $T$, the current state, $s$, and the action taken, $a$. This additional information is crucial to help us disambiguate and better locate the next state. For our task where $T$ is a logical model, we propose to augment our learned $T$ with a set of proprioception rules, $\epsilon(s, a)$, such that our $T$ will now be defined as $(\alpha, \beta, \gamma, \sigma, \epsilon(s, a))$. For our agent, we define $\epsilon$ very generally such that it only consists of 2 rules. First, it tracks state-action pairs that were already tried and augments the state with this information. Second, it adds a precondition that prevents state-action pairs from repeating which is a common problem of conversational agents. These 2 rules are general enough to apply to any TWC environment and possibly beyond. We leave the design of further proprioception rules as a possible future work.

### 4 Experiment and Discussion

For evaluating the quality of world model learned, we first qualitatively analyze the learned action models. Then we see the interactive-text agent performance with a TextWorld benchmark. In this paper, we experiment on the TextWorld Common-sense (TWC) set of games (Murugesan et al., 2021) with the same experimental settings.

Once we have a logical world model, we can use it with a planner. Here, we use the Fast-Downward system (Helmert, 2006). For convenience we convert the learned operators into the PDDL (Planning Domain Definition Language) format by combining $(\alpha, \beta, \epsilon)$ into the preconditions and $(\gamma, \sigma)$ into the effects. We also augment the state with $\epsilon(s, a)$.

**Learned Models**

We confirmed that the world models were meaningfully learned by any of model-based approaches. Figure 2 shows example learned action models in a converted PDDL form for an action insert_into (insert XX into YY) by model-based approaches from AMR-based logical facts. For our results, we first show some examples of the learned rules in our logical world model in Figure 2. Here, we can visually inspect the validity of the rules. For example with the left case, the effect would be that the object $v0$ is at/in/on the container $v1$ (has_location-2) but now it is no longer in the inventory (carry-1). This level of explainability is inherent in logical models although it requires careful inspection.

The effect of proprioception can be seen in the right-hand side of Figure 2. The predicate of tried_insert_into is from an AMR-based pred-
Table 1: Scores on the TextWorld Commonsense(TWC) set of games

<table>
<thead>
<tr>
<th>Semantic parsing</th>
<th>Handicap</th>
<th>Easy</th>
<th>Medium</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valid</td>
<td>Valid</td>
<td>Valid</td>
</tr>
<tr>
<td>TWC agent (DL-only) [AAAI 2021]</td>
<td>Word embedding</td>
<td>(these are common) &amp; Admissible action &amp; Curated Common Sense</td>
<td>17.65 ± 3.62 &amp; 18.00 ± 3.24 &amp; 37.18 ± 4.86 &amp; 43.08 ± 4.13 &amp; 49.36 ± 7.50 &amp; 49.96 ± 0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>95% &amp; 87% &amp; 72% &amp; 54% &amp; 46% &amp; 22%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-free NeSA based on [ICMLP 2021]</td>
<td>Game-engine facts</td>
<td>Skipped</td>
<td>15.00 &amp; - &amp; 28.60 &amp; -</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100% &amp; - &amp; 100% &amp; - &amp; -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-free NeSA (REINFORCE)</td>
<td>AMR-based facts</td>
<td>-</td>
<td>32.28 ± 3.24 &amp; 38% &amp; 53% &amp; 38%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100% &amp; 100% &amp; 100% &amp; 100% &amp; 49.48 ± 1.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planning (Model-based NeSA)</td>
<td>Action transition Game-engine facts</td>
<td>Skipped</td>
<td>2.4 &amp; 100% &amp; 4.4 &amp; 100% &amp; 3.6 &amp; 100% &amp; 15.6 &amp; 100% &amp; 28.4 &amp; 60.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100% &amp; 100% &amp; 100% &amp; 100% &amp; 38%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-based NeSA (Learned action-transition)</td>
<td>Skipped</td>
<td>Game-engine facts</td>
<td>2.4 ± 0.0 &amp; 4.4 ± 0.0 &amp; 3.6 ± 0.0 &amp; 15.6 ± 0.0 &amp; 28.4 ± 0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100% &amp; 100% &amp; 100% &amp; 100% &amp; 60.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-based NeSA w/ proprioception</td>
<td>AMR-based facts</td>
<td>-</td>
<td>31.6 ± 0.0 &amp; 38% ± 0.0 &amp; 5.6 ± 0.0 &amp; 31.2 ± 0.0 &amp; 28.8 ± 0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100% &amp; 100% &amp; 100% &amp; 100% &amp; 24.2%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TWC Performance**

It would be more interesting if we take altogether to see if the learned rules allow us to plan optimal actions in the world. To answer this, we present our results in Table 1. Here, there are 7 methods: the first row is a deep-learning-only method, second and third are model-free neuro-symbolic methods, forth is a planning result which is an upper bound, fifth is a model-based RL method with game-engine facts, sixth is a model-based RL method, and seventh is a model-based RL method with proprioception.

For comparison, we show the best performing deep RL agent in (Murugesan et al., 2021) and the optimal agent using perfect game knowledge. Note that we have additional assumptions differing from the plain deep RL setting of the original setup in (Murugesan et al., 2021) but we give this as a reference on the potential improvement our overall approach might provide. The TWC games are categorized into Easy-Medium-Hard with a validation and testing set for each as shown in the columns.

Our results show that planning on our learned model can produce the same optimal actions for all the Easy and Medium games and for the validation set of the Hard games. An interesting limitation appears in the test set of the Hard games wherein novel predicates appear in the test set that do not appear in any of the training or validation set. This is a current limitation of our system.

The significant effects of AMR-originated noise or lack of information can be seen in the last two rows. However, thanks to the proprioception (the indication insert_into but with the intention modality of the agent, which is encoded in first-order logic. This recognition of an already-performed action insert_into should contribute to avoiding repeatedly performing failed actions.

Figure 2: Examples of the learned action models

(last row), it has been improved to be competitive to the model-based approach from game-engine provided logical facts (3rd-last row).

**5 Conclusion**

We proposed a model-based RL agent for text-based games which comprises of a semantic parser producing logical states, a neuro-symbolic ILP module for learning logical world models, and an off-the-shelf planning system to produce optimal actions in the game world. We presented results and experiments here on the key component which learns the logical world models.

**6 Limitations**

The experimental environment we used for testing our agents gives artificially generated natural language text, whose distribution of vocabulary, syntax, and semantic frames is controlled and limited to what the natural language text generators can provide. While we tried to include out of vocabulary for entities in our experiments, applying the proposed approach to natural language text in wild, such as chatbots working with human, must be faced with issues such as out of vocabulary for relations, etc. We believe, however, approaching from controlled “wildness” is an important direction of the work for interactive-text agents.
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