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ABSTRACT

Deep learning has been shown to be very powerful in reinforcement learning. The
generalization of current RL system, however, remains an unsolved hard problem
due to the data scarcity and the complexity of deep neural network. Based on the
intuition that, in real world, the optimial policy should be smoothed in terms of the
environment state. This paper proposes the idea of smooth regularized reinforce-
ment learning (SRRL), where the policy is trained to consistent output against
adversarial input. In extensive experiments in multiple environments (Inverted-
Pendulum, HalfCheetah, Swimmer, Hopper and Walker2d), we demonstrate that
our method improves policy smoothness, training stability, and greater generaliza-
tion performance.

1 INTRODUCTION

Many effort have been recently devoted to using deep neural network as function approximation in
reinforcement learning (RL, citeation). The RL system benefits from the large capacity and strong
representation power of neural network. However, training a generalizable high-capacity model
requires a large mount of training data and faces certain training difficulties such as overfitting,
vanishing/exploding gradient, covariate shift, etc.

To address the challenges, regularization techniques such as dropout and orthogonality parameter
constraints have been proposed for general deep learning models. In particular, people also develop
regularization tricks to improve the generalization ability of reinforcement learning models (Pinto
et al., 2017; Cheng et al., 2019). For example, RARL (Pinto et al., 2017) propose a robust RL model
that aims at performan well under uncertainties by training the agent against adversarially perturbed
environment. RARL, however, require an additional adversarial policy to be trained and obtained
little performance gain. Cheng et al. (2019) on the other hand proposed a control regularization that
regularize the behavior of the deep policy to be similar to a policy prior, which, however, may not
be available for all scenario.

Different from previous works, we propose a smooth regularized reinforcement learning method
(SRRL). Our key motivation is that, when facing a similar environment state the policy model should
perform a similar action. For example, a physical system (i.e. MuJoCo environment Todorov et al.
(2012)) is powered by physical law and thus the optimal policy is smoothed. As a simple show
case, an optimal policy of CartPole environment has a provably smooth close form solution. Unlike
traditional kernel method, the deep learning model, however, does not capture such smooth natural
explicitly.

Based on the above intuition, the proposed SRRL trains the agent with an additional regularization
loss, which minimize the Jensen-Shannon divergence of the output policy against between ordinary
state and adversarialy perturbed state. The proposed smooth regularization is closely related to
consistency regularization, which minimize the output of the deep model between original input
and a handful designed input and has been demonstrated to be powerful in various settings and
applications, including semi-supervised learning (Miyato et al., 2018), improving model robustness
and uncertainty (Zhang et al., 2019; Hendrycks et al., 2019), and unsupervised data augmentation
(Xie et al., 2019)

The rest of the paper is organized as follows: Section 2 introduces the related background; Section
3 introduces our proposed smooth regularized reinforcement learning in detail; Section 4 presents
numerical experiments on four MuJoCo environments.
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