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ABSTRACT

Historically, the pursuit of efficient inference has been one of the driving forces be-
hind the research into new deep learning architectures and building blocks. Some
of the recent examples include: the squeeze-and-excitation module of (Hu et al.,
2018), depthwise separable convolutions in Xception (Chollet, 2017), and the in-
verted bottleneck in MobileNet v2 (Sandler et al., 2018). Notably, in all of these
cases, the resulting building blocks enabled not only higher efficiency, but also
higher accuracy, and found wide adoption in the field. In this work, we further ex-
pand the arsenal of efficient building blocks for neural network architectures; but
instead of combining standard primitives (such as convolution), we advocate for
the replacement of these dense primitives with their sparse counterparts. While
the idea of using sparsity to decrease the parameter count is not new (Mozer &
Smolensky, 1989), the conventional wisdom is that this reduction in theoretical
FLOPs does not translate into real-world efficiency gains. We aim to correct this
misconception by introducing a family of efficient sparse kernels for several hard-
ware platforms, which we plan to open-source for the benefit of the community.
Equipped with our efficient implementation of sparse primitives, we show that
sparse versions of MobileNet v1 and MobileNet v2 architectures substantially
outperform strong dense baselines on the efficiency-accuracy curve. On Snap-
dragon 835 our sparse networks outperform their dense equivalents by 1.1−2.2×
– equivalent to approximately one entire generation of improvement. We hope
that our findings will facilitate wider adoption of sparsity as a tool for creating
efficient and accurate deep learning architectures.

1 INTRODUCTION

Convolutional neural networks (CNNs) have proven to be excellent at solving a diverse range of
tasks (Bhandare et al., 2016). Standard network architectures are used in classification, segmenta-
tion, object detection and generation tasks (Pan et al., 2019; Long et al., 2015; Zhao et al., 2019).
Given their wide utility, there has been significant effort to design efficient architectures that are
capable of being run on mobile and other low power devices while still achieving high classifi-
cation accuracy on benchmarks such as ImageNet (Russakovsky et al., 2015). For example, Mo-
bileNets (Howard et al., 2017; Sandler et al., 2018) employ the depthwise separable convolutions
introduced in (Sifre & Mallat, 2014) to significantly reduce resource requirements over previous
architectures. Inference time and computational complexity in these architectures are dominated by
the 1×1 convolutions, which directly map to matrix-matrix multiplications.

Weight sparsity is generally known to lead (Cheng et al., 2017) to theoretically smaller and more
computationally efficient (in terms of number of floating-point operations) models, but it is often
disregarded as a practical means of accelerating models because of the misconception that sparse
operations cannot be fast enough to achieve actual speedups during inference. In this work we
introduce fast kernels for Sparse Matrix-Dense Matrix Multiplication (SpMM) specifically targeted
at the accceleration of sparse neural networks. The main distinction of our SpMM kernel from prior
art (Nagasaka et al., 2018; Yang et al., 2018) is that we focus on a different point in the design
space. While prior work focused on extremely sparse problems (typically >99%, found in scientific
and graph problems), we target the sparsity range of 70-95%, more common when inducing weight
sparsity in neural networks. As a result our kernels outperform both the Intel MKL (Intel, 2009) and
the TACO compiler (Kjolstad et al., 2017).

Using these kernels, we demonstrate the effectiveness of weight sparsity across three generations of
MobileNet (Howard et al., 2017; Sandler et al., 2018; Tan et al., 2018; Tan & Le, 2019) architectures.
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Figure 1: MobileNet v1 and v2 and EfficientNet models. Sparse models: blue, dense models:
red. Sparse models include the cost of storing the location of non-zeros for sparse tensors as a
bitmask converted back into parameter count. That is every 32 values in the bitmask contributes one
“parameter”.

Sparsity leads to an approximately one generation improvement in each architecture, with a sparse
EfficientNet significantly more efficient than all previous models. These models represent a new
generation of efficient CNNs, which reduces inference times by 1.1 − 2.2×, parameter counts by
over 2× and number of floating-point operations (FLOPs) by up to 3× relative to the previous
generations.

2 RELATED WORK

Improvements in convolutional network architectures (Krizhevsky et al., 2012; Simonyan & Zisser-
man, 2015; He et al., 2016; Huang et al., 2017), as measured by increased classification accuracy
on benchmark tasks such as ImageNet (Russakovsky et al., 2015), have generally been concomitant
with increases in model parameter counts, FLOPs and memory requirements. Recently this evo-
lution has led to networks found through neural architecture search (Zoph et al., 2017; Real et al.,
2019) which can achieve over 82% top-1 accuracy, but require nearly 25 GFLOPs for one inference.

Given these prohibitive inference costs, there have been many lines of work attempting to improve
CNN efficiency, which is often defined as one of three metrics:

1. Inference speedup on real hardware
2. Theoretical speedup through FLOPs reduction
3. Model size reduction

These axes are neither parallel nor orthogonal. The effect of (3) and (2) on (1) in particular can be
quite complicated and highly varied depending on the hardware in question.

The MobileNet family of architectures (Howard et al., 2017; Sandler et al., 2018) has focused on im-
proving efficiency by taking advantage of the depthwise separable convolutions introduced in (Sifre
& Mallat, 2014), which can be thought of as a hand-crafted sparsification of full convolutions with a
predefined sparse topology, and which are responsible for the parameter efficiency of these architec-
tures. MobileNet v1 (MBv1) used layers of 1×1 convolutions followed by depthwise convolutions.
MobileNet v2 (MBv2) introduced the inverted residual block which consists of a 1× 1 convolution
expanding the channel count, a depthwise convolution on the expanded channel count, and then a
1 × 1 convolution reducing the parameter count. Across MobileNet architectures, the depthwise
convolutions account for only a small fraction of the total FLOPs, parameters, and inference time of
these models. In MBv1, they account for less than 2% of the total FLOPs and in MBv2 less than
3%.

A different line of work attempted to make more efficient CNNs by directly pruning the weights
of full convolutional filters accompanied by the necessary inference kernels (Park et al., 2016; Liu
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Figure 2: Sparse 1x1 Convolution as SpMM. Left: Unstructured sparsity (or block size 1). Right:
Output channel block size of 4

et al., 2015). Park et al. (2016) was not able to accelerate 1 × 1 convolutions, Liu et al. (2015)
did not attempt it. The latter also required generating a new set of kernels for each instance of
a model, which is often impractical for deployment. Due to the difficultly of accelerating sparse
computation, channel pruning approaches have been preferred (Gordon et al., 2018; Dai et al., 2018;
Luo et al., 2017; Louizos et al., 2018; Theis et al., 2018; He et al., 2018). These approaches prune
away entire filters leaving the final model dense, and function more as an architecture search over
channel counts.

Full Neural Architecture Search has also been applied directly to architectures resembling MBv2
resulting in MobileNet v3 (Tan et al., 2018), FBNet (Wu et al., 2019), and EfficientNet (Tan & Le,
2019).

Alternatively, factorizations of the 1×1 convolutions have been considered in ShuffleNet (Zhang
et al., 2017) and Learnable Butterfly Factorizations (Dao et al., 2019). ShuffleNet factorizes the
weight matrix into a product of a permutation matrix and block diagonal matrix. Butterfly Factor-
izations factorize the weight matrix into a sequence of permutation matrices and weight matrices
with special structure that can represent many common O(NlogN) transforms such as Fast Fourier
Transforms.

Work in Text-to-Speech (TTS) (Kalchbrenner et al., 2018) demonstrated that increasing sparsity
and concomitant increase in state size in RNN models lead to increased model quality for a given
non-zero parameter count. They additionally demonstrated fast block-sparse matrix-vector (SpMV)
multiplication routines necessary for RNN inference.

3 METHODS

To understand how to design the most efficient convolutional models, we investigate both how to
construct and train sparse MBv1, MBv2 and EfficientNet models and also the performance of our
SpMM kernels.

3.1 SPARSIFYING NETWORKS

We train on the ImageNet (Russakovsky et al., 2015) dataset with standard augmentation and report
top-1 accuracies on the provided 50k example validation set. To make the networks sparse we use
the gradual magnitude pruning technique of (Zhu & Gupta, 2018).

We do not prune the first dense convolution at the beginning of all three networks. Its overall contri-
bution to the parameter count, FLOP count, and runtime is small and does not warrant introducing
a new sparse operator. Instead, we implement a dense convolutional kernel which takes as input the
image in the standard HWC layout and outputs the CHW layout consumed by the sparse operators
in the rest of the network. In HWC layout, the values for different channels corresponding to one
spatial location are adjacent in memory. In CHW layout, the values of all the spatial locations for
one channel are adjacent in memory.

We also do not prune the squeeze-excitation (Hu et al., 2018) blocks in EfficientNet as they con-
tribute <1% of the total FLOPs to the dense model. The last fully-connected layer in all models also
contributes insignificantly (<1%) to the total FLOP count, but does contribute a significant fraction
(20-50%) of total parameters, especially after the rest of the model is pruned. As we are concerned
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Figure 3: Visualization of the memory reads and writes of our algorithm. In step 1, we load 8 spatial
locations simultaneously for each of the non-zero weights in the first row of the weight matrix. We
multiply each scalar weight by its corresponding row, accumulate the results, and in the end write
them out. Step 2 performs the same calculation for the next output channel. After steps 1 and 2, all
values for these spatial locations are in the cache, so future loads in steps 3 and 4 will be fast, despite
being random access.

with maximizing top-1 accuracy for a given runtime, we do not prune the final layer in MobileNet
v1 and v2 as doing so leads to a small decrease in top-1 accuracy. Standard EfficientNets do not
scale the number of filters in the last convolution by the width of the model, however we find that
when introducing sparsity it is beneficial to do this; in all sparse EfficientNet models we double the
units from 1280 to 2560. We also find that it is possible to make the fully-connected layer sparse
without loss of accuracy in EfficientNet, so we do so.

3.2 KERNEL IMPLEMENTATION

A diagram of the 1 × 1 convolution as a SpMM is seen in figure 2. Our scheme requires activation
tensors be stored in CHW format, in contrast to dense mobile inference libraries (Jacob, 2017;
Dukhan et al., 2019; Jacob, 2019) which favor HWC.

There are two key insights enabling the high performance of our kernels:

1. While the weight matrix is sparse, the activation matrix is dense. This means that we
can perform vector loads from the activation matrix and process multiple spatial locations
simultaneously.

2. By processing the matrix in the right order we can keep values that will be randomly ac-
cessed in the L1 cache, from which random access is fast and constant time.

Figure 3 shows the memory read and write patterns of a few steps of the kernel. The figure shows
8 elements being processed together but other values are possible and we also implement 4 and 16.
The outer loop is over columns and the inner loop is over rows; this allows each strip of 4, 8 or 16
spatial locations in the activations to remain in the L1 cache until it is no longer needed. In figure 3
steps 1 and 2 prime the cache, while subsequent steps 3 and 4 load all right hand side values from
the L1 cache.

In addition to the vectorization in the HW dimension, taking advantage of small amounts of struc-
ture in the weight matrix can offer significant performance boosts by increasing data reuse after
values are loaded into registers. Constraining the sparsity pattern so that multiple output or input
channels all share the same zero/non-zero pattern creates ‘blocks’ in the weight matrix (see figure 3
right). Blocks in the output channel dimension allow for more data reuse than blocks in the input
channel dimension. Experiments (see figure 6) show that either choice has the same effect on accu-
racy, so we implement output channel blocking with sizes of 2 and 4. Our nomenclature for kernels
is to give their spatial vectorization width followed by the output channel block size – 16x2 means
16 pixels and 2 output channels are processed in the inner loop.

We implement the ARM kernels in C with NEON intrinsics unlike current production libraries (Ja-
cob, 2017; Dukhan et al., 2019; Jacob, 2019) which rely on expert-optimized assembly. As refer-
ence, the code for the 4x1 inner loop is available in appendix A.

3.3 LIBRARY

We provide a library that can run sparse models trained with the model pruning library in Ten-
sorFlow (Abadi et al., 2015). This includes conversion from a dense representation to a Block
Compressed Sparse Row (BCSR)-like representation suitable for inference. In addition to the high
performance 1 × 1 convolutions, we also provide all supporting CHW kernels – depthwise convo-
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Figure 4: FLOPs with increasing layer depth. All measurements taken on a Snapdragon (SD) 835.

lutions, global average pooling and a 3 × 3 stride-2 dense convolution – necessary for running all
three generations of models. While we provide high performance versions of these kernels, we do
not detail them here. They are included in end-to-end measurements.

4 RESULTS

In the main text we mainly include results for MBv1 and MBv2 due to space limitations. Effi-
cientNets generally follow the same trends as MBv2 models, plots for EfficientNet can be found in
appendix C.

First we reveal performance results for our SpMM kernels, then we show how the networks respond
to sparsity and then finally we combine this information to find the models with the lowest inference
time.

4.1 ARM KERNEL PERFORMANCE

We use Ruy (Jacob, 2019), the current TensorFlow Lite ARM64 backend written largely in hand-
coded assembly, as the dense baseline. For a sparse baseline we use the kernel generated by the
TACO compiler (Kjolstad et al., 2017). We present results by plotting the FLOPs achieved at each
layer in the model, with increasing depth to the right in figure 4. For MBv1 we use a width multiplier
of 1.4 and 90% sparse and for MBV2 we use a width multiplier of 1.4 and 80% sparse as these
configurations approximately match the top-1 accuracy of the width 1 dense models. The kernel
variants that process 16 spatial locations at a time (e.g. 16x1, etc.) are the highest performing and
all reported numbers are from these kernel variants. TACO only supports unstructured sparsity and
should be compared with the 16x1 kernels.

The raw performance of the sparse kernels falls in the range of 40–90% of the dense kernels. And
as they must do much less work, when taking the sparsity of the layer into account, the effective
FLOPs are in the 2–7× range. In MBv1 performance falls significantly in the last two layers of
the model when the number of channels (1024) causes the size of one “strip” of spatial locations to
exceed the size of the L1 cache. In MBv2 the sawtooth pattern is caused by the alternating expand
and contract operations. The performance is higher for the expand kernels due to greater data reuse
of each “strip” that is brought into the L1 cache.

4.2 X86-64 KERNEL PERFORMANCE

We implement an AVX-512 version of our scheme with intrinsics to compare with the Intel MKL (In-
tel, 2009) SpMM. Results are in figure 5. In the majority of layers our scheme outperforms the MKL.
The geometric mean speedup over all layers is 1.20 in both MBv1 and MBv2.
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Figure 5: FLOPs with increasing layer depth. Measurements taken on an Intel Xeon W-2135.
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Figure 6: Effect of block size on top-1 accuracy. It only matters how many elements are in a block,
the configuration is unimportant.

4.3 MODEL PERFORMANCE

The hyper-parameters used to train MBv1 and MBv2 are listed in table 2, they were found with a
grid search on dense models with a width multiplier of 1.0 to reproduce the original results, which
used RMSProp, with SGD with momentum. The same hyper-parameters are used to train sparse
models. This change allows us to match or exceed the reported accuracies with only 45k iterations
of training.

The hyper-parameters used to train EfficientNet are largely unmodified from their code release, with
the exception of extending training from 350 to 550 epochs and increasing the learning rate decay
exponent to .985 from .97 so that the learning rate decays more slowly. These changes do not
improve the dense baseline.

We induce sparsity in MBv1 and MBv2 by starting the sparsification process at iteration 7,000 and
stopping at 28,000 with a pruning frequency of 2,000. For EfficientNet we start at iteration 23,000
and end at iteration 105,000, also with a pruning frequency of 2,000.

We train on the ImageNet (Russakovsky et al., 2015) dataset with standard data augmentation. Top-1
accuracies are reported on the validation set with center single-crops.

To understand the effect of block size, we plot in figure 6 accuracy against flops for different block
sizes. In these plots, every sparse tensor in the network uses the same output channel block size.
The tradeoff for block sparsity only appears to involve how many elements are in each block, and
not their configuration. For example, in MBv1, the 1×4, 4×1 and 2×2 curves all lie on top of one
another. The loss in accuracy due to blocking seems to decrease slightly for larger width models.
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Figure 7: Effect of sparsity on top-1 accuracy. The sparser a model is, the fewer flops it requires to
achieve a given Top-1 accuracy.
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Figure 8: The x-axis corresponds to turning that layer and all following layers to block size 4, the
prior layers are unstructured. The y-axis is the efficiency of making this change over an unstructured
model given as a ratio where the numerator is the speedup of changing the block(s) from unstructured
to block size 4 and the denominator is the decrease in top-1 accuracy that occurs by making this
change.

To understand how the sparsity level affects the efficiency of the models, we train models at 70%,
80% and 90% unstructured sparsity which is constant throughout the model. The results are plotted
in figure 7. MBv1 and MBv2 are more efficient the more sparse they become, confirming that the
results of Kalchbrenner et al. (2018) hold not just for RNNs, but also for convolutional models as
well.

In figure 1 we plot Top-1 accuracy vs. FLOPs for all three generations of sparse and dense models.
MobileNet v1 is 90% sparse, the other models are 80% sparse. A sparse MBv1 exceeds MBv2 in
terms of FLOP and parameter efficiency; a sparse MBv2 matches EfficientNet in terms of FLOP and
parameter efficiency; and a sparse EfficientNet exceeds all other models in both categories.

4.4 MODEL DESIGN

To design the models with the best top-1 accuracy vs. inference time frontiers we make the following
assumptions to reduce the search space:

1. We leave the models themselves unchanged.
2. We consider only block size 1 and block size 4 variants.
3. We induce the same level of sparsity in all 1× 1 convolutions.
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Model Width Top-1 Mega-Params Time (ms) SD835 Time (ms) SD670

MBv1
Dense 1.0 70.9 4.24 125 106
Sparse 1.4 72.0 2.31 63 63

MBv1
Dense .75 68.4 2.59 73 64
Sparse 1.0 68.4 1.48 33 34

MBv1
Dense .5 63.3 1.34 36 33
Sparse .75 64.4 1.29 21 20

MBv2
Dense 1.4 75.0 6.06 150 129
Sparse 2.0 74.9 4.63 127 118

MBv2
Dense 1.0 71.8 3.47 83 74
Sparse 1.4 72.0 2.86 63 56

MBv2
Dense .75 69.8 2.61 64 57
Sparse 1.0 68.6 1.85 35 33

MBv2
Dense .5 65.4 2.61 33 30
Sparse .75 65.2 1.65 29 25

Table 1: All input image sizes are 224x224. Sparse MBv1 models are 90% sparse, Sparse MBv2
models are 80% sparse. In sparse MBv1 models, layer 12 uses a block size of 4. This is almost
as efficient as the models in 4.4 and matches the top-1 scores of the dense models more closely.
In sparse MBv2 width multiplier 2.0 model, layers 14-16 use block size of 4. In all other MBv2
models, layers 11-16 use a block size of 4.

Then we do a search at width multiplier 1.4 over N models when there are N residual blocks in
a model. An x-axis location of n corresponds to a model in which the first n residual blocks are
unstructured and the last N − n residual blocks have an output channel block size of 4. We train
each model, note its top-1 accuracy and then measure its inference time. From this we can calculate
the ratio of inference time reduction relative to a fully unstructured model and top-1 lost, which are
plotted in figure 9. We choose the model with the highest ratio and train models at all widths with
this choice. This amounts to making layers 6 and deeper block size 4 in MBv1 models and layers
11 and deeper block size 4 in MBv2.

A full Neural Architecture Search (Zoph & Le, 2017; Liu et al., 2019) will likely lead to even more
efficient models, but we leave this to future work.

Table 1 contains the timings for running our sparse models on a single big core of two different pro-
cessors, a Snapdragon 835 and a Snapdragon 670. We compare them with MBv1 and MBv2 models
from their official repositories (Google, 2018a;b) run on the dense-inference TF Lite framework
with the standard Ruy backend.

5 CONCLUSION

We demonstrate that for a constant computational budget, sparse convolutional networks are more
accurate than dense ones; this corroborates the findings of Kalchbrenner et al. (2018), which demon-
strated that for a set number of floating-point operations, sparse RNNs are more accurate than dense
RNNs. We enable the use of weight sparsity to accelerate state-of-the-art convolutional networks
by providing fast SpMM kernels along with all necessary supporting kernels for ARM processors.
On Snapdragon 835 the sparse networks we present in this paper outperform their dense equivalents
by 1.1 − 2.2× – equivalent to approximately one entire generation of improvement. By overturn-
ing the misconception that “sparsity is slow”, we hope to open new avenues of research that would
previously not be considered.

A CODE LISTING

We present the code for the 4x1 kernel here for reference. ARM intrinsics have been renamed for
clarity and casts have been removed for brevity.
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Listing 1: 4x1 SpMM Kernel ARM Neon

size_t n = HW;
while (n != 0) { // Loop over spatial positions
float* w; // Weights, non-zeros are stored consecutively
int32_t* widx_dmap; // Deltas between columns in bytes
uint32_t* nnzmap; // Non-zeros per row
size_t k = OutputChannels;
do { // Loop over output channels
uint32_t nnz = *nnzmap++;
// This next line loads the bias
float32x4_t vacc = load_1_f32_value_and_broadcast(w++);
while (nnz-- != 0) { // Loop over non-zero input channels
intptr_t diff = *dmap++; // get delta in bytes and advance
float32x4_t vx = load_4_f32_values(x); // Load activations
x += diff; // advance the activations for the next non-zero
float32x4_t vw = load_1_f32_value_and_broadcast(w++);
vacc = multiply_add_4_f32(vacc, vx, vw); // vacc += vx * vw
}
store_4_f32_values(y, vacc);
y += HW; // advance down the output strip

} while (--k != 0);
// Reset pointers for the next strip of spatial locations
y -= OutputChannels * HW; y += 4; x += 4; n -= 4;

}

B HYPER PARAMETERS

MBv1 MBv2
learning rate .35 ∗ 16 = 5.6 .24 ∗ 16 = 3.84

momentum 0.9 0.92
l2 coefficient 5e-5 4e-5

Table 2: Hyper-parameters for MBv1 and MBv2 training. Learning rates are specified in a reduced
space and then multiplied by a factor of 16 due to the batch size.

C EFFICIENTNET PLOTS

Here we present the plots for EfficientNet corresponding to those in the main text for scaling with
sparsity and block size. The same trend for block size is observed - the configuration of the blocks
isn’t important, only the total size of the block. EfficientNet exhibits less improvement as sparsity
increases.
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