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Abstract
In this paper, we address a fundamental research question of significant practical interest: Can certain theoretical characteristics of CNN architectures indicate a priori (i.e., without training) which models with highly different number of parameters and layers achieve a similar generalization performance? To answer this question, we model CNNs from a network science perspective and introduce a new, theoretically-grounded, architecture-level metric called NN-Mass. We also integrate, for the first time, the PAC-Bayes theory of generalization with small-world networks to discover new synergies among our proposed NN-Mass metric, architecture characteristics, and model generalization. With experiments on real datasets such as CIFAR-10/100, we provide extensive empirical evidence for our theoretical findings. Finally, we exploit these new insights for model compression and achieve up to $3 \times$ fewer parameters and FLOPS, while losing minimal accuracy (e.g., 96.82% vs. 97%) over large CNNs on the CIFAR-10 dataset.

1 Introduction
Are there any theoretical characteristics of CNN architectures that can indicate a priori (i.e., without training) which models achieve a similar test accuracy, despite having a vastly different number of parameters and layers? Even though there has been significant progress in architecture design practices (both manual [He et al. (2016); Huang et al. (2017); Howard et al. (2017)] as well as automated via Neural Architecture Search (NAS) [Zoph et al. (2018); Liu et al. (2018); Real et al. (2017)]), the above question remains unanswered, thereby making it one of the most fundamental problems in modern deep learning research. Clearly, answering this question can help us directly design efficient CNN architectures with predictable performance figures. More precisely, the above question is related to three important areas of research:

Neural Architecture Search (NAS) techniques automatically search for highly accurate and efficient models [Zoph et al. (2018); Liu et al. (2018); Real et al. (2017)]. The models designed by NAS algorithms usually surpass the manually designed architectures [Howard et al. (2017)].

Model Compression methods reduce the computational costs of existing deep networks without losing significant test accuracy. The existing model compression techniques mainly focus on pruning, quantization, and knowledge distillation [Li et al. (2016); Yang et al. (2016); Hubara et al. (2017); Lai et al. (2017); Hinton et al. (2015)].

Generalization of deep networks aims to theoretically understand why deep networks work well in practice by exploring properties of weight-norms/initializations, stability of deep networks to noise, optimization characteristics such as sharpness of the minima, etc. [Zhang et al. (2016); Arora et al. (2018); Neyshabur et al. (2015; 2017b;a)]. Deep networks achieve low generalization error despite having a large number of parameters. In contrast, traditional wisdom suggests that models should overfit when the number of parameters is much larger than the dataset size (which is true in practice).

Although there has been extensive research in the above three areas separately, to the best of our knowledge, there is no research at the intersection of all three directions. Specifically, while NAS can generate efficient architectures for mobile applications [Tan et al. (2019); Cai et al. (2018); Wu et al. (2019)], existing NAS research does not theoretically explain why the newly discovered architectures perform better than other models containing a similar number of parameters. Conversely, NAS also does not theoretically explain why architectures with significantly different number of parameters and layers sometimes achieve similar accuracy. Moreover, a few generalization studies (e.g., [Arora et al. (2018)]) use compression to prove generalization error bounds. However, the generalization studies do not provide any theory that can explicitly guide efficient architecture design.
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Figure 1: Approach Overview: (a) First, model a CNN as a network of channels. (b) Next, we propose NN-Mass and NN-Density, where NN-Mass is a theoretically-grounded metric that indicates generalization capability. (c) Exploit NN-Mass to directly design significantly compressed models.

In view of the above, in this paper, we explicitly unify the architecture space exploration and generalization. Towards this, we first model CNNs as complex networks [Neuman et al. (2011)] since CNNs essentially consist of channels connected via filters at each convolutional layer (see Fig. 1(a)). Then, we define a new NN-Density metric to quantify how densely the channels of a CNN are connected to each other. We next use NN-Density to define a new, theoretically-grounded, architecture-level metric called NN-Mass which establishes a link between the structure of CNN architectures and their generalization error. Our objective is to use these architectural metrics for Neural Architecture Space Exploration (NASE); throughout this paper, NASE refers to the process of studying the design space of deep networks via theoretically-grounded metrics such as NN-Mass.

To this end, we combine for the very first time, the Probably Approximately Correct (PAC)-Bayes theory of generalization [McAllester (1999a,b); Monasson (1999); Watts & Strogatz (1998a)] to theoretically prove that: (i) Architectures with higher NN-Mass achieve lower generalization error, and (ii) Models with similar NN-Mass lead to similar test accuracy, despite having different numbers of parameters and layers (see Fig. 1(b)). Then, we provide extensive empirical evidence to support our theory. Finally, given a large, highly accurate CNN, we show how NN-Mass can be used to directly design efficient models without compromising their accuracy. Of note, our proposed NN-Mass metric has a closed-form equation in terms of structure of the CNN architecture. Hence, it can be used to directly discover new, efficient models without training individual models (see Fig. 1(c)). Our approach is illustrated in Fig. 1.

Overall, we make the following key contributions to both theory and practice:

1. To the best of our knowledge, we are the first to exploit network science to theoretically study the generalization properties of CNN architectures. Towards this, we propose a new, architecture-level metric called NN-Mass which can indicate the generalization capabilities of CNNs with long-range links; we call concatenation-type skip connections (see DenseNet [Huang et al. (2017)]) as long-range links or shortcut connections in this paper.

2. We are also the first to integrate the PAC-Bayes theory with network science to offer a new, principled method for studying properties of large deep networks. We discover a theoretical link between NN-Mass, a property of the CNN architectures, and generalization. We also show that models with similar NN-Mass achieve similar generalization errors.

3. To validate our new findings, we conduct extensive experiments with CNNs of different depths, parameters, and long-range links for CIFAR-10/100 datasets. We quantify the relationship between NN-Mass and generalization by demonstrating that the goodness-of-fit parameter ($R^2$) for a linear fit achieves high values (e.g., between 0.74-0.90). We also show that NN-Mass can be used to predict the test accuracy of unknown architectures.

4. Finally, we demonstrate practical implications of our work by exploiting NN-Mass for model compression. Specifically, given a large, highly accurate CNN (e.g., ~97% on CIFAR-10), we directly use our proposed NN-Mass metric to design new architectures that achieve accuracy close to that of the large model (e.g., 96.82% on CIFAR-10 test set), while reducing the total parameters and FLOPS by more than 3×.

The rest of the paper is organized as follows: Section 2 covers related work on NAS and generalization, while Section 3 describes our proposed approach and the theoretical relationship between CNN architectures and their generalization. Next, Section 4 presents extensive experiments to support our theoretical results. Section 5 concludes the paper with final remarks on future work.
2 Related Work

We now discuss related work on NAS, model compression and generalization. Prior art on long-range links for CNNs and network science is discussed in Appendix A.

Network Science-based NAS and Model Compression. Recently, standard network-generation techniques such as Barabasi-Albert (BA) [Barabasi & Albert (1999)] or Watts-Strogatz (WS) [Watts & Strogatz (1998a)] models were used for NAS [Xie et al. (2019); Wortsman et al. (2019)]. However, like the rest of the NAS research, [Xie et al. (2019); Wortsman et al. (2019)] did not explore what theoretical characteristics of the architecture make models (with different number of parameters and layers) achieve similar generalization performance. Hence, to our knowledge, no theoretical attempt has been made to understand the link between architecture design and generalization.

Another prior work analyzes the impact of initialization on pruned networks via a lottery ticket hypothesis [Frankle & Carbin (2018)]. However, this work (and the rest of the model compression literature) does not explore the characteristics of the architectures that can indicate generalization.

Generalization of deep networks. The field of generalization has recently gained attention to understand why deep networks generalize without overfitting [Saxe et al. (2013); Nye & Saxe (2018); Li & Liang (2018); Brutzkus et al. (2017); Arora et al. (2018); Neyshabur et al. (2015, 2017b); Bartlett et al. (2019)]. However, these generalization studies either explore the properties of model weights (e.g., weight-norms, noise stability, and other spectral properties), or attempt to understand the role of the optimization algorithm (e.g., sharpness of minima, etc.); hence, generalization does not explicitly study what characteristics make good deep network architectures.

In contrast, our objective is twofold: (i) Theoretically understand architectural aspects of generalization, and (ii) Practically design new, efficient architectures without searching for them (e.g., by directly exploiting our proposed metrics). Moreover, by integrating the PAC-Bayes theory with small-world networks, we present an effective way of modeling generalization of CNN architectures containing long-range links. We next describe our proposed approach that unifies these areas.

3 Proposed Approach

We first explain how CNNs can be modeled via network science. Next, we mathematically derive the proposed NN-Density and NN-Mass metrics that are needed for NASE. We then demonstrate the theoretical relationship between NN-Mass and generalization.

3.1 Modeling CNNs via Network Science

We assume a generic CNN consisting of multiple cells, each containing a fixed number of convolutional layers, similar to existing works such as Densenets [Huang et al. (2017)], Resnets [He et al. (2016)], etc. As shown in Fig. 2(a), each cell can have a different width, i.e., number of channels per layer. Following the standard practice [Simonyan & Zisserman (2014)], the width is increased by a factor of two at each cell as the feature map is reduced by half (see Fig. 2(a)).

We now illustrate a single convolution layer in Fig. 2(b) for our setup. In a standard CNN, a convolutional layer with \( n \) input channels and \( m \) output channels consists of \( m \) filters, each with \([k \times k \times n]\) dimensions. That is, the red kernel in Fig. 2(b) convolves with red input channel, green kernel convolves with green input channel, and so on. The outputs of all such channel-wise convolutions are added together to obtain a single output channel (violet output channel in Fig. 2(b)). In our setup, we explicitly assign different contributions from each input channel \( i \) to each output channel \( j \) as probabilities \( \alpha_{ij} \), which are fixed to random value \( 1 \). These \( \alpha_{ij} \) probabilities are directly used to define an adjacency matrix of any cell \( c \): \( A_{ij}^c = \alpha_{ij} \), where \( i, j \in \{0, 1, 2, \ldots, w_c, d_c - 1\} \).

Next, we define the structure of our cells. Fig. 2(c) shows a cell with \( d_c \) convolution layers, and \( w_c \) channels per layer. Output channels at each layer \( i \) receive contributions from all output channels of layer \( i - 1 \); we call these contributions short-range links since they connect consecutive layers (see red links in Fig. 2(c)). In addition to short-range links, the output channels at layer \( i \) can also receive long-range contributions from maximum \( t_c \) channels present at layers \( l \in \{0, 1, \ldots, i - 2\} \) within the

---

1 See Appendix B for more details on how these \( \alpha_{ij} \) probabilities are assigned to channel connections.

2 Not all links are shown in Fig. 2(c): All output channels at layer \( i \) will receive short-range links from the last layer, and additional long-range links from selected previous channels (see Fig. 2(b)(inset) in Appendix B).
Figure 2: (a) CNN consisting of three cells of \( d_c \) layers each. (b) An input channel \( i \) contributes to a given output channel \( j \) with some fixed probability \( \alpha_{ij} \). (c) Each cell contains \( d_c \) layers with \( w_c \) channels per layer. Output channels at each layer get contributions from output channels of last layer and additional long-range links from previous layers (via concatenation). Not all links are shown.

The contribution probabilities (\( \alpha_{ij} \)’s) are used to define the weighted adjacency matrix of the CNN.

For a given cell (see purple links in Fig. 2(c)). That is, \( t_c \) determines maximum number of channels that can supply long-range links. By definition, a link is long-range if it connects channels across two or more layers. Hence, each layer receives long-range contributions from \( \min\{w_c(i-1), t_c\} \) channel's. In practice, to create long-range links, the feature maps from previous layers are concatenated at the current convolution layer (like in Densenets [Huang et al. (2017)])]. Of note, in our current setup, long-range links are confined only within the cell and do not extend across multiple cells.

To create long-range links at each layer \( i \), we randomly select \( \min\{w_c(i-1), t_c\} \) previous channels (out of all channels until layer \( i - 2 \)). Similar to recent NAS research [Li & Talwalkar (2019)], our rationale behind selecting random links (and random probabilities \( \alpha_{ij} \)’s) is that random architectures are often as competitive as the carefully designed/searched models. Hence, throughout the paper, we look only at architectures with randomly chosen long-range links (after fixing the random seed).

3.2 Proposed Metrics for Neural Architecture Space Exploration

The above network formulation can be used to systematically study the architecture space for deep networks. Specifically, our problem has following objectives: (i) Theoretically quantify the architectural aspects of the generalization problem, and (ii) Exploit the above theory to directly design efficient CNN architectures in practice. To address the above goals, we propose two new network science-based metrics called NN-Mass and NN-Density, as defined below.

**Definition 1 (Cell-Density).** Given a CNN, density of a cell quantifies how densely its channels are connected via long-range links. Formally, for a given cell \( c \), cell-density \( \rho_c \) is expressed as:

\[
\rho_c = \frac{\text{#long-range links within cell } c}{\text{Total possible #long-range links within cell } c} = \frac{2 \sum_{i=2}^{d_c-1} \min\{w_c(i-1), t_c\}}{w_c(d_c-1)(d_c-2)}
\]

For complete derivation, please refer to Appendix C. Next, we define NN-Density as the average density across all cells in a CNN. If a CNN has \( N_c \) cells, then the NN-Density \( \rho_{\text{avg}} \) is expressed as:

\[
\rho_{\text{avg}} = \frac{1}{N_c} \sum_{c=1}^{N_c} \rho_c = \frac{1}{N_c} \sum_{c=1}^{N_c} \frac{2 \sum_{i=2}^{d_c-1} \min\{w_c(i-1), t_c\}}{w_c(d_c-1)(d_c-2)}
\]

\(^3\)When \( t_c > w_c(i-1) \), total possible channels that can supply long-range links is limited to \( w_c(i-1) \), i.e., the total number of channels until layer \( i - 2 \).
**Definition 2 (Mass of Deep Networks).** We define NN-Mass to quantify the generalization capability of a CNN. Intuitively, for a given width \((w_c)\), models with similar NN-Mass but different depth \((d_c)\), long-range links \((t_c)\), and number of parameters should achieve a similar test accuracy.

Note that, density is basically mass divided by volume. Let volume be the total number of channels in a cell. Then, we can analogously derive the NN-Mass metric by multiplying the cell-density with total number of channels in each cell. Hence, the NN-Mass \((m)\) is given as:

\[
m = \sum_{c=1}^{N_c} w_c d_c \rho_c = \sum_{c=1}^{N_c} w_c d_c \frac{2 \sum_{i=2}^{d_c - 1} \min\{w_c(i - 1), t_c\}}{w_c(d_c - 1)(d_c - 2)} = \sum_{c=1}^{N_c} \frac{2d_c \sum_{i=2}^{d_c - 1} \min\{w_c(i - 1), t_c\}}{(d_c - 1)(d_c - 2)}
\]  

(3)

Below, we explain the use of above metrics for Neural Architecture Space Exploration.

**Neural Architecture Space Exploration (NASE).** We define NASE as the process of studying the design space of CNNs via theoretically-grounded metrics such as NN-Mass. Note that, both NN-Density and NN-Mass relate network width, depth, and number of long-range links. For a fixed number of cells, a CNN architecture can be completely specified by \{depth per cell, width per cell, maximum long-range link candidates per cell\} = \{\(d_c\), \(w_c\), \(t_c\)\}. Hence, to perform NASE, we vary \{\(d_c\), \(w_c\), \(t_c\)\} to obtain random architectures with varying NN-Density and NN-Mass values. Appendix [D] illustrates NN-Mass calculation for a given architecture using a concrete example. We next show the theoretical link between NN-Mass and generalization.

### 3.3 Provocative Relationship Between NN-Mass and Generalization

In this section, we theoretically prove the relationship between generalization and our proposed NN-Mass metric, a property of CNN architectures. We further show that models with similar NN-Mass values achieve similar test accuracy. To this end, we start with the PAC-Bayes theory which is used to bound the generalization error of a given (not necessarily a neural network-based) classifier. We also integrate the network theory with PAC-Bayes theory to derive our results.

**Theorem 1** (McAllester Bound for Generalization Error [McAllester [1999a;b], Laviolette]). Given any data generating distribution \(D\), any hypothesis class of predictors \(\mathcal{H}\), any prior distribution \(P\) over the predictors, and any \(\delta \in (0, 1]\), with probability at least \(1 - \delta\) and for all distributions \(Q\) over \(\mathcal{H}\) for a randomly drawn training set \(S\) of \(N\) examples, the generalization bound is given by:

\[
\mathbb{E}_D(L(f_Q)) \leq \mathbb{E}_S(\hat{L}(f_Q)) + \sqrt{\frac{K L(Q\|P) + \log \frac{2\sqrt{N}}{\delta}}{2N}},
\]

where, \(f_Q\) is a classifier drawn from \(Q\), \(\mathbb{E}_D(L(f_Q))\) denotes the expected error, \(\mathbb{E}_S(\hat{L}(f_Q))\) is the empirical error over the training set \(S\), and \(K L(Q\|P)\) denotes the Kullback-Leibler (KL) divergence between the distributions \(P\) and \(Q\).

The above PAC-Bayes theorem bounds the generalization error of any classifier. Next, we prove generalization bounds for CNN architectures with long-range links in terms of NN-Mass. Without loss of generality, we assume in this section that the CNN architecture consists of a single cell containing \(d_c\) convolutional layers, each containing \(w_c\) channels per layer (i.e., the width is \(w_c\)).

**Theorem 2** (Generalization Bound for CNN Architectures in terms of NN-Mass). Consider single-cell CNN models with \(d_c\) layers and \(w_c\) channels per layer. Also, let \(t_c\) be the number of channels contributing long-range links. If \(Q\) denotes a probability distribution over CNNs with long-range links and an architecture \(f_Q \sim Q\) has a NN-Mass of \(m\), then, with probability at least \(1 - \delta\) the generalization error for this architecture is bounded as follows:

\[
\mathbb{E}_D(L(f_Q)) \leq \mathbb{E}_S(\hat{L}(f_Q)) + \sqrt{\frac{1}{2\sigma} \left(\frac{1}{\sqrt{m}} - \frac{1}{2} \log(\pi m)\right) + \log \frac{2\sqrt{N}}{\delta}}{2N},
\]

where, \(\sigma\) is the maximum number of connections a channel can have in a given CNN architecture.

To prove the above theorem, we integrate, for the very first time, the PAC-Bayes theory of generalization [McAllester [1999a;b]] with the small-world theory from network science [Newman & Watts [1999]; Monasson [1999]]. Essentially, we express the KL-divergence term in Theorem 1 as a function of NN-Mass. For complete proof, please refer to Appendix [E].
Remark 1. The KL-divergence term (equation 14 in Appendix E) is a decreasing function of $m$. Hence, for a family of models with depth $d$, width $w$, and NN-Mass $m$, Theorem 2 guarantees that the test error should reduce as NN-Mass increases. We show extensive empirical results for this observation.

As a natural consequence of Theorem 2, we next show that for two CNNs with a given width but different depths, models with similar NN-Mass values are expected to achieve similar generalization performance, even if the two models have vastly different number of parameters and layers!

**Corollary 1** (Models with Similar Mass Achieve Similar Generalization Performance). Given two models of same width $w$, let $f^L_1$ be a deeper model with NN-Mass $m_L$, and let $f^L_2$ be a shallower model with NN-Mass $m_S$ such that $m_L \leq m_S$. Then, the difference in expected test error of the two models is bounded with probability at least $1 - \delta$ as follows:

$$
\mathbb{E}_{D}(L(f^L_1)) - \mathbb{E}_{D}(L(f^L_2)) \leq \mathbb{E}_{S}(\hat{L}(f^L_1)) - \mathbb{E}_{S}(\hat{L}(f^L_2)) + \sqrt{\frac{1}{2\delta} \left[ \frac{m_S - m_L}{6m_Lm_S} - \frac{1}{2} \log \frac{m_L}{m_S} \right] + \log \frac{4N}{\delta^2}}
$$

In other words, irrespective of number of parameters and layers, as the NN-Mass for the two models becomes similar, their test error is also expected to become similar.

The corollary follows directly from the KL-divergence term in Theorem 2 (see equation 14 in Appendix E). See Appendix F for the complete proof of the closed-form bound above.

Remark 2. For the same width, a shallower and a deeper model with same NN-Mass intuitively implies that the shallower model is more densely connected than the deeper model (see equation [3]). Hence, this might suggest that NN-Density can also help us identify models that achieve similar test accuracy. However, as we shall show empirically, NN-Density alone cannot be used to identify such models since the CNNs with different depths achieve similar test accuracy for different NN-Density values. In contrast, NN-Mass can identify CNNs that yield similar generalization performance a priori (i.e., without training) since it has a closed-form equation in terms of $\{d_c, w_c, t_c\}$.

**Intuition behind why NN-Mass indicates generalization performance of CNN architectures.** While proving Theorem 2, we show that a CNN with long-range links can be seen as a superposition of a lattice network and a random network (see Fig. 9 in Appendix E). Also, for $d_c \gg v^2$ (true for deep CNNs), the average degree (i.e., the average number of connections for nodes) of the random network $\hat{k}_{R|G} = m/2$ (see equation [6] in Appendix E), and that of the lattice network is just $w_c$. Hence, the average degree of the overall CNN is $w_c + m/2$, which is independent of the depth $d_c$. Since average degree indicates how well-connected the network is, it controls how effectively the information can flow through a given topology. Therefore, for a given width and NN-Mass, the average amount of information that can flow through various architectures (with different parameters/layers) should be similar (due to the same average degree). As a result, we hypothesize that these topological properties might constrain the amount of information being learned by CNNs.

Next, we present detailed experimental evidence to support our theoretical findings.

4 **EXPERIMENTAL SETUP AND RESULTS**

4.1 **Experimental Setup**

Our objective is to perform NASE by varying $\{d_c, w_c, t_c\}$ that generates random architectures with different NN-Mass and NN-Density values. Similar to prior art like Huang et al. (2017), we keep the total number of cells $N = 3$ for all experiments. Overall, we conduct the following types of experiments for NASE on CIFAR-10 and CIFAR-100 datasets: (i) We show the impact of varying NN-Density (Remark 2). (ii) By providing extensive empirical evidence towards Theorem 2 and Corollary 1, we next show that NN-Mass can identify models that achieve similar test accuracy. (iii) We further show that our findings hold across models with different widths. (iv) We then demonstrate that NN-Mass is better for predicting generalization performance than parameter counting, a baseline used to indicate model generalization. (v) We predict test accuracy of completely unknown architectures. (vi) We also show that our findings hold for CIFAR-100 which is significantly more complex than CIFAR-10. All experiments are repeated three times with different random seeds.

Finally, to demonstrate the practical implications of our work, we exploit NN-Mass to directly design efficient CNNs which achieve accuracy comparable to larger networks with similar NN-Mass. More details for the experimental setup (e.g., architecture details, learning rates, data augmentation, etc.) can be found in Appendix G (see Table 2). Next, we describe the results for the above experiments.
4.2 Results

Unless stated otherwise, the results are for CIFAR-10 (CIFAR-100 is presented towards the end).

4.2.1 NASE: NN-Mass as an Indicator of Generalization of CNN Architectures

Impact of Varying NN-Density. We train different deep networks with varying NN-Density (see Table 2 models in Appendix C). Fig. 3(a) shows that shallower models with higher density can reach accuracy comparable to deeper models with lower density (which is quite reasonable; see Remark 2). However, NN-Density alone does not help us identify a family of models that yields similar generalization despite having significantly different number of parameters/layers. Specifically, while we can say that for a given width, a shallower model might outperform a deeper model provided it is connected densely enough, NN-Density does not specify how dense the connections must be. Moreover, models with different depths achieve comparable test accuracies for different NN-Density values (e.g., although a 31-layer model with \( \rho_{\text{avg}} = 0.3 \) performs close to 64-layer model with \( \rho_{\text{avg}} = 0.1 \), a 49-layer model with \( \rho_{\text{avg}} = 0.2 \) already outperforms the test accuracy of the above 64-layer model; see models P, Q, R in Fig. 3(a)). Therefore, NN-Density alone cannot be used to identify CNNs with similar generalization performance. Hence, we next focus on NN-Mass.

Impact of Varying NN-Mass on Generalization. Fig. 3(b) shows the test accuracy of the trained models vs. total parameters. As evident, some 40-layer models with 5M parameters (e.g., model A in Fig. 3(b) within box W) perform comparably to several 64-layer models with more than 8M parameters (models D, E in Fig. 3(b)). Hence, models with highly different numbers of parameters and layers can achieve comparable accuracies (see all models within box W in Fig. 3(b)).

To explain this, we show test accuracy vs. NN-Mass in Fig. 3(c). Two observations are worth noting:

1. **The higher the NN-Mass, the higher the test accuracy.** This observation reinforces Remark 1 and Theorem 2 that higher NN-Mass should result in lower generalization error.

2. **Irrespective of number of parameters/layers, models with similar NN-Mass achieve similar accuracy (Corollary 1).** All models within box W (models A-E in Fig. 3(b)) cluster into bucket Z (models A’-E’ in Fig. 3(c)). Same holds for models within X and Y.

These observations emphasize that the NN-Mass is an important indicator of generalization performance, and is able to identify a family of models that obtains similar test accuracy.

The above results are for width multiplier, \( \text{wm} = 2 \), and vary NN-Mass indirectly due to changing NN-Densities. Since it is clear that NN-Mass is highly correlated with generalization, we now directly vary NN-Mass for models with \( \text{wm} \in \{1, 3\} \) to ensure that the above observations hold true for CNNs with different widths. More specifically, in Fig. 4(a), we observe that for \( \text{wm} = 1 \), models in boxes U and V have significantly different number of parameters and, yet, they achieve a similar test accuracy. Again, when plotted against NN-Mass (see Fig. 4(b)), models within the boxes U and V in Fig. 4(a) concentrate into buckets W and Z, respectively (see also other buckets).
Test Accuracy vs. Number of Parameters -- \(wm = 1\)

(a) Many models with very different \#parameters (boxes U and V) get clustered into buckets W and Z (see also other buckets). (c, d) For high-width, we observe significantly tighter clustering compared to the low-width case. Results are reported as mean of three runs.

Figure 4: Similar observations hold for low- \(wm = 1\) and high-width \(wm = 3\) models: (a, b) Many models with very different \#parameters get clustered into buckets W and Z (see also other buckets). (c, d) For high-width, we observe significantly tighter clustering compared to the low-width case. Results are reported as mean of three runs.

Test Accuracy vs. \(\log(NN-Mass)\) -- \(wm = 3\). R-squared = 0.90

Figure 5: Impact of varying width: (a) Width multiplier, \(wm = 1\), (b) \(wm = 2\), and (c) \(wm = 3\). As width increases, capacity of small (shallower) models increases and, therefore, the accuracy-gap between models of different depths reduces. Hence, the \(R^2\) for linear fit increases as width increases.

Note that, for \(wm = 1\), the 31-layer models do not fall within the buckets (see blue line in Fig. 4(b)). We hypothesize that this could be because of the following tradeoff. Specifically, since Corollary 1 states that the difference in test errors is bounded by the sum of (i) difference in training errors, and (ii) difference between NN-Mass values, the former term might dominate for low-capacity models (and, thus, the difference in test errors would increase). For instance, the training accuracy of 31-layer models is found to be much lower (e.g., 0.66%-0.9%) than that of 64-layer models. In contrast, 40-layer models have only 0.27%-0.4% lower training error than the 64-layer CNNs. Hence, this suggests that a tradeoff between training accuracy difference and NN-Mass values should affect the difference in test accuracies of various architectures. We next show that as the width multiplier increases further, the shallower models perform much more similar to deeper models.

Fig. 4(c) shows the results for \(wm = 3\). As evident, models with 6M-7M parameters achieve comparable test accuracy as models with up to 16M parameters (e.g., bucket Y in Fig. 4(d) contains models ranging from \{31 layers, 6.7M parameters\}, all the way to \{64 layers, 16.7M parameters\}). In general, we observe that as the width increases, the capacity of the CNNs increases and, hence, the curves on Accuracy vs. NN-Mass plot come closer to each other. We next quantify the above observation by fitting a linear model to predict Accuracy using \(\log(NN-Mass)\). As evident from Fig. 5 the goodness-of-fit \((R^2)\) increases from 0.74 to 0.84 to 0.90, as the width increases. This demonstrates that as the width of the CNN increases, NN-Mass becomes a better indicator of generalization.

Comparison between NN-Mass and Parameter Counting. Direct parameter counting is often used as a baseline for comparison in many generalization studies. In Appendix H.1 (Fig 10), we show that NN-Mass significantly outperforms parameter counting as an indicator of generalization for CNNs. Specifically, for low-width models \((wm = 2)\), a linear model between test accuracy and \(\log(\#\text{parameters})\) yields an \(R^2 = 0.76\) (compared to \(R^2 = 0.84\) for NN-Mass, see Fig. 10(a, b)); this indicates that parameter counting is a decent predictor of generalization for low-width models. However, for high-width models \((wm = 3)\), parameter counting cannot predict generalization performance at all. More precisely, the parameter count achieves an \(R^2 = 0.14\) for \(wm = 3\) (Fig. 10(c)). On the other hand, NN-Mass achieves a significantly higher \(R^2 = 0.90\) (see Fig. 10(d)).

We note that our work cannot be compared against generalization indicators presented in \cite{Arora18, Neyshabur15, Neyshabur17, Bartlett17}, because these works do not consider architectural aspects of the generalization problem and do not deal explicitly with CNN architectures with long-range links. The objective of this prior art is to understand how optimization properties...
Exploiting NN-Mass to Predict Test Accuracy of Unknown Architectures. Since NN-Mass is a good indicator of generalization performance, we next use it to predict test accuracies of completely unknown architectures. Specifically, for $w_m = 2$, we train the linear model shown in Fig. 5(b) on the initial set of $\{31, 40, 49, 64\}$-layer models, and use this linear model to predict the test accuracy of the unknown $\{28, 43, 52, 58\}$-layer CNNs with different NN-Densities. The complete details of this experiment and the results are presented in Appendix H.2. We show that a linear model trained on CNNs of depth $\{31, 40, 49, 64\}$ ($R^2 = 0.84$; see Fig. 5(b)) can successfully predict the test accuracy of unknown CNNs of depth $\{28, 43, 52, 58\}$ with a high $R^2 = 0.79$ (see Fig. 11 in Appendix H.2).

Results for CIFAR-100 Dataset. We now corroborate our main findings on CIFAR-100 dataset which is significantly more complex than CIFAR-10. To this end, we train the models shown in Table 2 (Appendix C) from scratch on CIFAR-100. Fig. 6(a) shows the test accuracy of various models as a function of number of parameters. As evident, several models achieve similar accuracy despite having highly different number of parameters (e.g., see models within box W in Fig. 6(a)). Again, these models get clustered together when plotted against NN-Mass. Specifically, models within box W in Fig. 6(a) fall into buckets Y and Z in Fig. 6(b). Hence, models that got clustered together for CIFAR-10 dataset, also get clustered for CIFAR-100. To quantify the above results, we fit a linear model between test accuracy and log(NN-Mass) and, again, obtain a high $R^2 = 0.84$ (see Fig. 6(c)). Therefore, our observations hold true across multiple image classification datasets.

To summarize, we show that (i) As NN-Mass increases, the test error of CNNs reduces, and (ii) NN-Mass can identify models that yield similar test accuracy, despite having very different #parameters/layers. We next use the latter observation to directly design efficient architectures.

4.2.2 Case Study: Directly Designing Compressed Models with NN-Mass

We now directly exploit the NN-Mass for model compression. Appendix H.3 explains how compressed models can be designed via NN-Mass. Following the setup in recent NAS works like DARTS [Liu et al. (2018)], we train our models for 600 epochs and report their test accuracy.

Table 1 summarizes the number of parameters, FLOPS, and test accuracy of various CNNs. We first train two large CNN models of about 8M and 12M parameters with NN-Mass of 622 and 1126, respectively; both of these models achieve around 97% accuracy. Next, we train three compressed models: (i) A 5M parameter model with 40 layers and a NN-Mass of 755, (ii) A 4.6M parameter model with 37 layers and a NN-Mass of 813, and (iii) A 31-layer, 3.82M parameter model with a NN-Mass of 856. We set the NN-Mass of our compressed models between 750-850 (i.e., within the 600-1100 range of the manually-designed CNNs). Interestingly, we do not need to train any intermediate architectures to arrive at the above compressed CNNs. Indeed, NAS involves an initial “search-phase” over a space of operations to find the architectures [Zoph et al. (2018)]. Similarly, model compression techniques like pruning [Li et al. (2016)] and quantization [Hubara et al. (2017)] also involve some kind of finetuning. In contrast, our models can be directly found using the closed
Table 1: Exploiting NN-Mass for Model Compression on CIFAR-10 Dataset. All our experiments are reported as mean ± standard deviation of three runs. DARTS results are reported from Liu et al. (2018) which uses a similar setup for training the final model discovered after the search.

<table>
<thead>
<tr>
<th>Model</th>
<th>Architecture design method</th>
<th>#Parameters/ #FLOPS</th>
<th>Number of layers/cells/long-range links ( (l_c) )</th>
<th>Specialized search-space?</th>
<th>NN-Mass</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARTS (first order)</td>
<td>NAS [Liu et al. (2018)]</td>
<td>1.3M/–</td>
<td>–/20 cells/–</td>
<td>Yes</td>
<td>–</td>
<td>97.18 ± 0.14%</td>
</tr>
<tr>
<td>DARTS (second order)</td>
<td>NAS [Liu et al. (2018)]</td>
<td>3.3M/–</td>
<td>–/20 cells/–</td>
<td>Yes</td>
<td>–</td>
<td>97.24 ± 0.09%</td>
</tr>
<tr>
<td>Train large models to be compressed</td>
<td>Manual</td>
<td>11.89M/3.63G</td>
<td>643 cells/ [90, 170, 300]</td>
<td>No</td>
<td>1126</td>
<td>97.02 ± 0.06%</td>
</tr>
<tr>
<td>Proposed</td>
<td>Directly via NN-Mass</td>
<td>5.02M/1.59G</td>
<td>403 cells/ [60, 130, 170]</td>
<td>No</td>
<td>755</td>
<td>97.00 ± 0.06%</td>
</tr>
<tr>
<td>Proposed</td>
<td>Directly via NN-Mass</td>
<td>4.69M/1.51G</td>
<td>313 cells/ [70, 140, 180]</td>
<td>No</td>
<td>813</td>
<td>96.93 ± 0.10%</td>
</tr>
<tr>
<td>Proposed</td>
<td>Directly via NN-Mass</td>
<td>3.82M/1.2G</td>
<td>313 cells/ [70, 140, 200]</td>
<td>No</td>
<td>856</td>
<td>96.82 ± 0.05%</td>
</tr>
</tbody>
</table>

form equation 2 of NN-Mass (see Appendix H.3), which does not involve any intermediate training/finetuning or even an initial search-phase like prior NAS methods. Therefore, NN-Mass can indicate the generalization properties of various architectures a priori (i.e., without any training)!

As evident from Table I, our 5M parameter model reaches a test accuracy of 97.00\%, while the 4.6M (3.82M) parameter model\(^4\) obtains 96.93\% (96.82\%) accuracy on the CIFAR-10 test set. Clearly, all these accuracies are either comparable to, or slightly lower (\( \sim 0.2\)\%) than the large CNNs, while reducing total parameters by up to 3× compared to the 11.89M parameter model. Moreover, the improvement in number of FLOPS is also up to 3×. Hence, NN-Mass results in a new model compression method which operates at architecture-level and does not rely on pruning/quantization.

Finally, Table II shows CIFAR-10 results for DARTS \[Liu et al. (2018)\], a competitive NAS baseline. As shown, with slightly lower 3.3M parameters, the first order DARTS achieves comparable accuracy to our proposed NN-Mass-based compressed models. Moreover, DARTS second order achieves a slightly higher accuracy (\( \sim 0.2\)\% higher). However, it should be noted that the search space of DARTS (like all other NAS techniques) is very specialized and utilizes many state-of-the-art innovations such as depth-wise separable convolutions \[Howard et al. (2017)\], dialated convolutions \[Yu & Koltun (2015)\], etc. In contrast, we use the regular convolutions with only concatenation-type long-range links in our work and present a theoretically-grounded approach. We show that it is not just the specialized convolutions that result in models that attain high accuracy with less parameters, but also certain CNN architectures are inherently more accurate. Therefore, NN-Mass can be used to design efficient architectures even when the search space is limited to regular convolutions.

5 Conclusion and Future Work

In this paper, we have proposed a new, theoretically-grounded, architecture-level metric called NN-Mass that can indicate the generalization properties of CNN architectures a priori (i.e., without training). By integrating PAC-Bayes and small-world network science for the very first time, we have also theoretically proved two key properties of NN-Mass: (i) For a given depth and width, the higher the NN-Mass, the lower the generalization error, and (ii) Irrespective of total number of parameters, models with similar NN-Mass yield similar test accuracy. We have further presented extensive empirical evidence for the above theoretical findings by conducting experiments on real datasets such as CIFAR-10/100. Finally, we have used these new insights to directly design compressed models which reduce parameters/FLOPS by up to 3×, while losing minimal accuracy compared to the large CNN \( (e.g., 96.82\% \text{ test accuracy } vs. \sim 97\% \text{ for large CNN on CIFAR-10 dataset}).

The present work opens several new directions in deep network generalization with implications for architecture search and model compression. As a future work, we plan to extend, both in theory and practice, NN-Mass for networks with branches and depth-wise separable convolutions. We further plan to bridge the theory between architectural aspects of generalization presented in this work vs. the generalization ideas discussed in prior art \( (e.g., \text{weight-norms, etc.}).\)
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Many recent innovations in deep learning architecture design have resulted in state-of-the-art deep networks that achieve excellent classification accuracy on complex vision and natural language applications. One of the most important innovations is the concept of shortcut connections in deep networks which enable complex architectures and have pushed the accuracy far beyond the traditional CNNs. For instance, Resnets [He et al. (2016)] introduced residual blocks which add feature maps at alternate convolution layers. Similarly Densenets [Huang et al. (2017)] have dense blocks that contain all-to-all connections. In contrast to Resnets, Densenets do not add feature maps but instead concatenate them together. The core idea in both of these models is to improve the information flow through the deep networks with the help of such shortcut connections between various layers.

Indeed, shortcut connections have long been a subject of study in the field of network science, e.g., small world networks [Watts & Strogatz (1998b)] that specifically deal with networks with long-range and short-range links (e.g., in social, biological, transportation networks [Newman et al. (2011)], and even multicore networks [Ogras & Marculescu (2006)]). In this paper, we view the shortcut connections in deep networks as being analogous to the long-range links in generic networks such as social and transportation networks. Hence, network science can be a good choice for studying the dynamics of long-range links in deep networks. Since Densenets [Huang et al. (2017)] have been shown to achieve higher accuracy than Resnets, we focus on concatenation-type long-range links.

### Appendix B: Computing network weights for CNN channel connections

Note that, in a standard CNN, a convolutional layer with $n$ input channels and $m$ output channel consists of $m$ filters, each with $[k \times k \times n]$ dimensions. That is, as shown in Fig. 2(b), red kernel in the filter convolves with red input channel, green kernel convolves with green input channel, and so on. The output of all such channel-wise convolutions are added together to obtain a single output channel (e.g., violet output channel in Fig. 2(b)). However, this implicitly assumes that all input
channels contribute equally to all output channels. Clearly, this assumption is counter-intuitive since our overall objective in an image classification problem is to separate out the identifying features of various classes at the final convolution layer (i.e., output channels at the final layer must activate for different features). Therefore, adding the outputs of channel-wise convolutions at each intermediate layer can make the training process of CNN inherently hard.

To alleviate the above problem, we explicitly assign different contributions from each input channel to each output channel as probabilities $\alpha_{ij}$. Specifically, for each output channel, we create a vector $q_j = \{q_{j1}, q_{j2}, \ldots, q_{jn}\}$ with Kaiming-normal initialization [He et al. [2015]], where each element $q_{ij}$ of this vector denotes an unnormalized contribution from an input channel $i$ to the given output channel $j$. Then, to generate the probabilities $\alpha_{ij}$, we simply compute the softmax of $q_j$. The probabilities thus obtained are used as contributions from input channels to this output channel (e.g., $\{\alpha_R, \alpha_C, \alpha_B\}$ in Fig. 2(b)). We call the unnormalized weight vector $q_j$ as contribution weights, and the probabilities $\alpha_{ij}$'s as contribution probabilities throughout this paper. Hence, in contrast to a standard convolution where individual channel-wise convolutions are directly added to obtain one output channel (i.e., in a traditional CNN, $\alpha_{ij} = 1$ for all connections), the final convolution in our proposed model is computed as a weighted sum of channel-wise convolutions (where, weights are given by $\alpha_{ij}$). Of note, throughout the training as well as inference, we keep these probabilities fixed.

Note that, all channel contributions (both long-range and short-range) are quantified by probabilities $\alpha_{ij}$’s. Specifically, instead of defining the contribution weight vectors ($q_1$) for each output channel, we can directly initialize a contribution weight matrix $Q = [q_1^T, q_2^T, \ldots, q_n^T]$ for all channels in a cell. Then, the contribution probabilities $\alpha_{ij}$’s are obtained by taking column-wise softmax of $Q$. Next, we show that fixing random probabilities, in fact, leads to better test accuracy than fixing constant contributions from input to output channels.

### B.1 Impact of Input-to-Output Contributions

To evaluate the impact of various $\alpha_{ij}$’s on CNN generalization, we train three separate models: (a) For the first model, we initialize the contribution weights for each layer to zeros and then take the softmax. Therefore, in this case, all contribution probabilities ($\alpha_{ij}$’s) are constant (1/N, N being the number of input channels per layer). (b) In the next model, we directly initialize $\alpha_{ij}$’s to all ones, which is the traditional CNN case where all channel-wise convolutions are directly added to obtain each output channel. The above two cases are equal-contribution cases. (c) Finally, to account for the proposed unequal-contribution case, we follow the process described in Appendix B above by fixing the contribution weights to Kaiming initialization [He et al. [2015]] and then take the softmax. Table 2 shows the architecture of CNNs used in this section: all models have 46-layers, $t_c = 200$, and width-multiplier of 2, which amounts to about 8M parameters. The models are trained for 350 epochs using stochastic gradient descent algorithm.

Fig. 7 demonstrates the training and test accuracy for the three models. As shown, the model with proposed unequal contributions (via random probabilities) achieves about 96.6% accuracy, which is about 1% higher than the corresponding equal-contributions cases. This is a significant result because achieving accuracy beyond 96% is very hard for CIFAR-10 dataset [Zoph & Le [2016], Huang et al. [2017], Zagoruyko & Komodakis [2016], Liu et al. [2018]]. Hence, this clearly demonstrates that not all input channels contribute equally to all output channels, and that even fixing the contributions to random probabilities significantly improves the generalization and convergence of the model. Note that, the $\alpha_{ij}$ contributions do not come at any additional cost in terms of number of parameters since these values are fixed and can be directly incorporated into convolution weights by element-wise multiplication. Therefore, this simple observation can be used to improve the accuracy of CNNs without any overhead in terms of number of parameters.

### C Derivation of Density of a Cell

Note that, the maximum number of channels contributing long-range links at each layer in cell $c$ is given by $t_c$. Also, for a layer $i$, possible candidates for long-range links = all channels up to layer $(i - 2) = w_c(i - 1)$ (see Fig. 2(c)). Indeed, if $t_c$ is sufficiently large, initial few layers may not have $t_c$ channels that can supply long-range links. For these layers, we use all available channels for
long-range links. Therefore, for a given layer $i$, number of long-range links ($l_i$) is given by:

$$l_i = \begin{cases} 
  w_c(i-1) \times w_c & \text{if } t_c > w_c(i-1) \\
  t_c \times w_c & \text{otherwise}
\end{cases} \quad (4)$$

where, both cases have been multiplied by $w_c$ because once the channels are selected to supply long-range links, they supply long-range links to all $w_c$ channels at the current layer $i$. Hence, for an entire cell, total number of channels contributing long-range links ($l_c$) is as follows:

$$l_c = w_c \sum_{i=2}^{d_c-1} \min\{w_c(i-1), t_c\} \quad (5)$$

On the other hand, total number of possible long-range links within a cell ($L$) is simply the sum of possible candidates at each layer:

$$L = \sum_{i=2}^{d_c-1} w_c(i-1) \times w_c = w_c^2 \sum_{i=2}^{d_c-1} (i-1) = w_c^2[1 + 2 + \ldots + (d_c - 2)] = \frac{w_c^2(d_c - 1)(d_c - 2)}{2} \quad (6)$$

Using equation 5 and equation 6 we can rewrite equation 1 as:

$$\rho_c = \frac{2 \sum_{i=2}^{d_c-1} \min\{w_c(i-1), t_c\}}{w_c(d_c-1)(d_c-2)} \quad (7)$$

D Example: Computing NN-Mass and NN-Density for a CNN

Given a CNN architecture shown in Fig. 8, we now calculate its NN-Density and NN-Mass. This CNN consists of three cells, each containing $d_c = 4$ convolutional layers. The three cells have a width, (i.e., the number of channels per layer) of 2, 3, and 4, respectively. We denote the network width as $w_c = [2, 3, 4]$. Finally, the maximum number of channels that can supply long-range links is given by $t_c = [3, 4, 5]$. That is, first cell can have a maximum of three long-range link candidates per layer (i.e., previous channels that can supply long-range links), second cell can have a maximum of four long-range link candidates per layer, and so on. Note that, the contribution probabilities ($\alpha_{ij}$’s) are computed using the procedure in Appendix B (i.e., we first generate contribution weights via Kaiming initialization, and then take the softmax to get probabilities). Moreover, as mentioned before, we randomly choose $\min\{w_c(i-1), t_c\}$ channels for long-range links at each layer. The inset
of Fig. 8 shows how long-range links are created by concatenating the feature maps from previous layers.

Hence, using \(d_c = 4\), \(w_c = [2, 3, 4]\), and \(t_c = [3, 4, 5]\) for each cell \(c\), we can directly use equation 2 and equation 5 to compute the NN-Density and NN-Mass values. Putting the values in the equations, we obtain \(\rho_{avg} = 0.78\) and \(m = 28\). Consequently, the set \(\{d_c, w_c, t_c\}\) can be used to specify the architecture of any CNN with concatenation-type long-range links. Therefore, to perform NASE, we vary \(\{d_c, w_c, t_c\}\) to obtain architectures with different NN-Mass and NN-Density values.

### E PROOF OF THEOREM 2

**Theorem 2** (Generalization Bound for CNN Architectures in terms of NN-Mass). Consider single-cell CNN models with \(d_c\) layers and \(w_c\) channels per layer. Also, let \(t_c\) be the number of channels contributing long-range links. If \(Q\) denotes a probability distribution over CNNs with long-range links and an architecture \(f_Q \sim Q\) has a NN-Mass of \(m\), then, with probability at least \(1 - \delta\) the generalization error for this architecture is bounded as follows:

\[
\mathbb{E}_D(L(f_Q)) \leq \mathbb{E}_S(L(f_Q)) + \sqrt{\frac{1}{2\sigma^2} \left( \frac{1}{m} - \frac{1}{2} \log(\pi em) \right) + \log \frac{2\sqrt{N}}{\delta}},
\]

where, \(\sigma\) is the maximum number of connections a channel can have in a given CNN architecture.

**Proof.** To prove Theorem 2, it only suffices to express the KL-divergence term in Theorem 1 as a function of \(m\). As a result, we must model the distributions \(Q\) and \(P\) for various CNNs. Since we are dealing with the hypothesis class of CNN architectures, network science can be used to explicitly model the distributions of the CNN topology. Hence, in order to study the distributions over CNN architectural topology (i.e., how various channels are connected together), network science concepts such as random networks, small-world networks, etc., can provide valuable insights. Towards this, the problem of computing distributions over CNN architectures can be equivalently seen as the problem of modeling connectivity in various network topologies. Now, it has been established in network science literature [Newman et al. (2011)] that the connectivity of a network can be quantified using its degree distribution (recall that degree of a node in a network is given by total number of links connected to it). Hence, degree distribution can be used for modeling the distributions over various topologies of CNN architectures.
Figure 9: (a) Small-World Networks in traditional network science are modeled as a superposition of a lattice network \( G \) and a random network \( R \) [Watts & Strogatz (1998a); Newman & Watts (1999); Monasson (1999)]. (b) A CNN with both short-range and long-range links can be similarly modeled as a random network superimposed on a lattice network. Not all links are shown for simplicity.

Starting from the above ideas, we assume \textit{a priori} that our CNN architecture does not have any long-range links. In other words, our prior distribution \( P \) for CNN architectures consists only of models with short-range links and no shortcut connections\(^5\). Therefore, any architecture drawn from prior distribution \( P \) will look like a lattice network \( G \) with \( w_c \times d_c \) total channels, and each channel at layer \( i \) is connected to \( w_c \) channels from the previous layer. Let this prior distribution \( P \) be given by a distribution \( P(\mathcal{G}) \) over lattice networks \( \mathcal{G} \).

Next, we model the distribution \( Q \) for the proposed CNN architectures with long-range links. Note that, the CNNs considered in our work have both short-range and long-range links (see Fig. 2(c) and Fig. 8 inset). This kind of topology typically falls into the category of small-world networks which can be represented as a lattice network \( \mathcal{G} \) (containing short-range links) superimposed with a random network \( R \) (to account for long-range links) [Monasson (1999); Newman & Watts (1999)]. This is illustrated in Fig. 9. Hence, the distribution over connectivities \( c \) in the small-world network can be written as:

\[
Q \sim P(\mathcal{G}, \mathcal{R}) = P(\mathcal{G}) \cdot P(\mathcal{R}|\mathcal{G})
\]

Since \( P(\mathcal{R}|\mathcal{G}) \) represents the random long-range links created on top of the lattice network \( \mathcal{G} \), the connectivity of long-range links due to \( \mathcal{R}|\mathcal{G} \) follows a Poisson Distribution. This is because the degree distribution of random networks has been shown to be Poisson Distribution [Barabasi (2016)]. The \( \lambda \) parameter (i.e., the mean) of this Poisson Distribution is given by the average degree of the random network. Therefore, the average degree for \( \mathcal{R} \) superimposed on \( \mathcal{G} \) is given by:

\[
\lambda = \bar{k}_{\mathcal{R}|\mathcal{G}} = \frac{\text{Number of long-range links added by } \mathcal{R}}{\text{Number of nodes}}
= \frac{w_c \sum_{i=2}^{d_c-1} \min\{w_c(i-1), t_c\}}{w_i d_c}
= \frac{m(d_c - 1)(d_c - 2)}{2d_c^2} \quad \text{(using equation 3 for one cell)}
\approx \frac{m}{2} \quad \text{(when } d_c >> 2, \text{ e.g., for deep CNNs)}
\]

\(^5\)Note that, choosing a prior without any long-range links makes sense even from an “evolution of CNN architectures” perspective since, initially, CNN architectures such as AlexNet [Krizhevsky et al. (2012)] and VGG-16 [Simonyan & Zisserman (2014)] were developed (which do not have any shortcut connections), and complex architectures with long-range connections such as NASNET [Zoph et al. (2018)], DenseNets [Huang et al. (2017)], etc. were proposed only later.
Then, the probability $Q(c) = P(\mathcal{G}) \cdot P(\mathcal{R}|\mathcal{G})$ of observing connectivity $c$ in the small-world network can be written as follows:

$$Q(c) = P(\mathcal{G}) \cdot \frac{x^c e^{-\lambda}}{c!} = P(\mathcal{G}) \cdot \frac{(\tilde{k}_{\mathcal{R}|\mathcal{G}})^c e^{-\tilde{k}_{\mathcal{R}|\mathcal{G}}}}{c!}, \quad (10)$$

where, $c \geq \tilde{k}_G$, the average degree of the lattice network $\mathcal{G}$. Since average degree is given by total number of links divided by number of nodes, $\tilde{k}_G = (w_c^2(d_c - 1))/(w_c d_c) = (w_c(d_c - 1))/d_c \approx w_c$ when $d_c >> 2$ (and implicitly $d_c >> 1$, which is true for deep CNNs). Now, let $\sigma$ be the upper bound on the connectivity $c$. Also, we assume that the prior distribution $P$ of drawing a lattice network is a uniform distribution for support $c \in \{\tilde{k}_G - \sigma + 1, \tilde{k}_G - \sigma + 2, \ldots, \tilde{k}_G + \sigma\}$. Then, the probability of observing a lattice network $\mathcal{G}$ with connectivity $c$ is given by:

$$P(\mathcal{G}) = \begin{cases} \frac{1}{2\sigma} & \text{if } c \in \{\tilde{k}_G - \sigma + 1, \tilde{k}_G - \sigma + 2, \ldots, \tilde{k}_G + \sigma\} \\ 0 & \text{otherwise} \end{cases}, \quad (11)$$

Note that, since our proposed CNN architecture (drawn from distribution $Q$) is also based on a lattice network, the probability of drawing a lattice $P(\mathcal{G})$ is same between $P$ (i.e., the prior) and $Q$ (i.e., our hypothesis).

We next use the above equations to simplify the KL-divergence term in Theorem 1. For deep CNNs with $d_c >> 2$, we have

$$KL(Q||P) = - \sum_{c=\tilde{k}_G}^{\sigma} Q(c) \log \left( \frac{P(c)}{Q(c)} \right)$$

$$= - \sum_{c=\tilde{k}_G}^{\sigma} P(\mathcal{G}) \cdot P(\mathcal{R}|\mathcal{G}) \log \left( \frac{P(\mathcal{G})}{P(\mathcal{G}) \cdot P(\mathcal{R}|\mathcal{G})} \right)$$

$$= \sum_{c=\tilde{k}_G}^{\sigma} P(\mathcal{G}) \cdot P(\mathcal{R}|\mathcal{G}) \log(P(\mathcal{R}|\mathcal{G}))$$

$$= \frac{1}{2\sigma} \sum_{c=\tilde{k}_G}^{\sigma} P(\mathcal{R}|\mathcal{G}) \log(P(\mathcal{R}|\mathcal{G}))$$

$$= \frac{1}{2\sigma} \left( -\mathbb{H}_{\text{Poisson}}(\tilde{k}_{\mathcal{R}|\mathcal{G}}) \right), \quad (12)$$

where, $\mathbb{H}_{\text{Poisson}(\tilde{k}_{\mathcal{R}|\mathcal{G}})}$ is the Entropy of $\mathcal{R}|\mathcal{G}$ which follows a Poisson Distribution (equation [10]). For a large $\lambda$, the Entropy of a Poisson Distribution can be approximated as [Evans & Boersma, 1988]:

$$\mathbb{H}_{\text{Poisson}(\lambda)} = \frac{1}{2} \log(2\pi e\lambda) - \frac{1}{2\lambda} + O\left(\frac{1}{\lambda^2}\right) \quad (13)$$

From equation [9], equation [13] and equation [12] and by ignoring the higher order terms of $\lambda$ (since it is large), we get the following expression:

$$KL(Q||P) = \frac{1}{2\sigma} \left( \frac{1}{6m} - \frac{1}{2} \log(\pi em) \right) \quad (14)$$

Putting the above expression into the bound in Theorem 1, we immediately get the generalization bound in terms of NN-Mass as shown in Theorem 2. \hfill \square

F PROOF OF COROLLARY 1

**Corollary 1** (Models with Similar Mass Achieve Similar Generalization Performance). *Given two models of same width $w_c$, let $f^L_Q$ be a deeper model with NN-Mass $m_L$, and let $f^S_Q$ be a shallower...*
model with NN-Mass $m_S$ such that $m_L \leq m_S$. Then, the difference in expected test error of the two models is bounded with probability at least $1 - \delta$ as follows:

$$
\mathbb{E}_D(L(f^L_Q)) - \mathbb{E}_D(L(f^S_Q)) \leq \mathbb{E}_S(\hat{L}(f^L_Q)) - \mathbb{E}_S(\hat{L}(f^S_Q)) + \sqrt{\frac{1}{2\delta} m_L m_S \log \frac{m_L}{m_S} + \frac{1}{2} \log m_L + \log \frac{4N}{\delta^2}}
$$

In other words, irrespective of number of parameters and layers, as the NN-Mass for the two models becomes similar, their test error is also expected to become similar.

**Proof.** We first compute the difference between the expected test errors for the deeper model $f^L_Q$ and the shallower model $f^S_Q$. Then, according to Theorem 1 we have:

$$
\mathbb{E}_D(L(f^L_Q)) - \mathbb{E}_D(L(f^S_Q)) \leq \mathbb{E}_S(\hat{L}(f^L_Q)) - \mathbb{E}_S(\hat{L}(f^S_Q)) + \sqrt{\frac{KL(Q_L||P) + \log \frac{2\sqrt{N}}{\delta}}{2N}} - \sqrt{\frac{KL(Q_S||P) + \log \frac{2\sqrt{N}}{\delta}}{2N}}
$$

To simplify the difference of square roots, we use the following lemma.

**Lemma 1** (Two Related Triangles (Hoggatt et al. (1960))). If three non-negative numbers $a$, $b$, and $c$ satisfy the triangle inequality (i.e., $a + b \geq c$, $b + c \geq a$, and $a + c \geq b$), then the following also holds:

$$
|\sqrt{a} - \sqrt{c}| \leq \sqrt{a} \leq \sqrt{b} + \sqrt{c}
$$

**Proof for this lemma is given in Hoggatt et al. (1960).**

Let $b = \frac{KL(Q_L||P) + \log \frac{2\sqrt{N}}{\delta}}{2N}$, and let $c = \frac{KL(Q_S||P) + \log \frac{2\sqrt{N}}{\delta}}{2N}$. Then, all we need to do is to find $a$ such that the triangle inequality between $a$, $b$, and $c$ is satisfied. Once we find such an $a$, the difference of square roots in equation 15 can be bounded by $\sqrt{a}$. Towards this, we begin by finding a lower bound for $b + c$:

$$
b + c = \frac{1}{2N} (KL(Q_L||P) - KL(Q_S||P)) + \frac{1}{2N} \log \frac{4N}{\delta^2}
$$

$$
\geq \frac{1}{2N} |KL(Q_L||P) - KL(Q_S||P)| + \frac{1}{2N} \log \frac{4N}{\delta^2}
$$

$$
= \frac{1}{2N} (KL(Q_L||P) - KL(Q_S||P)) + \frac{1}{2N} \log \frac{4N}{\delta^2} = a,
$$

where, the first inequality follows from the fact that the sum of two non-negative real numbers will always be greater than or equal to the absolute value of their difference. The second equality follows from equation 14. Specifically, since KL-divergence is a decreasing function of NN-Mass, and since $m_L \leq m_S$, it follows that $KL(Q_L||P) \geq KL(Q_S||P)$.

Now that we have a lower bound on $b + c$, we use this value as $a$. In order to use Lemma 1 we only need to make sure that the chosen values for $a$, $b$, and $c$ satisfy the triangle inequality. Note that, by construction, $b + c \geq a$. So, we only need to prove that $a + c \geq b$ and $a + b \geq c$. For the former, it is easy to see that $a + c = b + \frac{1}{2N} \log \frac{4N}{\delta^2} \implies a + c \geq b$ (since $\frac{1}{2N} \log \frac{4N}{\delta^2}$ is non-negative as the size of training set $N$ is a large number and $\delta \in (0, 1]$). For the latter, we have:

$$
a + b = \frac{1}{2N} KL(Q_L||P) - \frac{1}{2N} KL(Q_S||P) + \frac{1}{2N} \log \frac{4N}{\delta^2} + \frac{1}{2N} KL(Q_L||P) + \frac{1}{2N} \log \frac{2\sqrt{N}}{\delta}
$$

$$
= \frac{2}{2N} KL(Q_L||P) - \frac{1}{2N} KL(Q_S||P) - \frac{1}{2N} KL(Q_S||P) + \frac{1}{2N} \log \frac{2\sqrt{N}}{\delta} + \frac{1}{2N} \log \frac{4N}{\delta^2}
$$

$$
= c + \frac{2}{2N} (KL(Q_L||P) - KL(Q_S||P)) + \frac{1}{2N} \log \frac{4N}{\delta^2} \geq c
$$

$$
\geq 0 \text{ since } m_L \leq m_S \implies KL(Q_L||P) \geq KL(Q_S||P)
$$

(17)
Hence, $a$, $b$, and $c$ satisfy the triangle inequality. Therefore, we can use Lemma 1 to bound the difference of square roots in equation (15). Putting KL-divergence from equation (14) into $a$ in equation (16), we get:

$$a = \frac{1}{2\sigma} \left[ \frac{m_S - m_L}{6m_Lm_S} - \frac{1}{2} \log \frac{m_L}{m_S} \right] + \log \frac{4N}{\delta}$$

Finally, using Lemma 1 on equation (15) with the above $a$, we get the corollary statement. Clearly, the difference in expected error for the two models reduces as their NN-Mass values become similar. Therefore, irrespective of the number of parameters, if two models have similar NN-Mass, they are expected to yield similar test accuracies. We will present extensive empirical evidence to verify this corollary.

G COMPLETE DETAILS OF EXPERIMENTAL SETUP

We first analyze the impact of non-uniform contributions from input channels to output channels at all layers (Appendix B). Then, we perform the Neural Architecture Space Exploration with NN-Mass and NN-Density. Specifically, we run many experiments with CIFAR-10 and CIFAR-100 datasets for CNNs containing different number of layers, parameters, NN-Mass and NN-Density:

1. Impact of Input-to-Output Contributions: We train three separate models to evaluate the impact of various $\alpha_{ij}$’s on CNN generalization: Two models for constant contribution from all inputs to all outputs at each layer, and one model for the proposed unequal contributions via random probabilities. As shown in Table 2 for these experiments, we create a 46-layer model with width-multiplier of 2, and a single cell (i.e., any channel from any layer can contribute to any other channel). Also, $t_c = 200$ long-range link candidates are selected randomly at each layer. We have already explained the results of this experiment in Appendix B.

2. Neural Architecture Space Exploration and Correlation of NN-Mass with Generalization: Next, we explore the architecture design space using our proposed NN-Mass and NN-Density metrics. We further demonstrate that NN-Mass is indeed correlated with generalization (Theorem 2) and can be used to identify models with similar accuracy despite having different number of parameters (Corollary 1). All models in this category are trained for 200 epochs. We conduct the following classes of experiments:

   • Impact of Varying NN-Density. We first systematically analyze how the test accuracy changes when average density (as defined in equation 2) is varied for CNNs of different depths. Specifically, we fix the width of all models and vary the depth (total depth of the CNN with three cells = $3d_c + 4$) and the maximum number of long-range link candidates ($t_c$). We choose $t_c$ for different cells such that the density for all networks varies as: $\{0.1, 0.15, 0.2, 0.25, 0.3\}$. That is, different $t_c$ values result in architectures with different NN-Mass and number of parameters and, hence, allows us to explore the architecture design space (see Example 1 for an illustration on how the set $\{d_c, w_c, t_c\}$ is used to define an architecture). Complete details of various $t_c$ values for different networks is given in Table 2.

   • Impact of Varying NN-Mass and Width. The above experiment indirectly changes NN-Mass (due to varying NN-Density). We next explicitly vary the NN-Mass across models of different widths to analyze how the relationship between test accuracy and NN-Mass changes across a large spectrum of architectures. For all experiments, we explicitly quantify the relationship between accuracy of CNNs vs. NN-Mass by fitting a linear regression model. We report the goodness-of-fit (or coefficient of determination, $R^2$) of the linear model.

---

6 Base number of channels in each group is $[16, 32, 64]$. Hence, a width-multiplier of 2 implies that each group will have $[32, 64, 128]$ channels per layer.

7 Note that for evaluating the impact of $\alpha_{ij}$’s, we have fixed the number of cells to one; as explained in the footnote above, this cell contains three separate groups of $[32, 64, 128]$ channels per layer. We found that creating more cells improves the accuracy and, therefore, in the rest of the paper, we will use three cells for all models.
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Table 2: Details of Experiments for varying $\alpha_{ij}$’s and Average Densities

<table>
<thead>
<tr>
<th>Experiment Type</th>
<th>Number of Cells</th>
<th>Max. Long-Range Link Candidates ($t_c$)</th>
<th>$\alpha_{ij}$’s</th>
<th>Depth</th>
<th>Width Multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact of $\alpha_{ij}$’s</td>
<td>1</td>
<td>200</td>
<td>Constant ($1/N$)</td>
<td>46</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>200</td>
<td>Ones (Traditional CNN)</td>
<td>46</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>200</td>
<td>Random Probabilities</td>
<td>46</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impact of Average Density</th>
<th>3</th>
<th>[10,35,50]</th>
<th>Random Probabilities</th>
<th>31</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[20,45,75]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[30,50,100]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[40,60,120]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[50,70,145]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impact of Average Density</th>
<th>3</th>
<th>[20,40,70]</th>
<th>Random Probabilities</th>
<th>40</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[30,50,100]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[40,80,125]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[50,105,150]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[60,130,170]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impact of Average Density</th>
<th>3</th>
<th>[25,50,90]</th>
<th>Random Probabilities</th>
<th>49</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[35,80,125]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[50,105,150]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[70,130,170]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[90,150,210]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impact of Average Density</th>
<th>3</th>
<th>[30,80,117]</th>
<th>Random Probabilities</th>
<th>64</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[50,110,150]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[70,140,200]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[90,175,250]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[110,215,300]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Comparison to Parameter Counting.** Parameter counting (i.e., total number of trainable parameters in a model) has been a standard method to determine whether or not a given model will achieve high accuracy. Towards this, we demonstrate that NN-Mass is a significantly better metric than parameter counting for understanding generalization performance of various CNNs.

- **Predicting Test Accuracy of Unknown Architectures.** Finally, we train unknown models (e.g., models with different depths, density, etc.) that were not trained as part of the initial Neural Architecture Space Exploration. The objective of this experiment is to determine if NN-Mass can be used to predict the test accuracy of models that were never trained before.

3. **Exploiting NN-Mass for Model Compression:** Finally, we design new models with NN-Mass comparable to (or slightly higher than) large state-of-the-art networks but significantly fewer layers and parameters. We train the large model and these newly designed, small models for 600 epochs and compare their test accuracies. This experiment is used to evaluate if NN-Mass can be used directly as measure for model compression.

We verify our findings on CIFAR-10 and CIFAR-100 image classification datasets. The learning rate for all models is initialized to 0.05 and follows a cosine-annealing schedule at each epoch. The minimum learning rate is 0.0. Similar to setup in NAS prior works, cutout is used for data augmentation. All models are trained in Pytorch on NVIDIA 1080-Ti, Titan Xp, and 2080-Ti GPUs. This completes the experimental setup.

H ADDITIONAL RESULTS

H.1 COMPARISON BETWEEN NN-MASS AND PARAMETER COUNTING

Direct parameter counting is often used as a baseline for comparison in the generalization literature [Arora et al. (2018)]. Here, we quantitatively demonstrate that while parameter counting can be a useful indicator of generalization for models with low width (but still not as good as NN-Mass), as the width increases, parameter counting cannot predict generalization. In contrast, we show that NN-Mass consistently predicts generalization performance with high accuracy. Specifically, in
Figure 10: NN-Mass as an indicator of generalization performance compared to parameter counting. (a) For \( w_{m} = 2 \), \( \log(#\text{parameters}) \) fits the test accuracy with an \( R^2 = 0.76 \). (b) For the same \( w_{m} = 2 \) case, \( \log(\text{NN-Mass}) \) fits the test accuracy with a higher \( R^2 = 0.84 \). For lower width, parameter counting is a decent indicator of generalization performance. (c) For higher width (\( w_{m} = 3 \)), parameter counting completely fails to fit the test accuracy of various models (\( R^2 = 0.14 \)). (d) In contrast, NN-Mass still fits the accuracies with a high \( R^2 = 0.9 \).

H.2 NN-MASS TO PREDICT TEST ACCURACY OF UNKNOWN ARCHITECTURES

We now demonstrate that NN-Mass can be used to predict the test accuracy of unknown architectures that have not been trained before. Towards this, we create a testing set of new architectures by training 20 previously unknown architectures with \( w_{m} = 2 \), and \{28, 43, 52, 58\} layers. For these models, we vary the NN-Density between \{0.125, 0.175, 0.225, 0.275, 0.325\} which is different from the initial architecture space exploration setting in Fig 5(b) or Table 2 (in the initial setting, \{31, 40, 49, 64\}-layer models were trained for NN-Densities: \{0.10, 0.15, 0.20, 0.25, 0.30\}). We next use the linear model trained on the \{31, 40, 49, 64\}-layer models (see Fig. 5(b)) to predict the test accuracy of the unknown \{28, 43, 52, 58\}-layer CNNs. Note that, our testing set consists of models with both different number of layers and different NN-Densities (and, implicitly, different NN-Mass values) compared to the training set.

Fig. 11 shows that the testing \( R^2 = 0.79 \) (i.e., the \( R^2 \) obtained by predicting the accuracy of models in the testing set) which is close to the training \( R^2 = 0.84 \) (see Fig. 5(b)). Hence, NN-Mass can be used to predict test accuracy of models which were never trained before.
Figure 11: Linear modeled trained in Fig. 5(b) is used to predict the test accuracy of completely new architectures. The resulting $R^2 = 0.79$ is still high and is comparable to the training $R^2 = 0.84$. The linear model was trained on the test accuracies and NN-Mass of models with {31, 40, 49, 64} layers, and densities varying as {0.10, 0.15, 0.20, 0.25, 0.30}. To create the testing set, we trained completely new models with {28, 43, 52, 58} layers, and densities varying as {0.125, 0.175, 0.225, 0.275, 0.325}.

H.3 NN-MASS FOR DIRECTLY DESIGNING COMPRESSED ARCHITECTURES

Our theoretical and empirical evidence shows that NN-Mass is a reliable indicator for models which achieve similar accuracy despite having different number of layers and parameters. Therefore, this observation can be used for model compression as follows:

- First, train a reference big CNN (with a large number of parameters and layers) which achieves very high accuracy on the target dataset. Calculate its NN-Mass (denoted $m_L$).
- Next, create a completely new and significantly compressed model using far fewer parameters and layers, but with a NN-Mass comparable to or higher than the large CNN. This process is very fast as the new model is created without any a priori training. For instance, to design a compressed CNN of width $w_c$ and depth per cell $d_c$ and NN-Mass $m_S \approx m_L$, we only need to find how many long-range links to add in each cell. Since, NN-Mass has a closed form equation (i.e., equation 3), a simple search over the number of long-range links can directly determine NN-Mass of various architectures. Then, we select the architecture with the NN-Mass close to that of the reference CNN. Unlike current manual or NAS-based methods, our approach does not require training of individual architectures during the search.
- Since NN-Mass of the compressed model is similar to that of the reference CNN, Corollary 1 suggests that the newly generated model will lose only a small amount of accuracy, while significantly reducing the model size. To validate this, we train the newly compressed model and compare its test accuracy against that of the original large CNN.

Note that, our work is agnostic to what dataset is used since we rely solely on the properties of CNN architectures. That is, if we train the large CNN on a different dataset, our compressed model should still give accuracy close to that of the large CNN on the new dataset. Of course, the range of accuracy of different models will vary when the dataset is changed, but different architectures with similar NN-Mass should still yield a similar test accuracy. This observation is explicitly shown for CIFAR-10 and CIFAR-100 datasets in experiments (The “Results for CIFAR-100 Dataset” part in Section 4.2.1 shows that the same set of models that got clustered together for CIFAR-10 dataset, still form clusters for CIFAR-100 on the test accuracy vs. NN-Mass plot).