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AMU

jacek.kaluzny@amu.edu.pl

Yannik Schreckenberg
TUM

yannik.schreckenberg@tum.de

Karol Cyganik
AMU

karol.cyganik@amu.edu.pl

Peter Annighöfer
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Abstract

We introduce LAESI, a Synthetic Leaf Dataset of 100K
synthetic leaf images on millimeter paper, each with seman-
tic masks and surface area labels. This dataset provides a
resource for leaf morphology analysis aimed at beech and
oak leaves. We evaluate the applicability of the dataset by
training machine learning models for leaf surface area pre-
diction and semantic segmentation, using real images for
validation. Our validation shows that these models can be
trained to predict leaf surface area with a relative error not
greater than an average human annotator. LAESI also pro-
vides an efficient framework based on 3D procedural models
and generative AI for the large-scale, controllable genera-
tion of data with potential further applications in agriculture
and biology. We evaluate the inclusion of generative AI in
our procedural data generation pipeline and show how data
filtering based on annotation consistency results in datasets
allows training the highest performing vision models.

1. Introduction
In recent years, the integration of machine vision algorithms
in agriculture has been instrumental in enhancing productiv-
ity and sustainability. One limitation of the machine learning

algorithms is their reliance on accurate and extensive train-
ing data. This is because acquiring sufficiently annotated
real-world data, particularly for tasks like leaf analysis, is
often costly and time-consuming [22].

We present LAESI, a Synthetic Leaf Dataset, and two
procedural models for its generation. The first is a proce-
dural model for millimeter paper, and the other is for leaf
shape generation. Our method employs ControlNet [26] to
improve the visual realism of renderings similarly to Anag-
nostopoulou et al. [1]. Using computationally efficient pro-
cedural models paired with generative AI models allows for
a fully automatic, controllable, and large-scale generation of
synthetic data that is useful for training deep learning models
for vision tasks.

The LAESI dataset provides annotations consisting of
semantic masks and surface area labels. We demonstrate
the utility of this dataset by training machine vision models
on leaf surface area prediction and semantic segmentation.
Furthermore, we compare vision models trained with differ-
ent blends of synthetic data and real data against a baseline
model trained on 1,7K real annotated images.

Our pipeline for LAESI generates realistic and diverse
synthetic leaf images through several stages (Fig. 1): (1)
Procedural Generation of Millimeter Paper Background:
generate paper textures and grid alignments to for consis-
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Figure 1. A model of the LAESI pipeline: Procedural Generation of Millimeter Paper Background and Leaf Shape generates diverse paper
textures, grid alignments, and a range of leaf shapes, sizes, and textures. Rendering and Final Synthetic Dataset Composition combines
leaves with the background with realistic lighting and generates annotations such as semantic masks, surface area labels, and canny edges.
Dataset Inpainting utilizing the ControlNet-based pipeline for inpainting of Canny edges generates leaf images inside the masked regions of
data points. Dataset Filtering discards the leaf data points with inpainting results that reduce consistency with their annotations by using a
semantic segmentation model.

tent scale reference; (2) Leaf Shape and Texturing Proce-
dural Model: generates a range of leaf shapes, sizes, and
textures to increase the datasets variability; (3) Semantic
Mask and Surface Area Labeling: Semantic masks delineate
leaf boundaries against the millimeter paper, together with
accurate surface area labels; (4) Rendering and Final Im-
age Composition: the synthetic leaves are combined with
the millimeter paper background, adding realistic lighting,
shadow effects, and overall image composition; (5) Dataset
Inpainting: Each image in the dataset is processed using a
ControlNet-based [26] pipeline for accurate inpainting of
leaf masks using canny edges and text prompts as input; (6)
Semantic Segmentation-based Quality Control: Inpainted
synthetic images are semantically segmented into leaf and
background and undergo a comparison with the procedu-
rally generated ground truth masks to establish annotation
consistency.

2. Related Work

Deep learning neural models have shown strong progress in
many areas, but they require a large volume of high-quality
data for effective training. While data are abundant, anno-
tated data are expensive and difficult to obtain, especially
in natural sciences, where the variance of a single biologi-
cal species can be significantly high in both shape and ap-
pearance (texture). Various approaches have been developed
to address this challenge, including semi-supervised, self-
supervised learning, and synthetic data generation.

One notable approach in synthetic data generation is
DatasetGAN [27], which proposed a pipeline involving ini-
tial image generation by StyleGAN, followed by manual
annotation of a few images for a specific task, and then train-
ing a small model to produce similar segmentation masks
from StyleGAN features. This method allows the generation
of a large number of labeled images with minimal manual

effort. BigDatasetGAN [27] extended this concept using Big-
GAN for generating a diverse range of images, scaling it to
the complexity of datasets like ImageNet.

In the realm of complex scene generation, Yang et al. [24]
proposed a method for image generation based on specific
layouts, compressing RGB images into patch tokens and
utilizing a Transformer with Focal Attention. Sun et al. [19]
introduced SHIFT, a synthetic driving dataset with variations
in weather, time of day, and densities of vehicles and pedes-
trians, using domain adaptation for realistic simulations. Yan
et al. [23] developed a visual localization system using a
synthetic data generation tool that blends real and synthetic
worlds, generating data with multiple annotations.

Similarly, Anagnostopoulou et al. [1] developed a Realis-
tic Synthetic Mushroom Scenes Dataset for use in mushroom
harvesting robotics. Close to our approach is the work of
Ubbens et al. [20], who developed a synthetic leaf model of
rosette plants for counting focusing on describing the whole
plant morphology. Our method presents a targeted approach
for the generation of a large dataset of leaves for various
tree species. Furthermore, Zhang et al. [26] demonstrated
advancements in text-to-image diffusion models by adding
conditional control.

Leaf appearance and modeling have been studied by
computer graphics for decades. Chiba et al. [3] proposed a
method for leaf coloring and arrangement. Wang et al. used
physics to simulate leaf growth in [21] and leaf venation
patterns have been studied in [8, 16]. A general approach
for leaf shape development considering experimental data
from developmental biology was proposed in [17]. We are
not aware of any systematic approach to the generation of
large leaf datasets for deep learning.

Our work builds on existing research by investigating the
integration of efficient, controllable 3D procedural models
similar to ones used in Raistrick et al. [14] into a pipeline
leveraging generative AI models to train deep learning mod-



els for specialized vision tasks where annotated real-world
data are scarce or expensive to acquire.

3. Method
LAESI allows for fully automatic large-scale synthetic data
generation by leveraging simple but computationally effi-
cient 3D procedural models for rendering. We implemented
these procedural models with Unity. In this section, we dis-
cuss the individual components of the LAESI modeling and
rendering pipeline.

Figure 2. Selection of different millimeter papers generated using
our procedural shader method ranging from sharp to blurry.

3.1. Procedural Millimeter Paper Model

The procedural millimeter paper model generates unique
millimeter paper textures, serving as backgrounds in scenes
for renderings of leaves.

Our method is implemented in the fragment shader by
procedurally modeling a texture of standard millimeter pa-
per using sine functions. Given a local space position of a
fragment (x, y) on the millimeter paper, the color intensity
is determined by the following function:

C(x, y, ϕ) = A · sin(B · x+ ϕ) +D , (1)

where A is the amplitude of the stripes, which controls their
intensity variation, B is their frequency, which determines
the distance between them, ϕ is the phase shift which offsets
them horizontally, and D is the baseline color intensity.

Further shader effects include hue, contrast, brightness,
and saturation changes to emulate various paper conditions.
Subsequently, we blend this texture with multiple layers of
noise. We use three types of noise: gradient G, Voronoi V ,
and simple S. A selection of rendering results created by
different parameter value configurations is shown in Fig. 2.

Composition of noise layers is given by a weighted sum:

L(x, y) = wG ·G(x, y) + wV · V (x, y) + wS · S(x, y) ,

where w are the weights determining the noise strength.

3.2. Procedural Leaf Model

Our algorithm for generating leaf models procedurally incor-
porates several computation stages to simulate leaf morphol-
ogy. The initial shape is defined on the CPU using Unity’s

animation curve, which is a parametric piecewise polyno-
mial curve defined by a set of control points that interpolate
values to form a smooth transition.

Random perturbations are applied to the control points’
positions to introduce variations, reflecting the inherent diver-
sity found in leaf shapes. This randomness is mathematically
expressed by adding a noise function N to the control point
positions P , where the new position P ′ = P +N .

a) b) c)

Figure 3. Procedural leaf model generation: The shape is defined by
a parametric curve using Unity’s Animation Curve (a), which is then
textured, including vein pattern development (b), and stochastic
elements and surface details are added via shader effects (c).

For vein patterning, the algorithm follows the method
outlined by Goldman et al. [7], employing a turtle graph-
ics system. This system is formalized as a series of com-
mands defining the turtle’s movement, where the turtle’s
path through space traces the veins - generated in screen
space as a procedural texture. We add a stochastic element
by incorporating Brownian Motion Bm(t) for jittering the
turtle’s movement to create wavy vein lines and randomness
in the branching angles θveins for the vein paths.

Texture generation extends to creating a height map H
for depth representation, where H is modified by a function
of the turtle’s path and its corresponding vein thickness. The
height map is used to obtain normals for the normal mapping
within the fragment shader to produce detailed leaf surface
textures (examples shown in Fig. 3).

Vertex displacements in the mesh are introduced using
the Voronoi noise function V within the vertex shader to
simulate the leaf’s surface undulations. The fragment shader
then employs a blend of procedural noises and a photore-
alistic leaf texture. Initially, we define two primary color
textures, C1 and C2, representing different aspects of leaf
coloration and patterning. The final leaf texture T is the re-
sult of blending these color textures, modulated by gradient
noise G(x, y). Additionally, detailed features are incorpo-
rated: veins (denoted as Ve, holes (denoted as Ho), and other
textural elements such as spots and edge irregularities, which
mimic natural imperfections in leaf morphology.

4. Implementation
Rendering Each leaf undergoes four separate rendering
passes to capture varied appearances (examples shown in



Figure 4. Diverse final renderings from the procedural leaf genera-
tion pipeline. This collection illustrates the variation achieved in
leaf appearance through our procedural model parameters. Each
rendering captures different lighting conditions, shadow effects,
and background scaling.

Fig. 4). In each pass, we adjust shader parameters for shadow
rendering, including strength (s), position (p⃗), and size (sz,
referring to shadow size), to simulate various lighting en-
vironments. These parameters are governed by a shadow
function S(s, p⃗, sz), which is implemented using the shadow
mapping algorithm.

Background Scaling The size of the millimeter paper in
the scene is adjusted via a scaling factor γ, maintaining
a consistent camera perspective across all renderings. The
scaled background is denoted as M ′ = γM .

Scene Composition Additional elements, like paper frag-
ments and glass, are included to enhance realism. Their
transformations in the scene are handled through a combi-
nation of randomized translations (Txy), rotations (Rθ), and
scalings (Sxy).

4.1. Data Preparation

An important aspect of our dataset is the generation of se-
mantic masks and the precise computation of leaf area size
labels. These elements are essential for various applications,
including morphological analysis and ML model training.

We initiate another pass of the graphics pipeline for each
leaf rendering with a uni-colored leaf mesh on a black back-
ground to obtain a semantic mask. The computation of the
leaf area size is a direct application of the procedural pa-
rameters used in our millimeter paper model. Given that the
paper model’s grid is generated with known dimensions, and
the scaling factor (γ) used in rendering is also known, we
can accurately compute the area of each leaf by summing
the areas of all triangles comprising the leaf’s surface mesh.

Figure 5. Three instances of ControlNet-generated images where
the region of the inpainted leaf in the mask deviates significantly
from the region defined by the procedurally generated mask. Such
data points are automatically filtered out in LAESI.

4.2. Integration of ControlNet Inpainting

Following the rendering of an initial 100,000 annotated syn-
thetic images along with their masks, we use these images
to obtain realistic 3D annotated counterparts. To achieve
this objective, a pre-trained ControlNet network by Zhang
et al. [26] is utilized.

In our implementation, the Stable Diffusion model [15]
serves as the backbone, with a U-Net structure including an
encoder, a middle block, and a skip-connected decoder.

The model uses down-sampling and up-sampling convo-
lutions, ResNet blocks, and Vision Transformer layers for
feature extraction. Textual inputs are encoded using a CLIP
model, which is necessary for the generation process toward
specific text-described attributes [12].

Figure 6. Example of inpainted results using ControlNet for se-
mantic mask inpainting. In the lower row, the inpainting resulted
with the addition of disease features, which were not described
with the procedural model and would have been very challenging
to simulate procedurally.

ControlNet provides a range of trained networks with di-
verse image-based conditions to regulate the diffusion mod-
els. These conditions include edges generated by various
methods, depth, and normal maps, human poses, semantic
segmentation, user sketches, etc. In our experiments, we em-
ployed the Canny-edge detection method [2]. Specifically, to
generate realistic images from each synthetic image, we cre-
ate an image using the Canny edges of our synthetic masks as
inputs. The text prompt input consists of the specific phrases



Figure 7. Two pairs of synthetic (left) and real (right) images se-
lected from the 100 highest cosine similarity scores from the Ren-
dering 2 dataset and below from the ControlNet+Filtering dataset.

“oak leaf on millimeter paper” and “beech leaf on millimeter
paper”, which provide input to ControlNet to inpaint the
desired attributes of the synthetic leaf images. By incorpo-
rating this textual information, the inpainting process better
matches the characteristics of oak or beech leaves. We then
replace the background with our procedurally generated one.
Note that we cannot use the mm paper background from
the AI-generated image, or the leaf surface area annotations
would become inconsistent.

Post-generation with ControlNet, the synthetic data under-
goes a filtering process to eliminate images inconsistent with
the associated annotations. This dataset refinement utilizes
a MobileNet-based semantic segmentation model, trained
on the ’synthetic rendering 2’ dataset, comprising 5,000 syn-
thetic and 1,700 real images (see Tab.1). Synthetic images,
where the predicted mask deviates by more than 15% from
the ground truth, such as in instances shown in Fig. 5, are
filtered out of the dataset. This step removes outliers that
we encountered during the ControlNet inpainting step in the
frequency of 15-20%.

5. Validation
We apply synthetic data to train leaf area size prediction
and semantic segmentation of real leaves on mm paper. This
vision task is made deceptively difficult by using different
sensors, camera extrinsic, and other image artifacts, such as
reflections, notes, and objects appearing in the photographs
in a real research environment. The application of rule-based

Figure 8. UMAP visualization of the ResNet50 (CLIP ViT-B/32)
embeddings of real data (orange) and two different synthetic image
sets (Rendering 1 - green, ControlNet + Filtering - blue). The lack
of separation in the feature space between blue and orange dots
suggests that the synthetic images for the ControlNet + Filtering
dataset contain semantically more similar features compared to the
Rendering 1 dataset.

Figure 9. Violin plots of cosine similarity scores for datasets used
in Fig. 8. ControlNet Filtered image distribution has overall higher
cosine similarity scores compared to the Rendering 1 dataset. The
distributions are obtained from images which have overall similar
features compared to real ones as indicated by high scores.

leaf area prediction methods usually relies on either highly
controlled environments [13] or specific reference objects in-
cluded for scaling purposes [4], which makes these methods
impractical for typical research compilation efforts.

5.1. Network Model Training

We used MobileNet V3 [9] to predict leaf area size through
regression. We selected MobileNet V3, which has been de-



Figure 10. Photographs of beech and oak leaves on millimeter paper
taken at the TUM School of Life Sciences. They were used to create
a baseline for training a leaf surface area prediction and semantic
segmentation network models and for the validation dataset.

signed for mobile applications running on hand-held devices
to facilitate deploying our solution in remote locations.

5.2. Hyperparameter Optimization

Several hyperparameters were systematically varied during
the experiments, including (1) Architecture variations (Mo-
bileNet V3 Large and Small). (2) Data augmentation tech-
niques (brightness, contrast, hue, saturation, flip, 90o rota-
tion, random rotation, noise). Due to lack of identification of
optimal hyperparameter configuration in the scientific litera-
ture, we employed a large hyperparameter space exploration
by conducting 1,425 experiments to identify the most perfor-
mant models through crowd sourcing (hyperparameter value
configurations included in supplementary material).

Optimal hyperparameters were identified based on valida-
tion dataset performance. The best settings were MobileNet
V3 Large with ImageNet transfer learning (pre-trained with
ImageNet-1k weights), RMSprop optimizer, an initial learn-
ing rate of 1e−3 with Piecewise Constant Decay down to
1e−9 and augmentations including brightness, contrast, hue,
saturation, flip, 90o rotation, and Poisson noise.

5.3. Validation Experiments

We conducted six training experiments:
1. Rule-based Baseline: 30 real data points with uniformly-

sized red squares for calibration purposes in the images.
We calculated performance metrics with the ”Easy Leaf
Area” rule-based leaf area prediction method [4] in con-
trast to other experiments which use MobileNet V3.

2. Real Data Baseline: Training with 1,7K real, annotated
leaf data points (examples shown in Fig. 10).

3. Synthetic Rendering 1: Training combined 1,7K real data
points with 5K synthetic data points.

4. Synthetic Rendering 2: Training combined 1,7K real data

points with 5K synthetic data points using improved pa-
rameter value configurations based on results obtained
with previous dataset. We changed parameter values for
the mm paper model to remove noisy paper effects by
narrowing parameter value ranges of noise functions.

5. Synthetic ControlNet: Training combined 1,700 real data
points with 5K, 6K, 7K, 8K, 9K, and 10K synthetic data
points, using ControlNet for mask inpainting.

6. Synthetic ControlNet + Filtering: Training used Control-
Net and a filtering process 5K, 6K, 7K, 8K, 9K, and 10K
synthetic data points, mixed with 1,7K real data points.
Each experiment utilized the same validation and test

datasets comprising 250 real annotated photographs. The
validation data has been harvested from climate chamber
experiments conducted at the TUMmesa ecotron and at the
Technical University in Munich (TUM) in the years 2021
and 2022. Real annotations were obtained empirically and
with the LICOR LI-3100C Area Meter.

5.4. Evaluation Metrics

The primary metric for evaluation is the mean relative error
(MRE) of the leaf area size between predicted and ground
truth values. For the semantic segmentation metric we em-
ployed the mean intersection over union (mIoU) of the
ground truth to predicted masks, as well as the relative error
in total count of mask pixels - called mask pixel error (MPE).
Furthermore, we employ cosine similarity scores and the
UMAP [11] dimensionality reduction method to quantify
the similarity of synthetic and real images (Figs. 7- 9).

The outcomes of our synthetic training experiments, sum-
marized in Table 1, reveal significant differences in model
performance based on the type and amount of synthetic data
used in training network models. The Real Data baseline
experiment achieved an MRE of above 12.5% in valida-
tion and test sets. Rendering 1+2 experiments with mixed-in
synthetic data demonstrated a slight improvement in vali-
dation MRE. However, the most significant advancements
were observed in the Synthetic ControlNet and Synthetic
ControlNet+Filtering experiments. Here, the inclusion of
10K synthetic data points with filtering substantially reduced
the MRE to as low as 6.1% in validation and 6.2% in tests
(Fig. 11). Interestingly, increasing the amount of data points
results in a proportionally greater improvement in MRE for
the ControlNet+Filtering compared to the other experiments.
Furthermore, while the MRE for leaf area prediction im-
proved for inpainted data (with and without filtering) the
performance as measured by mIoU and MPE for the seman-
tic segmentation model decreased for the ControlNet ex-
periment (0.09 MPE) compared to the non-inpainted experi-
ments (0.07 MPE) but increased for the ControlNet+Filtering
experiment (0.05 MPE, Tab. 1). This shows the usefulness
of filtering after the inpainting step improving significantly
performance across the two vision tasks.



Table 1. Performance comparison of training experiments with real baseline (1,7K) and 5K synthetic training data, and a rule-based baseline.

Experiment Validation MRE (%) Test MRE (%) mIoU (%) Mask Pixel Error (%)

Rule-based Baseline 38.3 38.3 - -
Real Data Baseline 12.5 12.9 0.79 0.08
Rendering 1 12.0 11.0 0.81 0.07
Rendering 2 10.8 11.3 0.82 0.07
ControlNet 8.4 10.0 0.8 0.09
ControlNet + Filtering 8.5 9.2 0.83 0.05

Figure 11. Validation data loss curves for experiments for training
with datasets ranging from 5K to 10K data points. Red curve in-
dicates results obtained with raw ControlNet inpainted data. blue
curve with filtered data, and orange without inpainting (Rendering
2). While the addition of more data significantly improves the MRE
on leaf area size prediction on inpainted data, there is no improve-
ment for raw synthetic data.

6. Discussion and Conclusion

This study presents a fully automatic approach for generating
synthetic data for leaf area prediction by utilizing procedural
models and the MobileNet V3 neural network architecture.
While standard computer vision methods for leaf area predic-
tion (e.g., [4]) can work well in highly controlled contexts,
we found that typical photographs compiled from wet lab
experiments contain unexpected complexity making such
methods challenging to use in practice. This includes notes,
reflections, variable sensor intrinsics and extrinsics, pieces
of paper, and other objects present in the images (see Fig. 6).
Further, our results indicate that the inpainting of synthetic
data with ControlNet is a feasible way for improving per-
formance on a specialized vision task, and that the addition
of filtering into the generative pipeline based on annota-
tion consistency significantly improves overall performance.
Specifically, our results indicate that the synthetic data be-
fore inpainting likely lacks sufficient feature variability to
benefit training models on increasing quantities of datapoints
(Fig. 11, orange curve), while the non-filtered inpainted data
decreases model performance in the semantic segmentation

task by introducing inconsistencies to annotations (Tab. 1,
mIoU and MPE scores). Surprisingly, this means that the
training on erroneous annotations in the ControlNet experi-
ment still leads to better overall MRE in leaf area size pre-
diction. Overall, our analyses indicate that the best domain
adaptation for our procedurally generated synthetic data can
be achieved via filtered inpainting which reduces annotation
inconsistencies while preserving the AI-generated features.
These findings are similar to those of Fei et al. [6] who show
that using a semantic constraint loss in the training of GAN-
based methods can help maintaining annotation consistency
for improved model performance.

Through a series of experiments, we evaluated various
hyperparameter value configurations and datasets, leading
to an optimal setup that achieved a test loss of 6.2% in our
final experiment, which is at least on par with the human
annotation error and significantly outperforms the best real
baseline. This led to the adoption of this model by TUM
biology researchers in further experiments, making manual
annotation redundant. The manual annotation of over 2,000
leaf images is a costly and laborious undertaking, prolonging
the compilation of empirical results. Our results prove the
value of synthetic data in training deep learning models for
a specific research application, strengthening the claims of
the usefulness of synthetic data made in other research work
(e.g., [5, 10, 18, 25] ).

Furthermore, our approach, which combines procedural
generation with generative AI methods, holds promise for
various other applications in botanical research and agricul-
ture, particularly in remote sensing and precision agriculture.
As future work, we would like to address the estimation of
other growth parameters, such as shoot internode length or
root biomass. Our approach can be extended to other do-
mains, allowing fully automatic synthetic data generation
for machine learning.

The project was funded by grant LWF-klifW021 from the
Bavarian State Ministry for Food, Agriculture and Forestry
(StMELF) to PA and FA. TUMmesa was funded with the
support of the Deutsche Forschungsgemeinschaft (DFG,
INST 95/1184-1 FUGG). We thank Roman Meier, Rudolf
Harpaintner, Nooshin Mansouri, Barbara Brunschweiger and
Patrick Mößmer for support.



Figure 12. A selection of synthetic images generated with LAESI. These images are part of the ControlNet + Filtering subset.
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