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Abstract
Code explanations are crucial in real-world
life, from educating students to aligning tech-
nical projects with business goals. However,
existing approaches face challenges balancing
faithfulness to the original code and personal-
ization for diverse user needs. This paper ad-
dresses these challenges by introducing a novel
benchmark and method for generating faithful
personalized code explanations. Our bench-
mark, FaithfulPersonaCodeX, incorporates
code samples and user profiles, employing vari-
ous evaluation metrics to evaluate both faithful-
ness and personalization. We propose DISCO, a
new method that uses a self-critique mechanism
and two-stage optimization to balance faithful-
ness and personalization in code explanations,
addressing the limitations of current large lan-
guage model approaches. Our proposed model,
DISCO, achieves a notable 3.7% improvement
in Pass@5 compared to the strong baseline
method, Self-Consistency, while maintaining
high personalization with a 61.08% win rate
in the LLM-as-a-Judge evaluation, effectively
balancing faithfulness and user-specific needs
in code explanations. Our code and data are
available at https://github.com/garyluozhuang/
FaithfulPersona.

1 Introduction
Code explanations are crucial in the digital land-
scape, serving as essential learning tools for tech
professionals and aligning technical projects with
business goals for stakeholders (Feng et al., 2020;
Husain et al., 2019; Guo et al., 2022). Beyond
industry professionals, code explanations are vital
in educating students, helping them gain knowledge
and improve understanding of complex systems.
These explanations also enhance the transparency
of software systems, making them more accessible
and comprehensible to a broader audience.

Two primary objectives emerge in code explana-
tion: faithfulness and personalization. Faithfulness

*The first two authors contributed equally to this work.

ensures that the explanation accurately represents
the code’s functionality and behavior (Schwettmann
et al., 2024; Li et al., 2023b), while personalization
tailors the explanation to the user’s background,
expertise, and specific needs (Chen et al., 2023a).
However, two significant challenges impede the
improvement of faithful and personalized code ex-
planations: the absence of suitable benchmarks to
evaluate the quality of different code explanation ap-
proaches and the poor performance of existing code
explanation methods in handling both faithfulness
and personalization.

Regarding the first challenge, most code expla-
nation benchmarks (Yan et al., 2023; Bhattacharya
et al., 2023; Tasnim Preoty, 2024) treat code com-
ments or summaries as ground truth. However,
this approach is inadequate for comprehensive code
explanation (Jiang et al., 2024). Code comments or
summaries often focus on specific implementation
details or function purposes, failing to capture the
broader context, algorithmic choices, or potential al-
ternative approaches. Moreover, these benchmarks
typically neglect personalized requests for code ex-
planations, which are crucial for addressing diverse
user needs. Some benchmarks (Sarsa et al., 2022;
Oli et al., 2023) highly rely on human annotations
through questionnaires, which, although they pro-
vide ground evaluation, is missing the extensibility
to testing new code explanation methods.

The second challenge arises from the limitations
of existing code explanation methods, including
those based on recent advancements in large lan-
guage models (LLMs) (Brown, 2020; Lewkowycz
et al., 2022). While LLMs have shown promise
in various language tasks, they still fail to gener-
ate faithful and personalized code explanations (Li
et al., 2023b; Jiang et al., 2024). This dual ob-
jective presents a significant challenge: Increasing
personalization often risks deviating from the code’s
functionality. At the same time, strict adherence to
the code may result in too technical explanations for
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some users. Current LLM-based methods (Li et al.,
2023b), which often rely on single-turn approaches,
are insufficient for addressing this complex balance,
especially for intricate programming problems that
require iterative analysis and refinement.

To address these challenges, we propose a com-
prehensive solution that encompasses both a novel
benchmark and an innovative method for faithful
and personalized code explanation. Firstly, we in-
troduce a new faithful and personalized code expla-
nation benchmark named FaithfulPersonaCodeX.
That includes code samples, problem descriptions,
test cases, and user profiles. This benchmark is
designed to evaluate both the faithfulness and per-
sonalization aspects of code explanations. We
employ a multifaceted evaluation approach, devel-
oping two new metrics: This reference-free ap-
proach offers several advantages over traditional
reference-based metrics: it eliminates the need for
costly and time-consuming human-written ground
truth explanations, provides a more objective and
scalable evaluation method, and allows for dynamic
evaluation of explanations based on varying user
profiles and preferences.

Building upon this benchmark, we propose
DISCO, Dual-objective Iterative Self-Critiquing Op-
timization, a novel personalized code explanation
method. Our approach leverages and extends recent
advancements in iterative self-critiquing techniques
(Gou et al., 2023; Shinn et al., 2024; Welleck et al.,
2022). DISCO incorporates two key innovations: A
customized self-critique mechanism that generates
feedback through code regeneration, ensuring the
faithfulness of explanations to the original imple-
mentation. A two-stage optimization process that
balances the competing requirements of person-
alization and faithfulness. Experimental results
demonstrate DISCO’s effectiveness over baselines.
In summary, our work has the following contribu-
tions:
• Introduced FaithfulPersonaCodeX, a novel

benchmark for evaluating faithful and person-
alized code explanations.

• Proposed DISCO (Dual-objective Iterative Self-
Critiquing Optimization), an innovative method
for generating faithful and personalized code
explanations.

• DISCO significantly and consistently outperforms
many LLM-based code explanation methods
and commercial code explanation tools on
FaithfulPersonaCodeX.

2 Background and Related Work

2.1 Code Explanation Generation
LLMs like GPT-4 (Achiam et al., 2023) and Llama-
3 (Dubey et al., 2024) excel in language generation
(Yang et al., 2024) and reasoning (Zhang et al.,
2024), making them ideal for the code explanation
task crucial in software engineering (Rai et al.,
2022) and education (Sarsa et al., 2022). Recent
studies (Sarsa et al., 2022; Oli et al., 2023; Bhat-
tacharya et al., 2023; MacNeil et al., 2023; Li
et al., 2023b; Nam et al., 2024; Yan et al., 2024b,a;
Tasnim Preoty, 2024; Richards and Wessel, 2024;
Luo et al., 2024; Jiang et al., 2024) demonstrate
LLMs’ proficiency in code explanation through
few-shot, zero-shot capabilities, and task-specific
fine-tuning. (Oli et al., 2023) examines LLMs’ code
explanation generation, emphasizing variations due
to factors like few-shot prompting and evaluating
the readability and accuracy of outputs. (Jiang et al.,
2024) proposes a framework combining supervised
fine-tuning and reinforcement learning to enhance
LLMs’ self-debugging and explanation abilities.
Addressing the lack of ground truths, (Li et al.,
2023b) introduces a method for automatically gen-
erating explanations for <problem, solution> pairs
in competitive programming, evaluating their role
in assisting LLMs in problem-solving. However,
these approaches often rely on single-turn genera-
tion without self-correction or iterative refinement
and fail to address personalized code explanations,
which are crucial (Ullah et al., 2018).

2.2 Self-Critique of LLMs
LLMs have demonstrated strong performance in var-
ious NLP tasks (Qin et al., 2023a; Guo et al., 2023;
Suzgun et al., 2022), but they still suffer from issues
like hallucination (Zhang et al., 2023c), unfaithful
reasoning (Lyu et al., 2023), and toxicity (Shaikh
et al., 2023). One promising method to address
these challenges is self-correction through feed-
back, where the LLM adjusts its own output based
on feedback (Pan et al., 2023b). Self-correction
can be applied at different stages of the process.
During training, feedback is used to optimize the
model’s parameters (Huang et al., 2022; Zelikman
et al., 2022). During generation, feedback guides
the LLM to adjust its output as it is being produced
(Yang et al., 2022; Lightman et al., 2023). How-
ever, both approaches can be resource-intensive or
challenging to implement reliably. In this paper,
we focus on post-hoc self-correction (Madaan et al.,



2024; Gou et al., 2023; Chen et al., 2023b; Pan
et al., 2023a; Zhang et al., 2023a; Jiang et al., 2023;
Zhang et al., 2023b), which refines the output after it
is generated, without modifying model parameters.
This approach allows for diverse feedback from
self-feedback (generated by the LLM itself) or ex-
ternal feedback (trained models, code interpreters,
or search engines). While previous methods have
been effective, none have combined feedback from
both external tools and LLMs nor addressed two
tasks simultaneously in an iterative framework.

2.3 Role-Playing Language Agents

Recent advancements in LLMs have significantly
boosted the rise of role-playing language agents,
i.e., specialized AI systems designed to simulate as-
signed personas (Chen et al., 2024). The methodolo-
gies for constructing role-playing language agents
generally involve either parametric training (Wang
et al., 2023; Shao et al., 2023; Qin et al., 2023b) or
non-parametric prompting (Li et al., 2023a; Zhou
et al., 2023; Gupta et al., 2023; Ma et al., 2024;
Chen et al., 2024), with both approaches poten-
tially contributing to the development process. In
parametric training, role-playing language agents
are pre-trained using extensive raw text (Xu et al.,
2023; Gupta et al., 2023; Wang et al., 2023; Shao
et al., 2023). Conversely, non-parametric prompt-
ing involves presenting role-playing instructions
and examples (Zhou et al., 2023; Li et al., 2023a;
Shao et al., 2023; Deshpande et al., 2023). Cur-
rently, there is no established practice of employing
self-correction mechanisms to refine personalized
outputs produced by these agents.

3 FaithfulPersonaCodeX: Faithful and
Personalized Code Explanation
Benchmark

Our benchmark, FaithfulPersonaCodeX, focuses
on generating code explanations that are both faith-
ful to the original code and personalized to the
user’s background. This dual emphasis addresses
limitations in existing benchmarks (Tasnim Preoty,
2024; Bhattacharya et al., 2023; Sarsa et al., 2022;
Oli et al., 2023; Yan et al., 2023), which typically
focus on generic explanations without considering
user-specific contexts. To achieve this goal, we have
carefully designed our dataset collection process
and evaluation metrics. In the following subsec-
tions, we detail our approach to task description,
data collection, and evaluation design and compare

1 a=[*map(int,input().split())]
2 h=sum(1 for v in a if v<0)
3 b=[abs(a[i]) * (-1 if i<h else 1) for i
in range(len(a))]
4 print('yes' if sorted(b)==b else 'no')

Problem Statement: Sign Swap
Given an array of non-zero integers, decide can be sorted by 
repeatedly swapping the signs of two elements with opposite 
signs. A sorted array has elements in non-decreasing order.

Q1: What set of tiles of length N can be used to generate the 
most amount of Scrabble-valid words? 
<python><algorithm><scrabble>
Q2: Given a list of tuples, check to see if it's possible to 
construct a word in which the second value in the tuple is not 
consecutively repeated <python><algorithm><tuples> 

Code

Code 
Context

User 
Profile

Figure 1: A code sample, code context, as well as a user
profile represented by the user question history. The
content is simplified.

our benchmark with existing works.

3.1 Task Description
Our benchmark focuses on generating explanations
for code problem solutions that are both faithful
to the original code and personalized to the user’s
background. Given the code s, code context p, and
user profiles h, the task is to produce an explanation
e that accurately reflects the code’s logic while
tailored to the user’s preferences and knowledge
level. This process can be modeled as:

e ∼ ExplainModel(·|p, s, h). (1)

An input example is shown in Fig. 1.

3.2 Comparison with Existing Code
Explanation Benchmarks

Existing code explanation benchmarks face signifi-
cant limitations in evaluating faithful and person-
alized explanations. As shown in Tab. 1, many
current benchmarks (e.g., Tasnim Preoty (2024),
Bhattacharya et al. (2023), Yan et al. (2023)) rely
on reference-based metrics like BLEU, BERTScore,
and ROUGE-L, treating code comments or sum-
maries as ground truth. However, they often over-
look faithfulness and personalization, focusing on
surface-level similarity rather than accurately re-
flecting code logic and user needs. Some bench-
marks (e.g., Sarsa et al. (2022), Oli et al. (2023))
use human evaluation, which provides ground truth
but lacks scalability and extensibility for testing
new methods. FaithfulPersonaCodeX addresses
these limitations by providing a comprehensive
dataset of 169 code samples with problem descrip-
tions, test cases, and 10 distinct user profiles. It
introduces novel evaluation metrics: Pass@k for



Dataset Codes Users Faith. Metric Persona. Metric

(Tasnim Preoty, 2024) 50 - BLEU; BERTScore -
(Bhattacharya et al., 2023) 100 - BLEU; BERTScore -

(Sarsa et al., 2022) 4 - Human Eval. -
(Oli et al., 2023) 5 - Human Eval. -
(Yan et al., 2023) 4838 - BERTScore; BLEU; Rouge-L -

FaithfulPersonaCodeX 169 10 Pass@k

ROUGE-L;
Word Overlap;

LLM-as-a-Judge

Table 1: Faithful and personalized code explanation
benchmark comparison.

faithfulness, and ROUGE-L, Word Overlap, and
LLM-as-a-Judge for personalization. This approach
eliminates the need for human-written ground truth,
offers scalable evaluation, and allows dynamic as-
sessment based on user profiles. By simultane-
ously evaluating faithfulness and personalization,
FaithfulPersonaCodeX provides a more compre-
hensive benchmark for assessing code explanations,
pushing the field towards more faithful and person-
alized explanations that cater to diverse user needs
in various contexts.

3.3 Dataset Collection
The benchmark comprises two key components:
code solutions and user profiles, each crucial to our
evaluation framework.

Code Solutions. We collected diverse Python so-
lutions from the CodeContests dataset (Li et al.,
2022), focusing on validation (67 problems) and
test (102 problems) sets to prevent data leakage.
We chose this dataset because it comes from online
coding competitions where the problems exhibit
complex logic and detailed problem descriptions.
This complexity makes the benchmark more rigor-
ous in assessing the efficacy of explanation methods.
Additionally, this dataset has been utilized in other
works (Li et al., 2022, 2023b) for generating code
explanations and for various code-related tasks,
demonstrating its versatility and relevance to this
domain. For each problem, we selected the shortest
solution to accommodate LLM context limitations.
Each solution includes public and private test cases
for verification and evaluation and the correspond-
ing problem description for context. Therefore, we
have 169 <problem, solution> pairs.

User Profiles. To create diverse user profiles,
we utilized the Stack Overflow question history
dataset*, which offers richer insights into users’
programming knowledge and interests compared to
traditional demographic data. While demographic
data can provide some context, a user’s history

*https://data.stackexchange.com/

User1 User2 User3

Figure 2: Three user samples of different profiles. User
1 focuses on solving algorithms for programming games,
such as dynamic programming; User 2 is interested in
image processing; and User 3 focuses on data analysis.

of programming questions more directly reflects
their technical knowledge, areas of interest, and
skill levels. Moreover, the question data is readily
available and provides a rich, nuanced picture of
a user’s evolving expertise and challenges in pro-
gramming. We selected 10 users who had asked at
least 5 questions among the top 1000 most-viewed
questions, ensuring a range of expertise levels and
interests. The wordcloud of sampled user profiles
are shown in Fig. 2.

3.4 Evaluation Design

Our evaluation metrics address two critical aspects:
faithfulness and personalization. These metrics are
designed to evaluate the quality and relevance of
generated code explanations comprehensively.

Faithfulness Evaluation. We propose a novel
approach using LLMs to reconstruct code based
solely on the generated explanation. The recon-
structed code is evaluated using the Pass@k metric
on private test cases, effectively evaluating whether
the explanation conveys accurate functional infor-
mation. Pass@k (Qiu et al., 2024; Li et al., 2023b;
Ridnik et al., 2024) measures the probability that
at least one of k generated code samples passes all
test cases, providing a robust measure of the expla-
nation’s ability to capture the code’s functionality.

Personalization Evaluation. We employ a multi-
faceted approach to capture various aspects of per-
sonalization: ROUGE-L, Word Overlap and LLM-
as-a-Judge (Lin et al., 2023; Lin, 2004; Zheng
et al., 2023). Both ROUGE-L, Word Overlap cap-
ture the overlap between the generated explanation
and a user’s questions on Stack Overflow, as well
as the answers the user has selected as most helpful.
LLM-as-a-Judge is to pairwisely compare the code
explanation with our proposed method: DISCO*.

*The prompt for LLM-as-a-Judge is in Appendix C
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Stage 2: Personalization Refinement

Stage 1: Faithfulness Refinement
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 e.g. Code Snippet: 
... 
 while len(set(str(n))) > k:

 if n%10==0:
 n = n//10

 else:
 n += 1

 ...

e.g. Problem Description: 
1560_F1. Nearest Beautiful
Number (easy version) ...

e.g. Faithful Explanation: 
..., calculates the number of trailing digits needed

to match the original length by appending the
minimum digit from the k-beautiful number, ...

Context

Code

No

Yes

If Correct? e.g. Failure and Analysis: 
The issue with the implemented
code lies in how it handles the

trailing digits ...  
<incorrect_output_list>...
</incorrect_output_list> 

Context
Enrichment

Explanation
Generation Verification

Analysis

External
Feedback

Code
Interpreter

Role-Playing
LLMs

Input

Output

Figure 3: Illustration of DISCO. It generates code explanations through two iterative refinements: a faithfulness
refinement to ensure technical accuracy, and a personalization refinement to tailor the explanation to the user’s profile.
The refinements operate independently to optimize their respective objectives and navigate the potential trade-off
between personalization and faithfulness. The final explanation is the concatenation of faithful and personalized
explanations.

4 Method

We present DISCO*, a novel approach for generating
high-quality, faithful, and personalized code expla-
nations. The architecture of DISCO is illustrated in
Fig. 3. To balance the potentially conflicting goals
of faithfulness and personalization, DISCO employs
a sequential approach, addressing each objective in
turn. The key idea in this strategy is to break down
a complex problem into a series of simpler sub-
problems and then solve them in sequence (Zhou
et al., 2022). Both faithfulness and personalization
refinement are based on an iterative explanation
refinement process that leverages the LLMs’ capa-
bility to get better results through self-correction
based on external feedback.

4.1 Iterative Explanation Refinement
Inspired by the LLMs’ ability to refine complex
tasks iteratively (Shinn et al., 2024; Gou et al., 2023)
and incorporate external feedback, we propose a
multi-step process for generating high-quality code
explanations as detailed in the right part of Fig. 3.

This process begins with Context Enrichment,
where we augment the <problem, solution> pair
with crucial contextual information such as the
problem goal and the user knowledge domain ex-
tracted from the user profile. This enriched context
forms the foundation for the subsequent explanation
generation phase. In the Explanation Generation
stage, we employ Chain-of-Thought (CoT) (Wei
et al., 2022), providing the LLM with the <problem,
solution> pair, enriched context, and any feedback

*All the prompt samples can be found in Appendix D.1

from previous iterations. The LLM generates a
code explanation and refines iteratively. To ensure
continuously improving the quality of the generated
explanation, we introduce novel feedback mecha-
nisms in Verification and Analysis, which involves
the LLM interacting with external tools, such as
Python executors or other role-play LLMs, to eval-
uate the explanation against specific criteria for
faithfulness and personalization. Our method iden-
tifies errors and provides revision suggestions for
the explanation that does not meet the required
standards. These insights feed into the iterative
improvement phase, where the explanation under-
goes continuous refinement. This cyclical process
continues until the explanation satisfies predefined
quality criteria for both faithfulness to the original
code and personalization to the user’s profile.

4.2 Faithful and Personalized Explanation
Refinement

Our approach employs two sequential iterative re-
finements for faithfulness and personalization.

Faithful Refinement. This ensures that the gen-
erated explanation accurately represents the code’s
functionality. It begins with context enrichment,
extracting problem goals, inputs, outputs, and con-
ditions. The verification stage leverages the LLMs’
code generation capability (Li et al., 2022; Ridnik
et al., 2024; Ni et al., 2023) to test if the code gener-
ated from the explanation passes public test cases.
Interestingly, we found that LLMs excel more in
identifying code-related issues than textual prob-
lems. Consequently, our error analysis focuses on



the generated verification code, using these insights
to refine the explanation. This iterative process
ensures high fidelity to the original code. It should
be noted that during the iterative refinement, we
use public test cases, while for evaluation, we use
private test cases. There is no data leakage between
iteration and evaluation.

Personalization Refinement. This tailors the gen-
erated explanation to the individual user profile
iteratively. Unlike existing role-playing LLM stud-
ies (Chen et al., 2024; Wang et al., 2023; Shao
et al., 2023; Li et al., 2023a) that focus on demo-
graphic tags and conversation records, we extract
user profiles from their question histories on Stack
Overflow. This novel approach considers aspects
such as programming languages, skill levels, and
knowledge domains, allowing for more accurate per-
sona representation. The verification stage employs
a role-playing judging LLM to evaluate the expla-
nation’s alignment with the user’s profile, guiding
subsequent refinements.

Final Output. We prioritize the faithfulness re-
finement before the personalization refinement, en-
suring that a technically accurate base explanation
is then tailored to an individual user profile. This
sequential approach aligns with natural cognitive
processes and can adapt to scenarios where per-
sonal information is unavailable. The final output
combines the faithful and personalized explana-
tions, producing results that are both technically
accurate and accessible to users with varying levels
of programming expertise.

5 Experiments

5.1 Experimental Setup
Baseline Methods. To evaluate the faithfulness
and personalization ability of DISCO, we employ
two code explanation methods based on LLMs.
S2G (Li et al., 2023b): The LLM is required to
think step-by-step to generate explanations pro-
gressively, with detailed requirements provided for
each step. Self-Consistency (Wang et al., 2022):
The LLM generates n explanations and then ranks
them based on predefined criteria, simulating a
decision-making process to select the most suit-
able explanation. Ridnik et al. (2024) suggests
that LLMs are more effective at ranking multiple
options than making a single choice.

To further validate the effectiveness of our ap-
proach, we compare it with two commercial tools

Valid Test

Pass@1 Pass@5 Pass@1 Pass@5

ZZZ Code AI - - 16.67% 17.65%
AI Code Mentor - - 29.41% 29.41%

G
PT

-3
.5 S2G 25.11% 29.29% 21.57% 25.49%

Self-Consistency 26.08% 30.34% 22.60% 26.45%
DISCO 30.11% 34.89% 26.52% 30.15%

Cl
au

de
3 S2G - - 22.15% 25.77%

Self-Consistency - - 22.89% 26.61%
DISCO - - 26.81% 30.53%

Table 2: The table shows the Pass@k results for various
methods in the validation and test sets. The values are
presented as average percentages.

designed for code explanation. ZZZ Code AI*:
An online AI-powered programming code explain
tool. AI Code Mentor*: An explainer tool based
on AI for optimizing, refactoring, and reviewing
code. It is also worth mentioning that, due to cost
considerations, we only evaluated these tools on
the test dataset. Currently, commercial tools do
not have the capability to generate personalized
explanations. For instance, ZZZ Code AI only
offers code explanations with different tones (e.g.,
professional, friendly, academic, etc.), but it does
not allow for personalized adaptation based on in-
dividual user context. As a result, we are unable to
directly compare the personalization effectiveness
of our approach with these tools under the same
settings. Instead, we carefully compared our per-
formance against the existing commercial tools in
faithful explanation generation.

Implementation Details. We employed GPT-3.5-
turbo (OpenAI, 2023) and Claude 3 Sonnet (An-
thropic, 2024). To avoid generation uncertainty of
LLMs (Lin et al., 2023), we sample 4 times for each
problem and each chosen method. To simplify the
naming, in the following content, we will refer to
GPT-3.5 instead of GPT-3.5-turbo, and Claude 3
instead of Claude 3 Sonnet. It is worth mentioning
that due to the cost of API calls, we only conducted
experiments with Claude 3 on the test dataset.

5.2 Automatic Evaluation
Faithfulness. As mentioned in § 3.4, faithfulness
is evaluated by Pass@k (k = {1, 5}), which mea-
sures the success rate of the generated explanations
in solving coding problems. As demonstrated by
Tab. 2, our approach consistently achieves the high-

*zzzcode.ai/code-explain
*code-mentor.ai

zzzcode.ai/code-explain
code-mentor.ai


est performance across both the validation and test
datasets, surpassing even specialized online prod-
ucts like ZZZ Code AI and AI Code Mentor. These
improvements demonstrate the effectiveness of our
iterative refinement process, which yields more re-
liable and effective code explanations. Specifically,
when using GPT-3.5, our method outperforms Self-
Consistency, a strong baseline, with a 3.7% absolute
gain (13.99% relative) in Pass@5 on the test dataset.
Additionally, it achieves a 0.74% (2.51% relative)
improvement over AI Code Mentor, a paid online
code explanation tool. Similarly, Claude 3 shows
comparable performance.

Personalization. As discussed in § 3.4, personal-
ization is evaluated using ROUGE-L, Word Overlap,
and LLM-as-a-Judge, with a focus on the alignment
of generated explanations with individual user pro-
files. 1). As shown in Tab. 3, our method consis-
tently outperforms others in generating explanations
that closely align with users’ profiles, as measured
by ROUGE-L and Word Overlap, regardless of the
underlying LLM. Specifically, when using GPT-3.5,
our approach achieves a significant absolute gain
of 0.0131 (56.96% relative) in ROUGE-L and an
absolute gain of 2.45% (50.00% relative) in Word
Overlap compared to the Self-Consistency method.
Even greater improvements are seen with Claude
3, where ROUGE-L increases by 0.0264 (60% rela-
tive) and Word Overlap improves by 6.84% (61.62%
relative). 2). As illustrated in Fig. 4, our method
demonstrates significant superiority over compet-
ing approaches in LLM-as-a-Judge. Notably, with
GPT-3.5, our method achieves a win rate of 61.08%
on the test dataset against the robust baseline, Self-
Consistency, with only a slight loss of approxi-
mately 3%. Even better results are observed with
Claude 3, further reinforcing the effectiveness of
our approach. Similar trends can be seen in the
validation set, as detailed in Appendix B.1.

The results demonstrate that DISCO is superior in
both faithfulness and personalization. The iterative
refinement process not only improves the accuracy
and effectiveness of the generated explanations
but also ensures they are tailored to the individual
user’s needs. This method’s dual focus on quality
and personalization makes it robust to generating
faithful and personalized code explanations.

5.3 Effects of Iterative Refinement
To evaluate the model’s convergence speed and in-
cremental improvements in generating high-quality

Model Set Method ROUGE-L Word Overlap

G
PT

-3
.5

Validation

S2G 0.0230 4.99%
Self-Consistency 0.0232 5.04%

DISCO 0.0363 7.44%

Test

S2G 0.0227 4.86%
Self-Consistency 0.0230 4.90%

DISCO 0.0361 7.35%

Cl
au

de
3

Test
S2G 0.0439 11.08%

Self-Consistency 0.0440 11.10%
DISCO 0.0704 17.94%

Table 3: Comparison of ROUGE-L and Word Overlap
for different methods in the validation and test sets.
ROUGE-L is reported with mean values. Word Overlap
are reported as average percentages.

0% 20% 40% 60% 80% 100%
WinRate (%)

GPT-3.5

vs.SC

vs.S2G

56.00%

61.08%

0% 20% 40% 60% 80% 100%
WinRate (%)

Claude 3

88.89%

89.22%
DISCO Wins Tie DISCO Loses

Figure 4: Results of LLM-as-a-Judge for DISCO against
each baseline in the test set. SC is short for Self-
Consistency.

explanations, we perform experiments to evaluate
the effectiveness of our method by analyzing the
number of iterative refinements with GPT-3.5. As
illustrated in Fig. 5, increasing the number of itera-
tive refinements from 1 to 5 enhances performance
at both Pass@1 and Pass@5, demonstrating that
additional iterations facilitate refinement and error
correction in the explanations generating process
using our proposed method. Specifically, perfor-
mance at Pass@5 in the test dataset has improved
from 25.49% to 30.27% from the 1st iteration to
the 5th iteration. However, we found that the per-
formance improvements become less significant
between iterations 4 and 5. Therefore, considering
the trade-off between cost and effectiveness, we
typically select 4 iterations.

As shown in Fig. 5, there are performance dis-
crepancies between the validation and test set re-
sults. These discrepancies may arise because some
LLMs could have encountered parts of the valida-
tion dataset (Ridnik et al., 2024), leading to better
performance on those examples. Moreover, our ex-
planation pipeline was meticulously designed based
on the validation dataset, with a focus on optimizing
performance, which may contribute to the enhanced
performance specifically on the validation set.

5.4 Human Evaluation
We conduct human evaluation to ensure that the
generated explanations are not only accurate but
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Figure 6: Human evaluation results. SC is short for
Self-Consistency.

also meaningful and comprehensible to end users.
Specifically, we randomly sample 20 code explana-
tion problems from the test dataset, accompanied
by the corresponding <problem, code> pairs. We
engage the services of 4 professional software de-
velopment engineers, who are considered qualified
for this task. Evaluators evaluate explanations gen-
erated by GPT 3.5 on Usefulness, Clearness, and
Understanding, assigning Likert scores from 1 (very
poor) to 5 (excellent) (Li et al., 2023b)*.

The results of our human evaluation demonstrate
the efficacy of our proposed method, as illustrated in
Fig. 6. Our findings reveal that DISCO consistently
outperforms the other two approaches across all
three aspects. This indicates that our method 1).
enhances the practical utility of explanations for
solving code problems, 2). effectively clarifies
explanations, making them less ambiguous and
easier to comprehend, and 3). helps in conveying
the core concepts more accurately.

5.5 Computational Cost Analysis

We conducted a detailed analysis of the computa-
tional cost associated with generating code expla-
nations using our method (DISCO) compared to a
strong baseline, Self-Consistency.

As shown in Tab. 4, our proposed method DISCO
incurs a slight computational cost increase, which

*Detailed questions can be found in Appendix A

Method Avg. Input Avg. Output Avg. Cost

Self-Consistency 5587.0 1513.2 $0.02
DISCO 14262.5 2608.5 $0.05

Table 4: Computational cost analysis of our DISCO and
Self-Consistency. The first two columns represent the
average token count for input and output, respectively.

is acceptable given the significant improvements
in explanation quality, such as a 3.7% Pass@5 in-
crease over the baseline Self-Consistency, and a
61.08% win rate in the LLM-as-a-Judge evaluation.
Importantly, DISCO requires no training, making it
easy to deploy across various scenarios. To improve
efficiency, we implemented an early stopping mech-
anism, with most cases converging in 1-2 iterations,
minimizing additional costs.

We also observe the token count for each input
and output step, and the detailed results can be seen
in Appendix B.2.

5.6 Individual User Analysis

We aim to understand how personalized explana-
tions, tailored to the user’s background, expertise,
and previous interactions, can improve their un-
derstanding of the code. As the result showed in
Tab. 5, we have observed that different users exhibit
varying levels of performance in metrics such as
win rate, ROUGE-L, and word overlap.

User ID Win Rate ROUGE-L Word Overlap

1 71.64% 0.0916 0.0623
2 74.63% 0.0840 0.0495
3 58.21% 0.0563 0.0296
4 47.76% 0.0667 0.0276
5 62.69% 0.0581 0.0295

Table 5: Personalization metrics for different users in the
test set, including LLM-as-a-Judge (Win Rate) against
Self-Consistency, ROUGE-L, and Word Overlap.

The varying effectiveness of generating person-
alized explanations can be explained by users’ past
question focuses. For example, User 2’s previous
questions on Stack Overflow were mostly related
to algorithm optimization, highly similar to code
contest problems. Our method can effectively link
code problems to this user’s background, leveraging
relevant knowledge from past questions for better
explanations. On the other hand, User 4’s previous
questions were mainly about the usage methods
of some machine learning libraries. These have
relatively little connection with the problems in
the code contest. Therefore, our method has more



difficulties in correlating the code problems with
the user’s background knowledge.

5.7 Case Study

Faithfulness

Initial 
Output

Step-by-Step Description: 5. Calculate the number of missing digits at the end.
High-Level Explanation: The solution involves iterating over test cases. ... It
ensures that the resulting number has no more than k different digits in its decimal
representation.

Failure 
Analysis

The issue with the implemented code lies in how it handles the trailing digits.
Instead of appending ’9’ to ensure at most k different digits, the correct approach is
to append the minimum digit from the k-beautiful number. ...

Corrected 
Output

Step-by-Step Description: ... 5. Determine the number of trailing digits to add to n
by finding the minimum digit from the k-beautiful number.
High-Level Explanation: The solution iterates through each test case, finding the
minimum k-beautiful integer x greater than or equal to a given integer n…

Personalization

Initial 
Output

… This aligns with your interest in complex algorithms and data processing,
showcasing how algorithms can be applied to solve specific number-related
problems effectively

Failure 
Analysis

The explanation provided aligns well with the programmer’s skills and background
in Python and their interest in data analysis, image processing, and task scheduling.
... However, to improve the rating to a 5, specific examples or insights on real-world
applications of the solution could be included for better understanding.

Corrected 
Output

Given your intermediate to advanced level in Python and your interest in data
analysis, image processing, and task scheduling, ... For example, in data analysis,
the concept of ’k-beautiful’ numbers could be applied to ensure that certain
numerical data meets specific digit constraints, ...

Figure 7: Case study of the iterative refinement for
faithful and personalized code explanation. This case is
generated by DISCO based on GPT-3.5.

To illustrate the practical application of our ap-
proach and demonstrate the effectiveness of DISCO
in refining code explanations, we present a detailed
case study as indicated in Fig. 7.

Faithfulness. The corrected explanation offers a
more detailed and faithful description of the code
logic, particularly in the step-by-step breakdown.
Taking the failure analysis into consideration, it
clearly explains the process of checking and ad-
justing the number n based on its last digit, the
calculation of the trailing digits to match the origi-
nal length, and the concatenation and final output
steps. This detailed breakdown helps users under-
stand each part of the code more comprehensively,
ensuring they grasp the nuances of the logic and
how each condition affects the outcome. In con-
trast, the initial generated explanation provides a
more general overview without delving deeply into
the specifics of each step, which can leave gaps
in understanding, particularly for users trying to
follow the logic of adjusting n based on its digits.

Personalization. Following the LLM’s rating, the
corrected explanation excels in personalization by
connecting the code’s purpose to practical applica-
tions relevant to the user’s interests. It illustrates
how the concept of “k-beautiful” numbers can be
applied in real-world scenarios, like data analysis
and image processing, making the explanation more

relatable and valuable. On the other hand, the initial
generated explanation lacks the depth of connection
to the user’s specific areas of interest. While it men-
tions complex algorithms and data processing, it
does not provide tangible examples or applications
that resonate with the user’s background and skills.

In conclusion, DISCO improves code explanations
through iterative cycles. Each iteration makes the
explanation more accurate, detailed, and aligned
with the user’s needs. This process helps address er-
rors, enhances clarity, and ensures both faithfulness
to the code and relevance to the user’s interests.

6 Conclusion

This paper presents FaithfulPersonaCodeX, a
novel benchmark for evaluating code explana-
tions, and DISCO, an innovative method for gen-
erating personalized and faithful explanations.
FaithfulPersonaCodeX addresses limitations in
existing benchmarks by incorporating diverse code
samples, user profiles, and multifaceted metrics to
assess both faithfulness and personalization. DISCO
leverages a self-critique mechanism and a two-stage
optimization process to balance these competing ob-
jectives. Our experimental results demonstrate the
effectiveness of this approach, outperforming exist-
ing baselines and advancing the field toward more
comprehensive, user-tailored code explanations. By
addressing the dual challenges of faithfulness and
personalization, this work improves code compre-
hension across various contexts, from education to
professional software development.

7 Limitations

One primary limitation of this work is that code
problems in our benchmark were mainly selected
from only one source dataset - CodeContest. So, it
may be unclear whether our method can be further
generalized well to other problem sources, which
may contain different levels of code problems. How-
ever, we assume that competitive-level program-
ming problems in our benchmark are well-defined
so that the distribution shift will not be significant
between sources. The good news is that we tested
a couple of LLM backbones in this paper, so we
already mitigated the risk of potential performance
deviation by different LLM backbones.
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A Human Evaluation Questions
To comprehensively evaluate the quality of the ex-
planation, we ask the following three questions:
Usefulness, Clearness, and Understanding, to en-
sure that the explanation effectively solves the prob-
lem, is clear and unambiguous, and accurately
captures the key idea behind the solution.

• Usefulness - How useful is the explanation for
solving the problem?

• Clearness - How clear and unambiguous is the
explanation?

• Understanding - How well does the explana-
tion capture the key idea behind the solution?

B Experiment Results
B.1 Win Rate in the Validation Set
Fig. 8 indicates the results of LLM-as-a-Judge for
various methods in the validation set using GPT-3.5.

0% 20% 40% 60% 80% 100%
WinRate (%)

GPT-3.5

vs. SC
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56.87%

60.49%
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Figure 8: Results of LLM-as-a-Judge for DISCO against
each baseline in the validation set using GPT-3.5. SC is
short for Self-Consistency.

B.2 Token Count
Tab. 6 shows the average token count for each step
in the process.

Type Stage Avg Token #

Context Enrichment Problem Understanding 142.93
Input Faithfulness Input 1128.75

Verification and Analysis Failure Analysis 126.09
Explanation Generation Faithful Explanation 202.00

Context Enrichment Profile Extraction 145.51
Input Personalization Input 1119.70

Verification and Analysis Role-Playing and Rating 92.33
Explanation Generation Personalized Explanation 182.92

Table 6: Average token count of each step in the process.

C LLM-as-a-Judge Prompt

LLM-as-a-Judge Prompt

Imagine you are a programmer with the
following inquiry history:
{User Question History}
You are given a code contest problem and
an accepted correct solution code:
{Problem Description}
{Code Solution}
You are trying to understand the code.
You have two code explanations to choose
from:
{Personalized Explanation A}
{Personalized Explanation B}
Now create a leaderboard by ranking the
two code explanations based on your skill
level, background and preferences inferred
from the content in the inquiry history, to
determine which explanation is more helpful
and informative to you.

D Explanation Generation Prompt

D.1 Faithfulness Refinement Prompt

Problem Understanding Prompt

You are given a code contest problem: {Prob-
lem Description}
Given the code contest problem, you should
reflect on the problem and describe it in your
own words. Pay attention to small details,
nuances, notes, and examples in the problem
description.



Faithful Explanation Prompt

Your task is to comprehend a competitive
programming problem and interpret its
solution.
You are given a code contest problem, and a
self-reflection on the problem:
{Problem Description}
{Problem Understanding}
Additionally, you are given an accepted
correct solution:
{Code Solution}

Let’s think step-by-step.
- First, provide a step-by-step description of
the solution.
- Next, give a high-level explanation of the
solution.

Verification Prompt

You are given a code contest problem:
{Problem Description} The following is a
hint that can lead to one correct solution of
the problem:
{Imperfect Faithful Explanation}

Your task is to read and understand
the problem, analyze the hint and how
to use it to solve the problem, think of
a solution accordingly and complete the
python code of the solution.

Failure Analysis Prompt

You are given a code contest problem and a
self-reflection on the problem:
{Problem Description}
{Problem Understanding}
Additionnally, you are given an accepted
correct solution:
{Code Solution}
A Python code solution was generated for
the problem:
{Reconstructed Code}
However, when running on the given input,
the code solution above failed to produce
the expected output:
{Incorrect Output}
Your task is to analyze the failure.
Let’s think step by step.

Faithfulness Refinement Prompt

You are given a code contest problem, a
self-reflection on the problem, an input list
of test cases and an expected output list:
{Problem Description}
{Problem Understanding}
You are also given one correct solution to
the problem and its explanation:
{Code Solution}
{Imperfect Faithful Explanation}
Your task is to revise the provided explana-
tion based on the following feedback.
A coder attempted to implement a solu-
tion with the hint of the explanation above.
However, the code did not yield the correct
output:
{Reconstructed Code}
{Incorrect Output}
Here’s also a failure analysis of the coder’s
solution:
{Failure Analysis}
Please revise the provided explanation, con-
sidering the failure analysis of the coder’s
solution.
When other coders read your revised expla-
nation, they should avoid the same mistakes
made by the coder who failed to produce the
correct solution.

D.2 Personalization Refinement Prompt

Role-Playing and Rating Prompt

Imagine you are a programmer with the fol-
lowing individual programming skills and
background:
{Extracted Profile}
Your are given a code contest problem:
{Problem Description}
You are also given an accepted correct solu-
tion:
{Code Solution}
Your task is to rate the following personal-
ized explanation of the solution based on
how well it aligns with your programming
skills and background:
{Imperfect Personalized Explanation}
The score should be in the range of 1 to
5. If the rating is under 5, please provide
some revision suggestions in the reasoning
section.



Personalized Explanation Prompt

Your task is to personalize the explanation
of the solution based on the following user’s
programming skills and background:
{Extracted Profile}
You are given a code contest problem:
{Problem Description}
You are also given one correct solution to
the problem and its explanation:
{Code Solution}
{Faithful Explanation}
You should provide a personalized expla-
nation of the solution based on the user’s
programming skills and background and the
explanation provided above.

Personalization Refinement Prompt

Your are given a code contest problem:
{Problem Description}
You are also given one correct solution to
the problem and its explanation:
{Code Solution}
{Faithful Explanation}
A personalized explanation of the solution
was generated for a user with the following
programming skills and background:
{Extracted Profile}
This is the generated personalized explana-
tion:
{Imperfect Personalized Explanation}
The user rated the personalized explanation
and provided some revision suggestions:
{Rating}
Please revise the personalized explanation
based on the user’s feedback so that the user
will rate the revised personalized explana-
tion higher.

Profile Extraction Prompt

Given the user’s Stack Overflow question
history provided below, analyze and infer the
user’s programming skills and background.
{User Question History}
Consider the following aspects: Program-
ming Languages, Skill Level, Topics of In-
terest, Problem-Solving Approach, Experi-
ence.


