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ABSTRACT

We extract a controllable model from a video of a person performing a certain
activity. The model generates novel image sequences of that person, according
to user-defined control signals, typically marking the displacement of the moving
body. The generated video can have an arbitrary background, and effectively
capture both the dynamics and appearance of the person.
The method is based on two networks. The first maps a current pose, and a single-
instance control signal to the next pose. The second maps the current pose, the new
pose, and a given background, to an output frame. Both networks include multiple
novelties that enable high-quality performance. This is demonstrated on multiple
characters extracted from various videos of dancers and athletes.

1 INTRODUCTION

We propose a new video generation tool that is able to extract a character from a video, reanimate it,
and generate a novel video of the modified scene, see Fig. 1. Unlike previous work, the reanimation
is controlled by a low-dimensional signal, such as the one provided by a joystick, and the model
has to complete this signal to a high-dimensional full-body signal, in order to generate realistic
motion sequences. In addition, our method is general enough to position the extracted character
in a new background, which is possibly also dynamic. A video containing a short explanation of
our method, samples of output videos, and a comparison to previous work, is provided in https:
//youtu.be/sNp6HskavBE.

Our work provides a general and convenient way for human users to control the dynamic development
of a given video. The input is a video, which contains one or more characters. The characters are
extracted, and each is associated with a sequence of displacements. In the current implementation,
the motion is taken as the trajectory of the center of mass of that character in the frame. This can be
readily generalized to separate different motion elements. Given a user-defined trajectory, a realistic
video of the character, placed in front of an arbitrary background, is generated.

The method employs two networks, applied in a sequential manner. The first is the Pose2Pose (P2P)
network, responsible for manipulating a given pose in an autoregressive manner, based on an input
stream of control signals. The second is the Pose2Frame (P2F) network, accountable for generating a
high-resolution realistic video frame, given an input pose and a background image.

Each network addresses a computational problem not previously fully met, together paving the way
for the generation of video games with realistic graphics. The Pose2Pose network enables guided
human-pose generation for a specific trained domain (e.g., a tennis player, a dancer, etc.), where
guiding takes the form of 2D motion controls, while the Pose2Frame network allows the incorporation
of a photo-realistic generated character into a desired environment.

In order to enable this, the following challenges are to be addressed: (1) replacing the background
requires the system to separate the character from the surroundings, which is not handled by previous
work, since they either embed the character into the same learned background, or paste the generated
character into the background with noticeable artifacts, (2) the separation is not binary, and some
effects, such as shadows, blend the character’s motion effect with that background information, (3)
the control signal is arbitrary, and can lead the character to poses that are not covered by the training
set, and (4) generated sequences may easily drift, by accumulating small errors over time.
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