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Abstract
Intent detection of spoken queries is a chal-001
lenging task due to their noisy structure and002
short length. To provide additional informa-003
tion regarding the query and enhance the per-004
formance of intent detection, we propose a005
method for conditional semantic expansion of006
spoken queries, called ConQX, which utilizes007
the text generation ability of an auto-regressive008
language model, GPT-2. To avoid off-topic text009
generation, we condition the input query to a010
structured context with prompt mining. We011
then apply zero-shot, one-shot, and few-shot012
learning. We lastly use the expanded queries013
to fine-tune BERT and RoBERTa for intent de-014
tection. The experimental results show that015
the performance of intent detection can be im-016
proved by our semantic expansion method.017

1 Introduction018

In human-to-machine conversational agents, such019

as Amazon Alexa and Google Home, intent detec-020

tion aims to identify user intents that determine021

the command to be executed. Spoken query, also022

called as utterance, can be classified into a set of023

pre-defined user intents (Tur et al., 2010).024

Intent detection is a challenging task due to the025

noisy, informal, and limited structure of spoken026

queries. Detection models may suffer from the027

problems of sparsity, ambiguity, and limited vo-028

cabulary. Recent state-of-the-art language mod-029

els, such as GPT-2 (Radford et al., 2019) and030

GPT-3 (Brown et al., 2020) based on the Trans-031

former architecture (Vaswani et al., 2017), incorpo-032

rate domain-independent large corpora in training.033

They have the capability of coherent text genera-034

tion when the task is prompted in natural language.035

The clarification of short spoken queries can be036

done by generating coherent and semantically re-037

lated text. For instance, the given query “what is038

amzn worth" is expanded to “what is amzn worth039

what is Amazon’s stock worth" that clarifies stock040

worth, as well as solving the ambiguity in amzn.041

Transformer-based text generation does not al- 042

ways produce meaningful text segments (Shao 043

et al., 2017). For instance, the given query without 044

conditioning “has my card application processed 045

yet?" is expanded to “has my card application pro- 046

cessed yet? If you are not yet with us" that gets 047

a trivial text segment given in italic. The reason 048

would be that the model does not know the context 049

of card application, such as banking or member- 050

ship card. However, the input can be conditioned 051

with a better prompt “[I am a bank customer], has 052

my card application processed yet?" that gets addi- 053

tional context as bank customer. The input would 054

then be expanded to a non-trivial text segment in 055

the context of bank cards. 056

In order to solve the problems regarding the 057

noisy and limited structure of spoken queries, we 058

propose a novel method, called ConQX, for se- 059

mantic expansion of spoken queries with condi- 060

tioned text generation. The method name refers 061

to Conditioned spoken Query eXpansion. Specif- 062

ically, we employ a Transformer-based language 063

model, namely GPT-2, to generate semantically re- 064

lated text segments. We condition the input query 065

to set up a structured context for generating text 066

segments. For conditioning, we manually design 067

prompts, and mine useful ones that provide struc- 068

tured context, as we call prompt mining. We then 069

append the generated text segments to existing spo- 070

ken queries, and fine-tune state-of-the-art language 071

models, namely BERT (Devlin et al., 2019) and 072

RoBERTa (Liu et al., 2019), for the downstream 073

task of intent detection. 074

Conditioned expansion aims to describe the task 075

to the model in natural language and provide a 076

number of ground truth demonstrations of the task 077

at inference time. To exploit conditioned expan- 078

sion, we examine zero-shot, one-shot, and few-shot 079

learning (Brown et al., 2020). 080

Traditional semantic expansion methods rely on 081

keyword-based expansion, which utilizes proxim- 082
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ity in a semantic space regardless of contextual083

coherence (Roy et al., 2016). However, the models084

using contextual word embeddings, such as BERT,085

are shown to benefit from natural language queries086

that keep the grammar structure and word rela-087

tions (Padaki et al., 2020; Dai and Callan, 2019).088

Transformer-based text generation can output more089

coherent natural language queries, compared to090

keyword-based expansion (Radford et al., 2019)091

that mostly adapts to improve the performance of092

retrieval algorithms (Claveau, 2020).093

The language model can be adapted to the094

downstream task with natural language prompts095

to achieve competitive performance. The design096

of an input prompt is important, since different097

writings of the task can affect the performance sig-098

nificantly (Jiang et al., 2020; Lester et al., 2021).099

Although there are some efforts for the automation100

and standardization of prompt generation (Jiang101

et al., 2020; Gao et al., 2020), they do not consider102

long text generation tasks, as in the case of seman-103

tic expansion. We employ prompt mining on a set104

of manually generated conditioning prompts and105

experiment with zero-shot, one-shot, and few-shot106

learning to further adapt the language model to the107

task of semantic expansion.108

2 Conditioned Query Expansion109

Given a set of spoken queries and input prompts,110

we use a pre-trained Transformer-based language111

model, GPT-2 (Radford et al., 2019), to generate112

coherent text. A spoken query is placed in manu-113

ally generated natural language prompts that are114

determined with prompt mining, and given as in-115

put to GPT-2 with zero/one/few-shot learning. The116

generated text segment is appended to the end of117

the original query to obtain the expanded query.118

BERT (Devlin et al., 2019) and RoBERTa (Liu119

et al., 2019) are then fine-tuned for the task of in-120

tent detection.121

2.1 Text Generation122

Our method for semantic expansion is based on lan-123

guage modeling (Bengio et al., 2003), formulated124

in Equation 1, where q is a spoken query and p(q)125

is the maximum likelihood probability of document126

estimation based on a sequence of tokens.127

p(q) =
n∏

i=1

p(si|s1, ..., si−1) (1)128

ConQX employs the conditional probability of129

estimating semantic expansion, q′, given the orig- 130

inal query within the context of the input prompt, 131

p(q′|q) = p(sn+1, ..., sn+k|s1, ..., sn), where q has 132

the length of n tokens, and q′ has k tokens. The 133

likelihood is estimated by an auto-regressive lan- 134

guage model that considers the distributions of pre- 135

viously generated tokens for next token prediction. 136

There are several methods to utilize auto- 137

regressive text generation. Greedy search predicts 138

the next token that has the highest probability of 139

occurrence. However, greedy search does not gen- 140

erate coherent text due to repetitive results (Shao 141

et al., 2017). We apply top-k sampling that (Fan 142

et al., 2018) predicts the next token from the most 143

likely k tokens to provide coherent and diverse text. 144

2.2 Zero/One/Few-shot Learning 145

Pre-trained language models are trained over large 146

and domain-independent corpora. When used for 147

a downstream task, such as semantic expansion 148

in our case, they need conditioning to deduce the 149

task and generate contextually related text. Zero- 150

shot expansion aims to achieve this conditioning 151

by inserting spoken queries into input prompts that 152

contain natural language descriptions of the task 153

without any demonstrations of the desired output. 154

In one-shot expansion, the input prompt con- 155

tains a ground-truth demonstration of the semantic 156

expansion task. The language model is expected 157

to infer the semantic expansion task more easily, 158

compared to zero-shot expansion. Lastly, few-shot 159

learning provides a number of true demonstrations 160

to increase the performance of task inference. 161

Figure 1 shows an example spoken query for se- 162

mantic expansion with zero/one/few-shot learning. 163

The ability of task inference is known to be avail- 164

able in the large models in terms of the number of 165

parameters, such as GPT-3 (Brown et al., 2020); 166

but also observed in smaller models, such as GPT-2 167

(Schick and Schütze, 2021). 168

2.3 Prompt Mining 169

Determination of the proper input prompt for con- 170

ditioning the language model can be achieved 171

through prompt mining. The prompts provide addi- 172

tional context for the task inference of the language 173

model. We manually generate a set of prompts that 174

differ in text length, formality of the language, syn- 175

tactic structure, and context. We apply empirical 176

evaluation on the prompts, such that the classifica- 177

tion performance is used to select a prompt after 178

10-fold leave-one-out cross-validation. We give 179
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Few-shot Prompt
"How long does it take to receive my new
card (card arrival) -> I want to know 
"                                              " (       )  ->
"post to facebook i'm hungry (or
something similar) and i want to add a 
... "

postPost to facebook i'm hungry

One-shot Prompt
In conversational search, ... For example,
the spoken query "                                     
                                             "  belonging
to the class label "                              " is
hard to process ...  the query may be 
...

has my credit card 

application status
application processed yet?

has my credit card application processed yet?application status

card arrival I am still waiting on my card?

Label Spoken Query

has my credit card application processed yet?application status

card arrival I am still waiting on my card?

Label Spoken Query

what is my credit card application status?

Original Dataset

Expanded Dataset

Zero-shot Prompt

Is it going to arrive in time?

Transformer-based
Language Model

In conversational search, ... For example,
the spoken query "                                     
                                             " is hard to
process and can lead to poor quality
results. In order to increase the quality, the
query may be rewritten as "

has my credit card 
application processed yet?

has my credit card 
application processed yet?

 credit card application status?"

Generated Output
In conversational search, ... For example,
the spoken query "                                     
                                             " is hard to
process and can lead to poor quality
results. In order to increase the quality, the
query may be rewritten as " what is my

Figure 1: An example expansion process is illustrated for zero/one/few-shot learning. The input spoken query
(labeled in yellow and italic) is inserted into quotations in a set of prompts. The generated text is then extracted
to obtain the expanded query (labeled in red and bold). True demonstration(s) are also given in the prompts for
one/few-shot learning.

the details of our manually designed prompts in180

Appendix.181

Prompt examples are given in Table 1. We pro-182

vide a short prompt (the first), as well as a longer183

one (the second) that aims to exploit the ability184

of Transformer to model long-term dependencies185

with the Attention mechanism. The third prompt186

introduces a syntactic structure to condition the187

model, imitating a dialog. The fourth prompt is188

written in a more formal language, while the others189

in a daily language. The last one has additional190

context information as banking. Note that some191

of the prompts end with a quotation mark that en-192

forces the language model to generate an example193

language; while the others generate expansions in194

the form of sentence completions.195

Table 1: Prompt mining examples from our experiments.
[INP] is an input prompt, [EXP] is an expanded text
segment.

Input Prompt
1 [INP]. I would like to [EXP]
2 Spoken queries are generally short and need to be

expanded. For example, [INP] is hard to process and
can lead to poor quality results. The query may be
rewritten as “[EXP]

3 Voice Assistant: “How can I help you?" User: [INP]
Voice Assistant: “Sorry, I didn’t understand." User:
“[EXP]

4 In conversational search, spoken queries are short and
need to be expanded. For example, [INP] is hard to
process. The query may be rewritten as “[EXP]

5 I am a bank customer and I need support, [INP]. My
intention is [EXP]

Table 2: The details of the datasets used in this study.

Details Banking CLINC SNIPS
Train samples 10,003 18,000 13,084
Test samples 3,080 4,500 700
Number of intents 77 150 7
Avg. length (tokens) 12.27 9.38 11.24

3 Experiments 196

3.1 Datasets 197

We use three publicly available datasets for intent 198

detection; namely Banking, CLINC, and SNIPS. 199

Banking (Casanueva et al., 2020) has 77 intents 200

about banking, which is challenging due to subtle 201

differences among classes. CLINC (Larson et al., 202

2019) is a balanced dataset with 150 intents. SNIPS 203

(Coucke et al., 2018) is another balanced dataset 204

covering seven intents. The details of the datasets 205

are given in Table 2. We apply no preprocessing. 206

3.2 Experimental Design 207

Query expansion is conducted on NVIDIA 2080Ti 208

GPU with 12 GB memory; BERT fine-tuning uses 209

the same infrastructure as well. Query expansion 210

takes approximately an hour to complete in the 211

10-fold setting. The methods are given as follows. 212

• Without expansion: As a baseline method, we 213

fine-tune BERT-base (Devlin et al., 2019) and 214

RoBERTa-base (Liu et al., 2019) with default 215

parameters by Huggingface (Wolf et al., 2019), 216

but without expansion. 217

• Bag-of-words (kNN): As a baseline expansion 218

method, we consider that the expanded words 219
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Table 3: Comparison of ConQX with the baselines for intent detection in terms of the weighted F1 score. The
means of 10-fold cross-validation are reported. The bold score is the highest. • indicates statistically significant
improvement at a 95% interval in pairwise comparisons between the highest method and baselines marked with ◦.

Expansion Method Banking CLINC SNIPS
BERT RoBERTa BERT RoBERTa BERT RoBERTa

Without expansion 0.908◦ 0.923 0.959 0.964 0.974 0.979
Bag-of-words (kNN) 0.909◦ 0.922 0.953◦ 0.957◦ 0.969◦ 0.972◦
Transformer (GPT-2) 0.912 0.923 0.954 0.964 0.976 0.981
ConQX (zero-shot) 0.920• 0.928 0.960 0.965• 0.978 0.983•
ConQX (one-shot) 0.920• 0.928 0.959 0.961 0.983• 0.981
ConQX (few-shot) 0.916 0.925 0.962• 0.962 0.981 0.976

are independent (bag-of-words), and use GloVe220

(Pennington et al., 2014) word embeddings. We221

sample k=1 nearest neighbor of each input token222

in the embedding space, and append them to the223

input, using scikit-learn (Pedregosa et al., 2011).224

• Transformer (GPT-2): As a baseline expansion225

method, GPT2-large with 774M parameters by226

Huggingface (Wolf et al., 2019) is used for text227

generation, given the original query with no input228

prompt (Radford et al., 2019). The number of229

generated tokens is approximated to the number230

of input tokens.231

• ConQX (zero-shot): Our semantic expansion232

method with zero-shot learning. Both train and233

test instances are expanded, and fine-tuning is234

done using the expanded queries. For top-k sam-235

pling in GPT-2, we experiment k ∈ (10, 50, 100),236

and select empirically by F1 score on the test set.237

• ConQX (one-shot): Our method with one-shot238

learning. A single true demonstration of semantic239

expansion is provided.240

• ConQX (few-shot): Our method with few-shot241

learning. Multiple true demonstrations of seman-242

tic expansion are provided (we use four demon-243

strations for the sake of efficiency).244

We report the weighted average F1 score for245

intent detection with leave-one-out 10-fold cross246

validation. We use scikit-learn (Pedregosa et al.,247

2011) for evaluation metrics. Any improvements248

over the baselines are statistically validated by the249

two-tailed paired t-test at a 95% interval.250

3.3 Experimental Results251

We compare the effectiveness of baselines and our252

method for intent detection in Table 3. The re-253

sults show that ConQX improves the effectiveness254

of intent detection in all datasets, compared to all255

baselines. Although, the gap between baselines and256

ConQX is not too wide, we show that the differ-257

ences are statistically significant in some cases. We258

show that conditioned text generation is a promis- 259

ing approach for semantic expansion of spoken 260

queries, and its performance can be improved by 261

additional prompt mining. ConQX with zero/one- 262

shot learning lead to better improvement in most 263

cases, showing that hand-crafted true demonstra- 264

tions could cause noise in few-shot learning, i.e. 265

prompt mining can generate better demonstrations. 266

GPT-2 without conditioned text generation does not 267

always improve effectiveness, showing the need of 268

conditioned text generation. kNN-based expansion 269

also deteriorates effectiveness in some cases, possi- 270

bly due to the fact that the neighbor words do not 271

clarify the context of short queries. 272

We analyze prompts differing in length, formal- 273

ity of language, and syntactic structure using punc- 274

tuation. Longer prompts tend to result in more 275

coherent and informative expansions. However, 276

depending on the dataset and classifier, shorter 277

prompts may be more suitable. The role of dif- 278

ferent prompts are application-dependent, formally 279

written prompts are favored by formal domains 280

such as banking. Syntactic structures, such as quo- 281

tation marks, make irrelevant text filtered out and 282

result in less noisy expansions. 283

4 Conclusion and Future Work 284

We propose conditioned query expansion (ConQX) 285

for intent detection. Our experimental results show 286

that the performance is increased in all datasets 287

from different domains, with proper selection of 288

parameters (prompt parameters and zero/one/few- 289

shot selection). ConQX is thereby a promising 290

method for similar tasks that can benefit from se- 291

mantic expansion. In future work, we plan to exam- 292

ine other models and sampling strategies, such as 293

beam search (Shao et al., 2017). We demonstrate 294

that the performance can be improved with hand- 295

crafted prompts, but prompt mining and prompt 296

design are emerging research topics. We plan to 297
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focus on tuning parameters and systematic ways298

for creating prompts (Lester et al., 2021).299
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A Appendix for ConQX: Semantic400

Expansion of Spoken Queries for401

Intent Detection based on Conditioned402

Text Generation403

We prepare a set of manually generated prompts,404

given in Table 4. Prompts focus on different aspects405

of conditioned text generation; such as text length,406

syntactic structure, and formality of the language407

used.408

Table 4: Manually generated input prompts used in
prompt mining. Curly braces are replaced with spoken
queries to be expanded.

# Input Prompts
1 {} That is to say,
2 {} I wonder
3 {} I mean
4 {} I would like to
5 {} My intention is
6 Yesterday I was talking to my voice assistant

and I said : “{}" but it did not understand me
so I added: "

7 Voice Assistant: “How can I help you?"
User: “{}"
Voice Assistant: “Sorry, I didn’t understand."
User: “

8 Suppose you are using the voice assistant app
on your smart phone. For example, you can
ask the current time by saying “What time
is it?" and it will tell you the current time.
However, if you say “{}" the voice assistant
may not understand you and you will have to
clarify yourself by saying “

9 In conversational search, the spoken queries
are generally short and need to be expanded
or even rephrased. For example, the spoken
query “{}" is hard to process and can lead to
poor quality results. In order to increase the
quality, the query may be rewritten as “

The prompts 6 to 9 have longer length, compared409

to the others. They aim to exploit Transformers’410

ability to model long-term dependencies with the411

attention mechanism. The prompt 7 is designed412

to introduce a syntactic structure to condition the413

model, imitating a dialog. The prompt 9 is written414

in a more formal language, while the others in a415

daily language.416

The prompts 6 to 9 end with a quotation mark417

that enforces the language model to generate an ex-418

ample language, and end it with another quotation419

mark. The prompts 1 to 5 do not apply this trick, 420

and generate expansions in the form of sentence 421

completions. 422

We examine the effect of specifying the domain 423

of the dataset in Table 5, which is given for the 424

Banking dataset. 425

Table 5: Conditioning with domain label for Banking
dataset. Curly braces are replaced with spoken queries
to be expanded.

# Input Prompts
1 I am a bank customer and I need support, {}

That is to say,
2 I am a bank customer and I need support, {}

I wonder
3 I am a bank customer and I need support, {}

I mean
4 I am a bank customer and I need support, {}

I would like to
5 I am a bank customer and I need support, {}

My intention is
6 Yesterday I was talking to my banking cus-

tomer assistant and I said : “{}" but it did not
understand me so I added: "

7 Banking Customer Assistant: “How can I
help you?"
User: “{}"
Banking Customer Assistant: “Sorry, I didn’t
understand."
User: “

8 Suppose you are using the banking customer
assistant app on your smart phone. For exam-
ple, you can ask the current time by saying
“What time is it?" and it will tell you the cur-
rent time. However, if you say “{}" the bank-
ing customer assistant may not understand
you and you will have to clarify yourself by
saying “

9 In conversational search, the spoken queries
are generally short and need to be expanded
or even rephrased. For example, the spoken
query “{}" belonging to banking domain is
hard to process and can lead to poor quality
results. In order to increase the quality, the
query may be rewritten as “

In Table 6, the few-shot setup for input prompt 426

“{} I would like to" is given. The prompt is selected 427

with prompt mining and adapted for the datasets. 428
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Table 6: Few-shot learning of an input prompt after prompt mining adapted for different datasets. The spoken query
to be expanded is given in italic. Square brackets show the input prompt obtained from mining. The generated
semantic expansion is given in bold.

Dataset Input Prompts
Banking Do you offer refunds? [I would like to] return purchase. You offer refunds?

I would like to alter my personal details. [I would like to] have my personal details
changed, perhaps a date of birth?
Can i add a new currency to my account? [I would like to] add $10 as an extra currency
to my account.
What do I do to exchange currency? [I would like to] exchange my US dollar and
your Indonesian rupiah.
What is the identity verification process? [I would like to] verify my identity using
your online solution

CLINC I would appreciate it if you could show me how to jump start a car battery [I would
like to] know how to start or restart my car battery
What steps are involved in making lasagna [I would like to] try making lasagna and a
spaghetti bolognese in it
Is waffles on my list for shopping [I would like to] see waffles on my shopping list.
Can i increase the credit limit for my bank of america card [I would like to] increase
my credit limit. Is there a limit on how much i can increase my credit limit?
how do i schedule car maintenance [I would like to] arrange my car maintenance
and schedule it when I arrive at work

SNIPS Will the weather be warm far from niger at 15 o clock? [I would like to] see how the
weather is far from there at 15:00
Please book a restaurant for ten members [I would like to] order a special dinner for
ten people.
Help me find the saga titled the eternal return [I would like to] find a certain episode
of the saga with the name of the eternal return
Look up the baltic times picture [I would like to] know where is the Baltic times
picture
find a television show called milagros: girl from away [I would like to] find a series
with name milagros girl from away(tv show) where the main character in milagros
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