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Abstract

001

Natural Question Answering (QA) datasets play a002

crucial role in evaluating the capabilities of large003

language models (LLMs), ensuring their effective-004

ness in real-world applications. Despite the numer-005

ous QA datasets that have been developed and some006

work has been done in parallel, there is a notable007

lack of a framework and large scale region-specific008

datasets queried by native users in their own lan-009

guages. This gap hinders the effective benchmark-010

ing and the development of fine-tuned models for011

regional and cultural specificities. In this study, we012

propose a scalable, language-independent frame-013

work, NativQA, to seamlessly construct culturally014

and regionally aligned QA datasets in native lan-015

guages, for LLM evaluation and tuning. We demon-016

strate the efficacy of the proposed framework017

by designing a multilingual natural QA dataset,018

MultiNativQA, consisting of ∼64k manually anno-019

tated QA pairs in seven languages, ranging from020

high to extremely low resource, based on queries021

from native speakers from 9 regions covering 18022

topics. We benchmark open- and closed-source023

LLMs with the MultiNativQA dataset. We made the024

framework NativQA, MultiNativQA dataset, and025

other experimental scripts publicly available for026

the community.1027

1 Introduction028

Recent advancements in LLMs have revolutionized029

the landscape of artificial intelligence, significantly030

pushing the state-of-the-art for a broad array of031

Natural Language Processing (NLP) and Speech032

Processing tasks. Their potential in language under-033

standing and generation, across multiple (high- and034

low-resourced) languages, has attracted researchers035

to integrate and benchmark the LLM capabilities036

1https://anonymous.com/

30.5%

28.6%

20.9%

8.2%

8.0%

2.9%

0.9%

Bangla

English

Hindi

Turkish

Arabic
AssameseNepali

Figure 1: Distribution of the MultiNativQA dataset
across different languages.

across diverse tasks, domains, and disciplines (Ope- 037

nAI, 2023; Touvron et al., 2023). However, the 038

rapid integration of LLMs necessitates measuring 039

cultural discrepancies in the responses generated by 040

LLMs to ensure alignment with users’ cultural val- 041

ues and contexts (Naous et al., 2024; AlKhamissi 042

et al., 2024; Shen et al., 2024; Liu et al., 2024; 043

Arora et al., 2024; Myung et al., 2024). This 044

is particularly crucial in cross-lingual scenarios, 045

where LLMs hallucinate or produce stereotypical 046

responses biased toward Western culture, neglect- 047

ing diverse cultural norms (Naous et al., 2024). 048

Consequently, such biases hinder the effectiveness 049

of LLMs in daily-use applications for diverse lan- 050

guages and cultures, largely due to their under- 051

representation in the training data used for these 052

models. 053

There are limited multilingual region-specific 054

cultural benchmarks designed to evaluate the 055

LLMs’ performance across different cultures and 056

languages. As a result, multilingual and non- 057

English LLMs have been evaluated by using MT, 058

with or without human involvement, to trans- 059

late the existing English datasets into correspond- 060

ing languages (Fanar_Team et al., 2025). How- 061

ever, translation often misses the cultural and re- 062
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gional nuances of target languages, making human-063

annotated datasets a better alternative. In a recent064

study, Arora et al. (2024) developed 1.5K culture-065

specific QAs by gathering questions from commu-066

nity web forums and employing native speakers to067

manually write questions. Similarly, Myung et al.068

(2024) produced 52.5K multiple-choice and short-069

answer questions, with both question collection070

and answer writing being fully manual.071

In this study, we propose a framework, Native072

QA (NativQA), specifically designed to seamlessly073

develop regionally- and culturally- specific QA074

datasets following a human-machine collaborative075

approach. Datasets developed through NativQA076

serve two primary functions: (i) evaluating the077

LLM performance over real users’ information078

needs and interests expressed in their native lan-079

guages, and (ii) facilitating fine-tuning of LLMs to080

adapt to cultural contexts. Moreover, to show the081

efficacy of the NativQA framework, we developed082

a natural Multilingual Native question-answering083

(QA) dataset, MultiNativQA, including ∼ 64k QA084

pairs in seven extremely low to high resource lan-085

guages (see in Figure 1), covering 18 different top-086

ics from nine different regions (see examples in087

Figure 5). We further demonstrate the usefulness088

of both NativQA framework and MultiNativQA089

dataset by fine-tuning Llama-3.1.090

Unlike Arora et al. (2024); Myung et al. (2024),091

the proposed NativQA framework can seamlessly092

collect QA pairs with minimal human interven-093

tion. Additionally, the answers are grounded in094

web-based reference sources. Our approach is in-095

spired by the regional-based search engine queries096

addressing everyday needs as shown in Figure 4, in097

Appendix. Below we provide our contributions098

of this study:099

• We propose the semi-automatic – NativQA frame-100

work for developing culture- and region-specific101

natural QA datasets, enhancing LLMs inclusivity102

and providing comprehensive, culturally aligned103

benchmarks.104

• We develop and release the MultiNativQA105

dataset, in seven languages with ∼ 64k man-106

ually annotated QA pairs, covering 18 different107

topics from native speakers across nine different108

regions. Additionally, we release another 55k109

QA pairs from six different locations developed110

using our semi-supervised approach.111

• We benchmark over MultiNativQA with 2 open112

and 2 closed LLMs. In addition, we report exper-113

imental results of a fine-tuned Llama-3.1 model114

across all languages. 115

A summary of our findings is as follows: 116

Gap – High vs. Low Resources Languages. We 117

observed the highest performance for English and 118

lowest for Assamese on average across models, 119

which clearly indicates that the performance corre- 120

lates to the representation and/or richness of digital 121

content of the language used in the models. This 122

finding corroborates the findings reported in several 123

parallel works (Myung et al., 2024). 124

Gap in Close vs. Open Models. Close mod- 125

els outperforms open models. GPT-4o (BLEU: 126

0.230) and Gemini (BLEU: 0.226) perform sim- 127

ilarly among closed models. Among open mod- 128

els, Llama-3.1 (BLEU: 0.186) outperforms Mistral 129

(BLEU: 0.162). 130

Capability Enhancement with Fine-tuning. Fine- 131

tuning (i) improves performance for extremely 132

low resource languages such as Assamese and 133

Nepali, (ii) for medium resource languages, it helps 134

dialect-rich languages like Arabic compared to 135

other medium resource-languages (e.g., Hindi). 136

Cultural Benchmarking. Our findings empha- 137

size the importance of well-crafted benchmarks 138

efforts for studying regional/cultural awareness in 139

LLMs. The results supports the hypothesis that 140

under-represented regions, and dialectal-rich lan- 141

guage (e.g., Arabic) benefit more from incorporat- 142

ing native and culturally aware information in the 143

LLM. This highlights the value of the proposed 144

language-independent framework NativQA, which 145

efficiently creates multilingual, region- and culture- 146

specific resources with minimal human effort. 147

2 Related Work 148

LLMs have demonstrated remarkable capabilities 149

across various disciplines and tasks, leading to ef- 150

forts to evaluate their performance on standard NLP 151

tasks (Bubeck et al., 2023; Bang et al., 2023; Ahuja 152

et al., 2023; Hendy et al., 2023). While several 153

initiatives have developed resources to benchmark 154

LLMs, most focus primarily on English. For other 155

languages, evaluations often rely on translated data 156

(Lai et al., 2023b; Sengupta et al., 2023; Huang 157

et al., 2024). 158

Existing QA Datasets. Question Answering has 159

been a standard NLP task for decades, pushing the 160

development of many QA datasets in different lan- 161

guages. Kwiatkowski et al. (2019) and Yang et al. 162

(2018) proposed two extractive QA datasets includ- 163

ing Natural Questions (NQ), both containing long- 164
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Figure 2: NativQA framework, demonstrating the data collection and annotation process.

form large-scale question-answer pairs. Joshi et al.165

(2017) developed TriviaQA dataset, which consists166

of 650k question-answer-evidence triples. These167

triples are created by merging 95k question-answer168

pairs. Rajpurkar et al. (2016) developed SquAD,169

which is a collection of 100k crowdsourced QA’s170

paired with shortened Wikipedia articles. Help-171

Steer (Wang et al., 2023) is another QA dataset,172

which comprises a 37k sample dataset with multi-173

ple attributes of helpfulness preference. The most174

closest work in the literature to ours is BLEnD175

(Myung et al., 2024) which is a hand-crafted bench-176

mark consisting of 52.6k multiple choice and short-177

answer QA pairs for 13 different languages in total,178

focusing cultural aspects of languages.179

Evaluations of LLMs for QA. For LLM evalu-180

ation, there are notable datasets covering world181

knowledge (Hendrycks et al., 2020), commonsense182

reasoning (Zellers et al., 2019), reading compre-183

hension (Bandarkar et al., 2024), factuality (Lin184

et al., 2022), and others. These datasets are usually185

transformed into multiple-choice questions. Ad-186

ditionally, standard QA datasets have also been187

used for LLM evaluation (Hu et al., 2020). Kamal-188

loo et al. (2023) performed the analysis of differ-189

ent open-domain QA models, including LLMs by190

manually judging answers on a benchmark dataset191

of NQ-open (Lee et al., 2019). Their investiga-192

tion shows that LLMs attain state-of-the-art per-193

formance but fail in lexical matching when can-194

didate answers become longer. In Table 4 (Ap-195

pendix), we report the most notable existing QA196

datasets compared to ours. Compared to exist-197

ing datasets, the MultiNativQA dataset is novel198

in its topical coverage, with a focus on cultural as-199

pects and regional nativeness. Additionally, most200

recent cultural datasets are primarily designed for201

benchmarking purposes, whereas we also focused202

on model training.203

3 NativQA Framework 204

Figure 2 presents the NativQA framework with 205

three inter-connected modules described below. 206

3.1 Query Collection (QC) 207

The objective of this module is to collect open- 208

ended queries, ϱ, centered on various predeter- 209

mined topics derived from common concepts in 210

everyday communication. The topic set is first 211

manually constructed. This manual effort allows us 212

to identify topics that are culture- or region-specific. 213

Examples of seed topics include: Animals, Busi- 214

ness, Clothing, Education, Events, Food & Drinks, 215

General, Geography, Immigration, Language, Lit- 216

erature, Names & Persons, Plants, Religion, Sports 217

& Games, Tradition, Travel, and Weather. 218

Following, we start collecting the manual query 219

set ϱm. We began by recruiting native speakers of 220

the language of the target countries. Each speaker 221

is encouraged to write m queries per topic, in their 222

native or second language,2 focusing on queries 223

they might ask a search engine as residents of a cor- 224

responding major city. We then expand the ϱm set 225

with synthesized queries, ϱs. Synthesizing queries 226

helps to increase the diversity in sub-topics and im- 227

prove the versatility of writing styles in the final set 228

of queries. It also reduces the skewness of the seed 229

queries. For ϱs, we prompted an LLM to generate 230

x similar queries for each input query, ϱim ∈ ϱm. 231

Finally, ϱs is de-duplicated against ϱm using exact 232

string matching, resulting in the final set of seed 233

queries, ϱ0 = ϱm
⋃
ϱs. 234

3.2 QA Collection (QAC) 235

Next, leveraging a search engine, we automatically 236

collect QA pairs that potentially cover queries ϱ0. 237

The NativQA framework features with three ma- 238

jor search engines (i.e., Google, Bing, and Yahoo), 239

2widely used in the respective city
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Algorithm 1 Collecting QA pairs using seed queries ϱ0.
P i
QA: QA pair, Sϱirel: related queries. ExtractQA(*) and

ExtractRelatedQueries (*) are functions that return questions,
Q-answers, A pairs with attribution L, and related queries,
respectively, which are obtained from the search engine for
a given query, q. DeDuplication (*) removes any duplicate
entries from the set to ensure uniqueness.

1: Input:
2: Seed queries: ϱ0 = {ϱ̂1, ϱ̂2, . . . , ϱ̂m}
3: Number of iterations: Niter

4: Output:
5: Set of QA pairs: SQA

6: Set of enriched queries: Sϱ
7: SQA ← ∅
8: Sϱ← ϱ0
9: for i from 1 to Niter do

10: P i
QA ← ∅

11: Sϱirel ← ∅
12: for q ∈ Sϱ do
13: (Qq, Aq, Lq)← ExtractQA(q)
14: P i

QA ← P i
QA ∪ {(q′, a′, l′) | q′ ∈ Qq, a′ ∈

Aq, l′ ∈ Lq}
15: Sϱirel ← Sϱirel ∪ ExtractRelatedQueries(q)
16: end for
17: P i

QA ← DeDuplication(P i
QA)

18: SQA ← SQA ∪ P i
QA

19: Sϱ← Sϱ ∪ Sϱirel
20: end for
21: return SQA, Sϱ

however, for the MultiNativQA we used ‘Google’240

and capitalized it feature – “People also ask”,241

where it lists several questions, searched by real242

users and are potentially relevant to the initial user243

query, as shown in Figure 4. Moreover, these ques-244

tions Q are associated with answers A extracted245

by the search engine, along with the attribution, L246

– links to the sources of the answers. Each search247

engine has location and language features, which248

we leverage to collect native and location-specific249

QA pairs.250

Our QA curation module implements Algo-251

rithm 1, using the seed queries ϱ0 along with the252

number of iteration, Niter, as input. For each it-253

eration i ∈ Niter, we collect QA pairs P i
QA, and254

related queries Sϱirel for each query, q ∈ Sϱ, and255

then pass it to the filtering module and update the256

current query set Sϱ. We repeat the process for257

all iterations to obtain the final QA set, SQA with258

enriched queries Sϱ.259

3.3 QA Validation (QAV)260

Following, we validate the extracted QA pairs, con-261

sidering at least two aspects: (i) the quality and262

answerability of questions, and (ii) reliability and263

completeness of answers. We validate the QA pairs264

through the following steps.265

Domain Reliability Check (DRC). First, we ex- 266

tract a unique set of web-domains using the attribu- 267

tion3 L from the extracted QA pairs, SQA. We then 268

manually classify each domain’s reliability based 269

on an annotation guideline specifically designed for 270

this task, inspired by several relevant studies (Se- 271

lejan et al., 2016; Flanagin and Metzger, 2007; 272

Metzger and Flanagin, 2015). Next, we filtered out 273

the QA pairs to retain answers only from annotated 274

reliable sources as we hypothesize that answers 275

from web pages on reliable domains are likely to 276

be trustworthy. We adopted this approach for its 277

scalability and reduced manual effort in obtaining 278

reliable QA pairs. The final domain list (e.g., BBC, 279

Guardian) can further aid QA extraction for multi- 280

ple languages, especially for fine-tuning data. 281

QA Annotation (QAA). Although some do- 282

mains are considered reliable, the content they host 283

may not always be trustworthy due to unreliable 284

user-generated content. To address this, we further 285

refined our framework by manually checking and 286

editing the curated QA pairs from reliable sources. 287

For each QA pair, we apply four types of annota- 288

tions. (i) Question validation: Human annotators 289

verify questions’ quality by classifying each ques- 290

tion as “Good question” or “Bad question”. We 291

then proceed to the subsequent steps using only 292

the questions classified as “Good”. (ii) Question’s 293

relavancy to the location: Annotators are asked 294

to classify whether the question is related to the 295

specified location. (iii) Answer categorization: An- 296

notators examine each QA pair and assess whether 297

the answer provides sufficient information to sat- 298

isfy the question, and categorize the answers based 299

on the correctness (see Sec. 4.2.2). (iii) Answer 300

editing: If an answer is incomplete or incorrect, an- 301

notators must edit it using content from the source 302

Web page. To maintain scope and reliability, we 303

limit them to the provided source pages. Detailed 304

annotation guidelines are in Appendix D.3. 305

4 MultiNativQA Dataset 306

We demonstrate the effectiveness and scalability 307

of the NativQA framework by creating a large- 308

scale, multilingual MultiNativQA dataset. The 309

MultiNativQA dataset spans over seven languages 310

– from high- to extremely low-resource and nine 311

different location/cities. MultiNativQA captures 312

linguistic diversity, by including several dialects 313

3answer-source links
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for dialect-rich languages like Arabic.4 We also314

added two linguistic variations of Bangla to reflect315

differences between speakers in Bangladesh and316

West Bengal, India. Furthermore, we included En-317

glish queries from Dhaka and Doha, where English318

is often used as a second language.319

4.1 NativQA Framework Adaptation320

Query Collection For multilingual QC, we started321

with predetermined topics (see Section 3.1) derived322

from common concepts in everyday lives of users323

(see in Appendix D.1). Next, we asked the res-324

idents and the native speakers to write 10 to 50325

queries5 per topic about their major cities and ur-326

ban areas. We then used GPT-4 to generate 10327

similar queries based on each input query (see Tab328

18 for similar query generation prompt) and applied329

de-duplication on the seed queries. The number of330

queries per region is reported in Table 1.331

QA Collection Using QAC Module we enriched332

queries and QA pairs for each language and its333

respective city. We ran our collection algorithm334

for 3-7 Niter per region based on the convergence335

rate. We collected ∼ 154K QA pairs across all336

languages (see Table 1:#QA).337

QA Validation The QAV is the final (and optional)338

phase of the NativQA framework. It includes two339

steps: domain reliability check (DRC) and QA an-340

notation (QAA). These steps ensures high quality341

of the dataset and can be executed to the entire342

dataset or only test split, depending on the cost343

and time constraints. For MultiNativQA, we exe-344

cuted both the DRC and QAA steps to all target345

languages and regions to create a high-quality re-346

source for the research community (see Sec. 4.2).347

4.2 Manual Annotation348

We briefly discuss the manual annotation effort for349

QAV phase in NativQA framework for developing350

MultiNativQA dataset. For more detail instruction351

and analysis see Appendix D.2.352

4.2.1 Domain Reliability Check353

The objective for the domain reliability check is to354

verify the credibility of the source domain, which355

can be used to judge the factuality and reliability356

of answers sourced from that domain. We adopt357

4Besides the formal Modern Standard Arabic (MSA), we
added six Arabic dialects—Egyptian, Jordanian, Khaliji, Su-
danese, Tunisian, and Yemeni – to capture Doha’s linguistic
and cultural diversity.

5Without a strict limit, some topics exceeded 50 queries.

the following definition of the credibility of the do- 358

main/website: “A credible webpage is one whose 359

information one can accept as the truth without 360

needing to look elsewhere. If one can accept in- 361

formation on a page as true at face value, then the 362

page is credible; if one needs to go elsewhere to 363

check the validity of the information on the page, 364

then it is less credible” (Schwarz and Morris, 2011). 365

Annotators were tasked to review each web domain 366

to determine its credibility and assign one of the 367

following four reliability labels: (i) very reliable, 368

(ii) partially reliable, (iii) not sure, (iv) completely 369

unreliable. We provide a detailed definition and 370

guideline in Sec. D.2 (in Appendix). For each 371

language, 3 annotators manually checked 3,181 do- 372

mains, and we identified 2,080 domains as very 373

reliable and eliminated 1,101 domains, resulting in 374

65.38% reliable and 34.62% unreliable domains. 375

4.2.2 QA Annotation 376

This step of the QAV involves four types of anno- 377

tations. Below, we discuss the brief guidelines for 378

each annotation. 379

1. Question validation: The purpose of this task 380

is to evaluate the quality of the questions. The 381

annotators classified whether the questions are 382

“Good” or “Bad” based on the criteria discussed 383

below. The choice of the two types of questions 384

was inspired by the NQ dataset (Kwiatkowski 385

et al., 2019). Depending on the annotation, the 386

annotator’s subsequent tasks vary. If a question 387

is marked as ‘good’, they proceed to the next 388

task for the QA pair; otherwise, they skip further 389

annotation and move on to the next QA pair. 390

2. Question’s relavancy to the location: The pur- 391

pose of this annotation was to check whether 392

the question is related to the location it was in- 393

tended to collect. For example, “Why do Emirati 394

men wear white robes?” is a question related to 395

UAE. 396

3. Answer categorization: An answer can be cat- 397

egorized into one of these categories: (i) correct, 398

(ii) partially correct, (iii) incorrect, and (iv) the 399

answer can’t be found in the source page. Com- 400

plete definition for each category is provided in 401

Appendix D.3. 402

4. Answer editing: This step ensures the answer 403

is correct, fully responds to the question, and is 404

fluent and informative. If the answer is incor- 405

rect or incomplete, annotators must check the 406

source page to extract content that completes 407

the answer, if available. 408
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Lang. Cat City Train Dev Test Total

Arabic M Doha 3,649 492 988 5,129
Assamese X Assam 1,131 157 545 1,833
Bangla L Dhaka 7,018 953 1,521 9,492
Bangla L Kolkata 6,891 930 2,146 9,967
English H Dhaka 4,761 656 1,113 6,530
English H Doha 8,212 1,164 2,322 11,698
Hindi M Delhi 9,288 1,286 2,745 13,319
Nepali L Kathmandu – – 561 561
Turkish M Istanbul 3,527 483 1,218 5,228

Total 44,477 6,121 13,159 63,757

Table 1: Statistics of our MultiNativQA dataset includ-
ing languages with initial seed queries, the number of
QA pairs collected per language from different locations
and the final annotated QA pairs. Cat: Categorization in
terms of high (H), medium (M), low (L), and extremely
low (X) as per (Lai et al., 2023a), – Only testing split
due to limited dataset size.

4.3 Annotation Task Setup409

The annotation team consisted of native speakers410

of the respective languages, with English as their411

second language. The annotators had diverse edu-412

cational backgrounds, ranging from undergraduate413

students to those holding PhD degrees. The team414

was trained and monitored by language specific ex-415

pert annotators. To ensure quality, periodic checks416

of random annotation samples were conducted, and417

feedback was provided. Three annotators were as-418

signed to the DRC task, and the final label is as-419

signed based on majority voting. For the QAA task,420

each QA pair was annotated by two annotators for421

the test set. In cases of disagreement, a third anno-422

tator reviewed and revised the annotations. For the423

training and dev set, each QA pair was annotated by424

one annotator. These choices were made to main-425

tain a balance between annotation quality, time,426

and cost. For the annotation, we hired a third-party427

company that manages the payment process for428

the annotators, who are compensated at standard429

hourly rates based on their location. The annota-430

tion process took approximately ∼1400 hours. We431

utilized in-house annotation platform for the tasks432

discussed in Appendix D.6.433

4.4 Annotation Agreement434

We evaluate the Inter-Annotator Agreement (IAA)435

of manual annotations using the Fleiss’ Kappa co-436

efficient (κ) for the domain reliability tasks. The437

Kappa (κ) values across the languages ranges from438

0.52 to 0.66 (except for English being 0.37) which439

correspond to fair to substantial agreement (Lan-440

dis and Koch, 1977). Note that we selected the441

final label where the majority agreed, meaning 442

that we have above 66% agreement on the final 443

label. For the QA annotation task (answer editing), 444

we first directly select only the questions where 445

both annotators agree. For the disagreed cases, an- 446

other annotator revises them; ultimately, we select 447

based on the agreement of at least two annotators. 448

For the answer editing, on average this matching 449

is 66.04% across languages. This is higher than 450

BLEnD benchmark (Myung et al., 2024), which 451

reported an agreement score of 63.2%. In addition 452

we have computed Levenshtein distance to under- 453

stand how much edits has been done. The average 454

edits across all languages are relatively low (0.17), 455

which indicates minimal edits has been done on the 456

answers. In Appendix I, we provide further details. 457

4.5 Statistics and Analysis 458

Figure 1 reports the initial data distribution across 459

languages, irrespective of the country they were col- 460

lected from. English, Arabic, and Bangla are higher 461

in proportion due to the fact that (i) English consists 462

of data collected from Qatar and Bangladesh, (ii) 463

Arabic consists of queries from different dialects, 464

and (iii) Bangla consists of data from Bangladesh 465

and India. The average length for question and an- 466

swer are 6 and 35 words, respectively (See Tab. 16) 467

As Table 1 shows, our annotation process resulted 468

in a decrease in QA set size by half (comparing ini- 469

tial QA set (column #QA) to final QA set (column 470

F.QA)). We also faced a significant drop for As- 471

samese and Nepali. This drop is due to the fact that 472

the search engine returned QA pairs in non-native 473

languages (in these cases, either Hindi or English) 474

rather than the native language. As part of our pro- 475

cess, we filtered out QA pairs that are not in the 476

target language. We identify the native language 477

using a language detection tool6 and then manu- 478

ally revise them. Our final MultiNativQA dataset 479

covers a wide range of topics in all languages with 480

similar distribution (see Appendix Figure 6 and 7). 481

To assess the efficacy of the NativQA framework, 482

we additionally collected 55k QA pairs from 6 dif- 483

ferent locations, which will be released without any 484

labeling, for the community (see in Appendix G). 485

5 Experimental Setup 486

Data Splits. We split the data for each region into 487

training (70%), development (10%), and test (20%) 488

6http://fasttext.cc/docs/en/
language-identification.html
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Model F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou.

Arabic Bangla-IN English-BD Hindi Turkish

GPT-4o 0.839 0.280 0.044 0.821 0.226 0.009 0.651 0.384 0.284 0.865 0.296 0.050 0.768 0.226 0.252
Gemini-1.5 0.840 0.228 0.038 0.833 0.251 0.014 0.631 0.259 0.251 0.800 0.171 0.036 0.773 0.164 0.229
Llama-3.1 0.528 0.202 0.037 0.453 0.132 0.007 0.636 0.280 0.256 0.604 0.260 0.035 0.616 0.217 0.202
Mistral 0.487 0.148 0.034 0.418 0.108 0.005 0.620 0.345 0.251 0.553 0.177 0.030 0.563 0.193 0.161

Assamese Bangla-BD English-QA Nepali Avg.

GPT-4o 0.745 0.107 0.021 0.826 0.154 0.007 0.628 0.314 0.260 0.873 0.086 0.003 0.779 0.230 0.103
Gemini-1.5 0.808 0.150 0.016 0.844 0.292 0.010 0.620 0.274 0.241 0.873 0.244 0.005 0.780 0.226 0.093
Llama-3.1 0.523 0.029 0.005 0.840 0.119 0.005 0.622 0.294 0.247 0.582 0.138 0.002 0.600 0.186 0.088
Mistral 0.485 0.020 0.003 0.820 0.080 0.005 0.608 0.332 0.236 0.504 0.056 0.002 0.562 0.162 0.081

Table 2: Performance of different LLMs across languages. F1: F1 BERTScore, Rou.: Rouge1, Llama-3.1: Llama-
3.1-8B-Instruct, Gemini-1.5: Gemini-1.5 Flash, Mistral: Mistral- 7B-Instruct-v0.1. Bold results are best per column
per language. Italicized results are best across open models. Avg Average over languages.

sets using stratified sampling based on topics as489

labels. Given the small size of the Nepali data, we490

kept the full dataset for test purpose. Annotations491

were done separately for each data split, with some492

data removed due to bad questions or incorrect493

answers. This resulted in inconsistencies in split494

proportions across languages (see Table 1).495

Models. We experiment with both open and496

close LLMs. For the close models we use497

GPT-4o (Achiam et al., 2023) and Gemini 1.5498

Flash.7 For open models, we opt for Llama-3.1-8B-499

Instruct,8 and Mistral-7B-Instruct-v0.1.9 We use500

zero-shot learning as our setup with all models. For501

reproducibility, we set the temperature to zero, and502

designed the prompts using concise instructions, as503

reported in Appendix F.1.504

Fine-tuning Models. We demonstrate the efficacy505

of MultiNativQA training split for all regions by506

finetuning an open LLM – Llama-3.1-8B-Instruct507

model. To reduce the computational cost, we opt508

for PEFT using LoRA (Hu et al., 2022). We train509

the model in full precision (FP16). We use Adam510

optimizer, set the learning rate to 2e− 4, lora alpha511

to 16, lora r to 64, maximum sequence length to512

512, with a batch size of 16. We fine-tune the model513

for one epoch with no hyper-parameter tuning.514

Fine-tuning Instructions. For fine-tuning, we515

create a diverse set of English instructions us-516

ing template-based approach. We design the tem-517

plates by prompting two close models: GPT-4o518

and Claude-3.5 Sonnet,10 to generate 10 diverse519

7gemini-1.5-flash-preview-0514
8https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct
9https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.1
10https://www.anthropic.com/news/

claude-3-5-sonnet

instructions per model for the QA task for each lan- 520

guage. Following, during fine-tuning, we randomly 521

select one from these templates and append to the 522

QA pair to create the final instruction. During in- 523

ference, we randomly select one instruction and 524

use it to prompt both the base and the fine-tuned 525

model. Examples of instructions and prompts are 526

in Appendix F.3. 527

Evaluation and Metrics. We evaluate model per- 528

formance on the MultiNativQA test set using stan- 529

dard QA evaluation metrics. For lexical (n-gram) 530

similarity, we employ BLEU and ROUGE, while 531

for semantic similarity, we use the F1 score within 532

BERTScore (Zhang et al., 2020). BERTScore is 533

computed using contextual embeddings extracted 534

from pre-trained BERT models. We leverage 535

language-specific transformer models for embed- 536

ding extraction (see Appendix, Table 23). In ad- 537

dition, we conduct LLM-as-a-judge and human 538

evaluations. For GPT-4o-as-a-judge, we use the 539

pointwise LLM-as-judge approach with reference 540

answers, as described in (Zheng et al., 2023). Rat- 541

ings are assigned on a scale from 1 to 10 (see Ap- 542

pendix K). For human evaluation, we use a 5-point 543

Likert scale to assess response accuracy and useful- 544

ness (see Appendix L). 545

6 Results 546

Open vs Close LLMs. We report the performance 547

of both open- and closed-LLMs across all the re- 548

gions in Table 2. Our results indicate that the 549

closed models (e.g., GPT-4o BLEU-AVG:0.230), 550

outperform the open models (LLama3.1 BLEU- 551

AVG:0.186) significantly. Within the closed mod- 552

els, Gemini performs better in terms of seman- 553

tic measure, in most of the regions, with GPT4o 554

closely following. Llama3.1 leads the open models 555
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Model F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou. F1 BLEU Rou.

Arabic Bangla-IN English-BD Hindi Turkish

Llama-3.1 0.508 0.080 0.032 0.451 0.054 0.005 0.621 0.247 0.234 0.606 0.123 0.038 0.613 0.092 0.188
Llama-3.1-FT 0.532 0.181 0.039 0.421 0.139 0.012 0.612 0.198 0.205 0.521 0.159 0.024 0.592 0.189 0.190

Assamese Bangla-BD English-QA Nepali AVG

Llama-3.1 0.550 0.020 0.006 0.841 0.037 0.004 0.603 0.202 0.218 0.591 0.103 0.002 0.598 0.107 0.081
Llama-3.1-FT 0.565 0.130 0.018 0.830 0.120 0.012 0.602 0.186 0.193 0.517 0.161 0.004 0.577 0.163 0.077

Table 3: Performance of fine-tuned Llama-3.1 model for different languages. Llama-3.1: Llama-3.1-8B-Instruct,
Llama-3.1-FT: Fine-tuned.
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Figure 3: Average performance (BLEU scores) of the
models by language. X-Low: Extremely low.

in both the lexical and semantic measures across556

majority of the regions.557

High- vs Low-resource Languages. Figure 3 re-558

ports the average BLEU scores across all the re-559

gions, grouped by the four resource tiers: high- to560

extremely-low resource languages. We find that L2561

English achieves the highest performance, while562

Assamese has the lowest. This clearly indicates that563

the performance correlates to the representation564

and/or richness of digital content of the language565

used in the models.566

Fine-tuned Models. Our findings, reported567

in Table 3, indicate that fine-tuning with the568

MultiNativQA train set mostly improves perfor-569

mance for (extremely-)low resource language such570

as Assamese and Nepali. For the medium re-571

sources, the results are mixed. We observe that572

fine-tuning benefits dialect-rich languages (e.g.,573

Arabic) more than similarly resourced ones, likely574

due to native datasets enhancing cultural and dialec-575

tal knowledge. For high-resource languages, the576

fine-tuned model largely retains the base model’s577

strengths.578

LLM-as-a-judge. The performance of the LLM-579

as-a-judge approach is presented in Table 24 in580

Appendix. Our findings align with other eval-581

uation metrics, showing that high-resource lan-582

guages (e.g., En) perform relatively better than583

low-resource languages (e.g., Asm).584

Subjective Evaluation. We performed qualitative 585

evaluation of GPT−4o model for all languages ex- 586

cept Hindi and Nepali. For the qualitative analysis, 587

we sampled 100 QA pairs from each languages and 588

observed an average accuracy rating of 4.08 (out 589

of 5) and average usefulness of 4.02 (/5). See Sec. 590

L for evaluation criteria and language-wise scores 591

(Table 25). Our error analysis highlights three key 592

issues: (i) inaccuracies in answers to “proper noun” 593

questions requiring region-specific responses (e.g., 594

India); (ii) difficulty answering questions related to 595

the current year (2024); and (iii) errors in numer- 596

ical questions requiring precise values. Detailed 597

examples are in Appendix Figure 9 and 10. 598

7 Conclusions 599

In this paper, we propose the NativQA framework, 600

to enable constructing culturally and regionally- 601

aligned natural QA datasets with minimal human- 602

effort. The proposed framework is scalable and 603

language-independent, which not just facilitate cre- 604

ating region- and culture-based benchmarking ef- 605

forts, but also resources that can be used in contin- 606

ual learning or fine-tuning the LLMs. We show the 607

efficacy of the NativQA, by designing and develop- 608

ing a multilingual native QA dataset, MultiNativQA 609

– from 9 regions (7 languages) encapsulating the 610

scenario of high-low resource representation. We 611

benchmark the MultiNativQA with 2 open and 2 612

closed LLMs. Our results indicate the superiority 613

of closed models over open LLMs, and the per- 614

formance gaps between high- and low-resource 615

languages. By utilizing the MultiNativQA dataset 616

for fine-tuning, we can potentially inject cultural 617

and regional knowledge into the LLMs, as evi- 618

denced by the improved performance of Arabic, 619

a mid-resource language, and Assamese, an ex- 620

tremely low-resource language. Moreover, with 621

MultiNativQA, we will also release 55k additional 622

QA pairs with no human annotation for further 623

research. 624
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8 Limitations625

While the proposed framework enables the devel-626

opment of datasets with cultural and native infor-627

mation, it currently has several limitations. Firstly,628

the NativQA framework still relies on human-in-629

the-loop processes, from seed query creation to630

manual revision of QA pairs. This dependency631

limits large-scale data collection. Although we632

consider the human-in-the-loop setting a limitation,633

we also note that ensuring a high-quality dataset634

without it would be challenging. Secondly, the635

semi-supervised approach, which is based on do-636

main reliability checking (DRC) is a reasonable637

starting point; however, full supervision would en-638

sure higher quality.639

Ethics and Broader Impact640

The proposed NativQA framework does not involve641

collecting any personally identifiable information.642

Additionally, the proposed dataset does not include643

any information that can offend or harm any indi-644

vidual, entity, organization, or society. Therefore,645

we do not foresee any issues that may lead to po-646

tential risks. Human annotators were paid through647

external companies at standard payment rates ap-648

plicable to their region. Information about human649

annotators is not part of the dataset, and their iden-650

tities remain confidential. When using this dataset,651

we recommend that users ensure responsible usage.652
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Appendix 944

A Related Existing Work 945

In Table 4, we present a comparison with previous 946

work, highlighting how the MultiNativQA dataset 947

differs from prior studies. 948

B Query on Search Engine 949

In Figure 4, we show an example of a query to 950

a search engine that demonstrates related queries 951

under “People also ask”, which we have also con- 952

sidered as queries in the several iterations of QA 953

pair collection. 954

C Examples from the Dataset 955

We provide examples of question-and-answer pairs 956

along with their English translations from each 957

language in Figure 5. 958

D Detailed Annotation Guideline 959

D.1 Collecting Seed Queries 960

The purpose of this study is to collect natural ba- 961

sic QA pairs to evaluate and enhance LLMs. Our 962

approach to collecting such QA pairs is to utilize 963

widely used search engines with natural queries 964
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Dataset # of Lang Lang Domain Size

SquAD (Rajpurkar et al., 2016) 1 En Wiki 100K
TriviaQA (Joshi et al., 2017) 1 En Wiki, Web 650K
HotpotQA (Yang et al., 2018) 1 En Wiki 113K
NQ (Kwiatkowski et al., 2019) 1 En Wiki 323K
XQA (Liu et al., 2019) 9 En, Zh, Fr, De, Pl, Pt, Ru, Ta, Uk Wiki 90K
TyDiQA (Clark et al., 2020) 11 En, Ar, Bn, Fi, Id, Ja, Sw, Ko, Ru, Te, Th Wiki 204k
GooAQ (Khashabi et al., 2021) 1 En Open 3M
BanglaRQA (Ekram et al., 2022) 1 Bn Wiki 3k
HelpSteer (Wang et al., 2023) 1 En Helpfulness 37K

BLEnD (Myung et al., 2024) 13
En, Zh, Es, Id, Ko, El, Fa,
Ar, Az, Su, As, Ha, Am

Open 52.5k

CaLMQA (Arora et al., 2024) 23
En, Ar, Zh, De, Hi, He, Hu, Ja, Ko, Es, Ru, Aa,
Bal, Fo, Fj, Hil, Rn, Pap, Ps, Sm, To, Tn, Wol

Open 1.5K

MultiNativQA dataset 7
Ar, As, Bn,
En, Hi, Np, Tr

Open ∼64K

Table 4: The most notable existing QA datasets compared to MultiNativQA.

Wildlife of Qatar

Wikipedia
https://en.wikipedia.org › wiki › Wildlife_of_Qatar

The country's terrestrial wildlife includes numerous small nocturnal mammals, a number of
reptiles which mainly consist of lizard species, and arthropods.

People also ask

What wild animals live in Qatar?

What is the t�pical animal of Qatar?

What sea creatures are in Qatar?

Does Qatar have whales?

Feedback

Wildlife

Visit Qatar
https://visitqatar.com › intl-en › about-qatar › wildlife

Qatar is home to unique wildlife, from the Arabian Oryx to the honored national bird: the falcon.

Fauna of Qatar

Wikipedia
https://en.wikipedia.org › wiki › Fauna_of_Qatar

Al Wabra Wildlife Preserve was created to provide sanctuary for various species and is also a
site for breeding programs. Species at the preserve include: ...
Animals ·  Birds ·  Marine life

Categories – Mammals

Qatar e-Nature
https://www.enature.qa › kingdom › mammals

Mammals · A. Arabian Oryx, White Oryx · B Baluchistan Gerbil · C Cheesman&#8217;s Gerbil.
Cheesman's Gerbil · D Desert Hare, Arabian Hare, Cape Hare · E ...

Take a Walk on Qatar's Wild Side with 7 Extraordinar� ...

Marriott Bonvoy Traveler
https://traveler.marriott.com › qatar-wildlife-experiences

Minutes from Doha, Qatar lie deserts, biospheres and wildlife-rich mangroves. These are some
of the Qatar's best animal experiences.

The 10 most fascinating animals in Qatar

ILoveQatar.net
https://www.iloveqatar.net › guide › general › the-10-m...

Dec 26, 2018 — The 10 most fascinating animals in Qatar · 1. Oryx · 2. The Falcon · 3. Desert
Hedgehog · 4. Spiny- tailed Agama · 5. Jewel Beetle · 6. Pharaoh ...

Top 5 Safari Parks in Qatar For The Best Wildlife Experience

Myholidays.com
https://www.myholidays.com › blog › safari-parks-in-q...

All Images Videos News Maps More Tools

Within 5 mi Open now Top rated Endangered animals

wild life in Qatar

6/15/24, 9:28 PM wild life in Qatar - Google Search

https://www.google.com/search?q=wild+life+in+Qatar&sca_esv=d34e0a7206c3ba5b&rlz=1C5CHFA_enQA1059QA1059&ei=DNttZrkI3sDFzw_d3aWICw&v… 1/2

Figure 4: Google’s QA list in response to a query.

to find relevant QA pairs. We intended to find a965

diverse set of questions; therefore, we selected dif-966

ferent topics as listed below.967

Topics: Education, Travel, Events, Food and968

Drinks, Names and Persons, Animals, Religion,969

Business, Language, Sports and Games, Clothes,970

Tradition, Weather, Geography, General, Literature,971

Plants, Science, and Immigration.972

For each topic, the task was to collect seed973

queries. While collecting the seed queries, we974

needed to ensure language-specific and main-city-975

centric information as naturally as possible, infor-976

mation we typically ask on search engines. For977

example, “Does Qatar have beaches?” or “Do I978

need a visa to visit Qatar?”979

These examples are based on Qatar; however,980

for each language, the questions will be specific to981

the specified location (main city/country).982

D.2 Domain Reliability 983

For the domain reliability task annotators were 984

tasked to review each web domain to determine 985

its credibility and assign one of the following four 986

reliability labels: 987

• Very reliable: The information is accepted with- 988

out additional verification. 989

• Partially reliable: The information may need 990

further verification. 991

• Not sure: Unable to verify or judge the website 992

for any reason. 993

• Completely unreliable: The website and the 994

information appear unreliable. 995

General Characteristics Below are some char- 996

acteristics that we have considered as criteria for 997

a domain to be considered more reliable (Schwarz 998

and Morris, 2011; Flanagin and Metzger, 2007; 999

Metzger and Flanagin, 2015; Library, 2010; Sele- 1000

jan et al., 2016). 1001

Overall Design: 1002

• The domain has a professional, polished, and 1003

attractive design. It has interactive features, 1004

is well organized, easy to navigate, loads fast, 1005

and has good response speed. 1006

• There are no errors or broken links. 1007

• It might have paid access to information. 1008

• The domain name suffix is considered trust- 1009

worthy (e.g., “.gov”). 1010

• Absence/limited advertising. If advertise- 1011

ments are present, they are good quality ads 1012

for reputable and decent products and organi- 1013

zations. 1014
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Lang Q/A Example (Native) English Translation

Arabic Q و؜ਵض؟ ޗިل ڢޚݠ ۰༡؇݁ފ ቕመ What is the area of Qatar length and width?
A اࠍ੅ܹ٭ھ. ሒᇭ ቕመ 200 ًޚިل وஓ஄ٺڎ ቕመ 100 ሒᇿۋިا ؇ዛው݁ފ؇ۋ ؜ਵض ܹؐਊಱ Its area is about 100 km in width and extends 200 km

in the Gulf.

Assamese

Q েকান জন িবখয্াত ৰাজৈনিতক বয্ি�েয় েশহতীয়াৈক
অসমত িবেজিপৰ পৰা কংে·ছৈল েযাগদান কিৰিছল?

Which famous political person recently joined from BJP
to Congress in Assam?

A আিমনলু হকলƊেৰ েশহতীয়াৈকঅসমত িবেজিপৰ পৰা
কংে·ছত েযাগদান কিৰিছল।

Aminul Haque Laskar recently joined Congress from
BJP in Assam.

Bangla Q েশালািকয়া মােঠর আয়তন কত? What is the area of Sholakia field?
A বতর্মান েশালািকয়া ঈদগাহ মােঠর আয়তন ৭ একর। The current area of Sholakia Eidgah field is 7 acres.

English Q Does UDST offer scholarships? NA
A Public schools in Qatar receive government fund-

ing and provide free tuition to all citizens.
NA

Hindi Q नवराित्र में कलश रखने का शुभ मुहूतर् क्या ह?ै What is the auspicious time to keep Kalash in Navratri?
A कलश कɃ स्थापना चैत्र शुक्ल पक्ष कɃ प्र˃तपदा ˃तʺथ को कɃ

जाती ह.ै इस बार चैत्र नवराित्र कɃ घटस्थापना का सबसे
अच्छा मुहूतर् सुबह 6 बजकर 2 िमनट लेकर सुबह 10 बजकर
15 िमनट तक है |

The Kalash is established on the Pratipada date of
Chaitra Shukla Paksha. This time the best time for
Chaitra Navratri is from 6.02 am to 10.15 am.

Nepali Q नेपालको सबभैन्दा ठूलो ताल कुन हो Which is the biggest lake in Nepal?
A नेपालको सबभैन्दा ठूलो ताल कणार्ली प्रदेशको रारा ताल हो। The largest lake in Nepal is Rara Lake in Karnali

Province.

Turkish Q Istanbul’da göl var mı? Is there any lake in Istanbul?
A İstanbul’da dört doğal göl bulunmaktadır. Bun-

ların yanı sıra, baraj gölleri de vardır.
There are four natural lakes in Istanbul. In addition,
there are also reservoir lakes.

Table 1

2

Figure 5: Examples of questions and answers in different languages with their translation from our dataset.

• The domain might be sponsored by or shows1015

links to reputable organizations.1016

• Presence of a section or page on privacy and1017

security, About page, contact info, and ad-1018

dress.1019

• If videos, images, and graphics are used on1020

the website, they are high-quality and profes-1021

sional.1022

Content Quality:1023

• Author/entity names, qualifications, creden-1024

tials, and contact information are present, and1025

they are relevant to the topic of the website or1026

the content presented.1027

• Author/entity is reputable.1028

• Contains date stamp1029

• Presents information that is current and up to1030

date.1031

• Has citations, especially to scientific data or1032

references, and shows links to external author-1033

ities.1034

• Content is relevant to the target topic and cur-1035

rent events.1036

• Professional-quality, clear writing, and good1037

formatting of text.1038

• Content appears accurate, lacks bias, factu-1039

ally correct, plausibility, and uses appropriate1040

objective language.1041

• Free of misspellings and grammar mistakes.1042

• The information provided is at an appropriate1043

level, not too generic or elementary.1044

General Instructions: We also provided the fol- 1045

lowing general instructions to guide annotators. 1046

• Do not spend more than five minutes per given 1047

Web domain. 1048

• Explore/observe/look at ALL elements in the 1049

domain’s home page from top to bottom. 1050

• Repeat points 1-2 on other pages from the 1051

same domain, and look at their content, struc- 1052

ture, design, author, etc. You are not required 1053

to read these pages in full, reading the first 1054

1-2 paragraphs is enough. 1055

• During annotation, consider the annotation cri- 1056

teria mentioned in this guideline, and evaluate 1057

each source based on those aspects. A “reli- 1058

able website” might not meet all those criteria. 1059

It is your job, as annotator, to measure the 1060

website’s reliability guided by these criteria. 1061

• You should evaluate a domain based on what 1062

is presented on it only. You should not navi- 1063

gate or search in outside sources, even if some 1064

are linked inside the given domain/page. 1065

• Please use “Not sure” very sparingly in rare 1066

cases when you are extremely unsure. It is 1067

preferable to always choose one of the other 1068

three labels. 1069

• For social media websites (e.g., X, Facebook) 1070

choose: Very Reliable. 1071

• For shopping websites, use the criteria listed 1072

in this guideline to decide. Some shopping 1073

websites are very reliable. 1074

• For famous people’s websites, use the criteria 1075
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listed in this guideline to decide.1076

• Websites that are in any other language ONLY1077

(for example, only in En when you are work-1078

ing on Bangla queries), for such cases choose:1079

Not Sure.1080

D.3 QA Annotation (Detailed Annotation1081

Guideline)1082

D.3.1 Question Validation:1083

In this task, a pair of a question and a possible1084

answer for that question is shown. Relying only on1085

the question shown on the interface, the annotator1086

is asked to perform the following tasks:1087

1. Categorize the question as “Good” or “Bad”.1088

Steps 2- 4 will be performed only for ques-1089

tions labelled as “good”.1090

2. Identify if the question is relevant to the spec-1091

ified location.1092

3. Categorize the answer.1093

4. Edit the answer (if needed).1094

The annotators classified whether the questions1095

are “Good” or “Bad” based on the criteria discussed1096

below. The choice of the two types of questions1097

was inspired by the NQ dataset (Kwiatkowski et al.,1098

2019).1099

• Good question: is a fact-seeking question that1100

can be answered with a name of an entity (person,1101

place, thing.etc.), or an explanation, or a number.1102

For examples, see Table 51103

• Bad question: A question a that meets any of1104

the following criteria mentioned below.1105

Lang. Example
En Is Al Wakrah Beach free?

Do you have to pay for school in Qatar?
Ar ?

�
ékðYË@ ú




	
¯

�
�
�
®
�
�Ë@ PAª�@ Õ»

(Translation: How much is apartment rent in Doha?)
? Q¢

�
¯ ú




	
¯ ÉÔ«

�
é�Q

	
¯ úÎ« É�k@

	
­J
»

(Translation: How do I find a job opportunity in Qatar? )
?
�
éJ
Ê

	
g@YË@

�
èP@ 	Pð ú




	
¯
�
é
	
®J


	
£ð úÎ« ÐY

�
¯@

	
­J
»

(Translation: How do I apply for a job in Ministry of Foreign
Affairs?)

Table 5: Examples of good questions in English and
Arabic.

• It is unclear what the question is asking for.1106

See Table 61107

• Incomprehensible as a result of grammatical1108

errors. This will be a rare case. Some gram-1109

matical mistakes can be acceptable as long as1110

its meaning is understandable.1111

• The question depends on clear false presuppo- 1112

sition, such as racist, sexist, or stereotypical 1113

ideas as shown in Table 7. 1114

• The question is opinion-seeking. It asks the 1115

public opinion on a topic/matter where finding 1116

a concrete answer is difficult. For examples, 1117

see Table 8 1118

• The question does not clearly ask for factual 1119

information. See Table 9 1120

Language Example
En Is Indonesian coffee strong?

As/Bn/Hi
(Indic Lan-
guages)

Note: Special cases only for India (Indic
Languages)
- Who is the chief minister of India?
(Reason: In India, the chief minister is referred
to state-wise, for example, “Who is the chief
minister of West Bengal?”)
- What is the national language of India?
(Reason: In India, the correct question would
be, “What is the official language of India?”
As per the constitution, Hindi and English are
the official languages, and 22 languages are
recognized as per the Eighth Schedule of the
Constitution. India has no national language.)
- What is the national animal of Assam/West
Bengal?
(Reason: National animals refer to countries,
not states. For example, “What is the national
animal of India?”)

Ar ? ÕËAªË @ �A¿ I.
�
J» @

	
­J
»

(Translation: How do I write “World Cup”?)

Table 6: Examples of bad questions in English, Indic
Languages, and Arabic.

Lang. Example
En - What is the reason that African Americans are

mostly criminals?
- Why does Islam encourage terrorism?
- Why shouldn’t women be allowed to work?

Ar ?
	á�
ÓQm.

× 	á�
J
ºK
QÓ


B@

	á�
J

�
®K
Q

	
¯


B@ Ñ

	
¢ªÓ AÖÏ -

(Translation: Why do most African American
are criminals?)

?H. AëPB

@ úÎ« ÐC�B



@ ©j.

�
��
 @

	
XAÖÏ -

(Translation: Why does Islam encourage terror-
ism? )

?ÉÒªË@ 	áÓ ZA�
	
�Ë @ ©

	
JÓ I. m.

�'

 @

	
XAÖÏ -

(Translation: Why women should not allowed to
work? )

Table 7: Examples of bad questions that depends on
false presuppositions in English and Arabic.
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Lang. Example
En - Can you give me your thoughts on smoking?

- Is marriage good or bad?

Ar ? ú


æ�PYÖÏ @ ø



	QË @ Z @Y

�
KP@ ø



PðQå

	
�Ë@ 	áÓ Éë -

(Translation: Is it important to wear a school
uniform?)

Table 8: Examples of bad questions in English and
Arabic.

Lang. Example
En - How do you ensure you are culturally compe-

tent?
- Why is it a must to preserve our local literature?

Ar ? Q¢
�
¯ ú




	
¯ ÉÔ« XAm.

�'

 @ ÉîD�Ë @

	áÓ Éë -

(Translation: Is it easy to find job in Qatar? )

?Q¢
�
¯ Z@Qk. B@

�
Im�

�
' I. Ê¢Ë@

�
�Q

	
ª
�
J��
 Õ» -

(Translation: How long does "in process" take
Qatar? )

Table 9: Examples of bad questions in English and
Arabic.

D.4 Question’s relevancy to the location1121

For questions labelled as “Good”, the annotator is1122

asked to identify whether the question is related to1123

the specified [LOCATION]. Please see the exam-1124

ples below. For this step, one of the below labels1125

should be chosen:1126

• Yes: The question specifically relates to the1127

location. For examples, see Table 101128

• No: The question is not related to the specified1129

location, but could be related to a different1130

location. See Table 111131

• Maybe: The question is somewhat generic.1132

It could apply to the specified location, but it1133

might also be relevant to other locations. For1134

examples, see Table 121135

• Unsure: It’s challenging to determine if the1136

question is location-specific. This option1137

should be chosen only for particularly difficult1138

cases. For examples, see Table 131139

D.5 Answer categorization:1140

The answer of the given question should be classi-1141

fied using one of the below categories. The source1142

Web page provided on the interface should be used1143

to make the judgment.1144

• Correct answer: When the answer aligns1145

with the information provided by the source.1146

Lang. Example
En What is the main city in Qatar?

Ar ?½ÊÓ AîE
YË Q¢
�
¯ Éë

Translation: Does Qatar have a king?

?Q¢
�
¯
�
éËðX ú




	
¯ Yg. A�ÖÏ @ XY« Õ»

Translation: How many mosques are there in
Qatar?

Table 10: Examples of questions in English and Arabic.

Table 11: Examples of questions in English and Arabic
with specific locations.

Lang. Example
En Why do Emirati men wear white robes? (the spe-

cific location was Qatar)

Ar ?
�
éK
Xñª�Ë@ ú




	
¯ QÒ

�
J
�
��Ó

�
éÓA

�
¯@ ù



ë AÓ

Translation: What is investor residency is Saudi
Arabia?

(Q¢
�
¯

	
àA¿ H. ñÊ¢Ö

Ï @ ©
�
¯ñÖÏ @)

Translation: The specified location in Qatar.

Note that the answer must be complete and ad- 1147

dresses all parts of the question, but it does not 1148

need to match the source webpage verbatim. 1149

The answer can be a long, detailed response, 1150

or a short snippet. 1151

• Partially correct answer: When the answer 1152

does not address all parts of the question. In 1153

this case, the answer should be edited using in- 1154

formation from the source page. The required 1155

information can be directly copied from the 1156

source webpage. Minimal editing may be 1157

needed to make the answer more comprehen- 1158

sive. For example, see Table 14. 1159

• Incorrect answer: When the answer does 1160

not address the question at all. In this case, 1161

the answer should be edited using information 1162

from the source page. See Table 15. 1163

• Cannot find answer: When the answer is not 1164

available in the provided link/page, and thus, 1165

cannot be judged. 1166

Answer editing: for the cases that require the 1167

answers to be edited, the below instructions should 1168

be followed: 1169

• The parts that completely answers the ques- 1170

tion should be copied from the webpage and 1171

pasted in the answer box on the interface. This 1172

could be a long paragraph or a short snippet, 1173

or runs through multiple paragraphs. 1174
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Table 12: Examples of generic questions in English and
Arabic.

Lang. Example
En - What is the most visited mall?

- What is a place where bread and cakes are sold?

Ar ?I. ¢Ë@
�
HAJ
Ê¿ XY« Õ» -

Translation: How many medical colleges?
?�

�
�ÊK
B@ PAJ.

�
J
	
k@ ú




	
¯
�
éK. ñÊ¢ÖÏ @

�
ék. PYË@ Õ» -

Translation: What is the required grade for
ILETS?

Table 13: Examples of questions in English and Arabic.

Lang. Example
En - Is DoorDash cheaper or Uber Eats?

- What are common names for Paspalum?

Ar ?ñm.
Ì'@ ú




	
¯ ñëð Q

�
®�Ë@

	
¬Qª

�
K

	
­J
» -

Translation: How to know the falcon while he is
in the air?

?
	
àA

�
�¢« Õæ�@ ú

	
æªÓ AÓ -

Translation: What is the meaning of the name
“Thirsty”?

• Sometimes answers may end with: (. . . ), in1175

such cases, the answer should be completed1176

by finding the remaining part of the answers1177

in the webpage.1178

• The answer should be to the point and con-1179

cise. For example, if the question asks for the1180

colour of a flag, then the answer should only1181

answer that. Any unnecessary parts should be1182

removed.1183

D.6 Annotation Platform1184

We utilized in-house annotation platform for the1185

tasks. Separate annotation interfaces (as presented1186

in Appendix M) were designed for each phase and1187

each language, resulting 18 annotation projects. To1188

facilitate the annotation process, the annotation in-1189

terface included the annotation guidelines through-1190

out the phases.1191

E Additional Statistics1192

We computed the average length of questions and1193

answers for each language, where word bound-1194

aries were identified using whitespace tokenization.1195

We use white spaces as the word boundaries. A1196

breakdown of the average lengths per language is1197

provided in Table 16.1198

F Prompting and Instruction Tuning: 1199

Additional Details 1200

F.1 Prompts 1201

In our main experiments of zero-shot prompting 1202

of the different LLMs, we manually and carefully 1203

designed a prompt to instruct a model to perform 1204

the QA task. Our prompt engineering process is 1205

inspired by relevant research and our experimental 1206

observations over the development sets. For this 1207

experiment, we use the system and user prompts in 1208

Table 17. 1209

F.2 Prompt for Query Expansion 1210

The idea of query expansion was to create a diverse 1211

set of queries to collect more QA pairs. Table 18 1212

presents the prompts used for query expansion with 1213

GPT-4o. 1214

F.3 Instruction Generation 1215

To generate instruction templates through GPT-4o 1216

and Claude-3.5 Sonnet, we use the prompt in Ta- 1217

ble 19. Table 20 shows examples of the generated 1218

instructions. Note that we only generate instruc- 1219

tions for the user role, while we keep the system 1220

role fixed to that presented in Table 20. For all 1221

generated instructions, we append the following 1222

suffix to the instruction to further instruct the LLM 1223

to comply to our requirement of concise answers: 1224

Make your answer very concise and to the point. 1225

Return only the answer without any explanation, 1226

justification or additional text. 1227

G Dataset: Additional Data 1228

In addition to the dataset summarized in Table 1, 1229

we have collected un-annotated QA pairs for addi- 1230

tional locations. Table 21 shows statistics of col- 1231

lected Arabic and English data in different loca- 1232

tions. 1233

H Annotated Dataset: Additional Details 1234

In Figure 6, 7 and 8 we present the topic-wise 1235

data distribution for different datasets associated 1236

with various languages. Starting with the Arabic 1237

dataset, the predominant topic is names, compris- 1238

ing 10.6% of the data. For Assamese, the major cat- 1239

egory is Literature (14.6%). For Bangla, whether 1240

from Bangladesh or India, the major topic is gen- 1241

eral, representing 8.8% and 9.8% respectively. In 1242

Bangladesh, religion (10.7%) is the major topic 1243

for English, whereas in Qatar, general dominates at 1244
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Lang. Question Answer
En How many Americans live in

Qatar?
In recent years, this figure has more than doubled and various
estimates now put the number of Americans in Qatar to be up to
15,000. Most Americans within the country tend to be based in
the capital city of Doha and are largely attracted by the tax-free
inducement of the Persian Gulf state.

AR ?Q¢
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(Translation: Which is bigger:
Bahrain or Qatar? )
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worldometers.
Translation: The area of the Arab countries varies greatly, as
the area of the largest Arab country, Algeria, is 2,381,741 square
kilometers, while the area of the smallest Arab country, Bahrain, is
785 square kilometers, according to the latest update to the website
Worldometers.

Table 14: Examples of questions and answers in English and Arabic. The answers provide more information and
should be edited.

Lang. Question Answer
En Does Qatar have online shopping? Carrefour Qatar - Shop Online for Grocery, Food,

Mobiles, Electronics, Beauty, Baby Care & More.
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�
¯ ú
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Translation: Who is the richest family
in Qatar?
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Translation: The Sawiris family ranked first as the
richest family in the Arab region, with a total net
worth of 11.2 billion dollar.

Table 15: Examples of questions and wrong answers in English and Arabic. The answers need to be edited.

Lang Question (Avg) Answer (Avg)

Arabic 6.0 35.1
Assamese 6.0 34.6
Bangla-BD 6.1 34.9
Bangla-IN 5.4 31.9
English-BD 6.2 34.6
English-QA 6.4 36.4
Hindi 6.4 36.3
Nepali 6.4 36.3
Turkish 6.2 35.4

Table 16: Average length (in words) of questions and
answers per language.

26.5% and Food and drinks dominates a second ma-1245

jor topic. For Nepali, the leading topic is General1246

(19.8%), for Hindi it is Travel and Plant (8.1% for1247

each topic), and for Turkish, names is the primary1248

topic at 8.7%.1249

I Dataset: Annotation (Answer Editing) 1250

Analysis 1251

We computed the normalized Levenshtein distance 1252

between the original answer collected using Na- 1253

tivQA framework and the annotated answer to iden- 1254

tify the robustness of NativQA framework. During 1255

the distance computation, we provide a weight of 1256

1 for insertion, deletion, and substitution opera- 1257

tions. The average edits across all languages are 1258

relatively low (0.17), which indicates minimal ed- 1259

its has been done on the answers. In Table 22, 1260

we provide distance measures for all languages 1261

across different data splits. As shown in the table, 1262

the majority of edits were made for Hindi, Nepali, 1263

and Bangla (IN), with distance measures of 0.336, 1264

0.302, and 0.266, respectively. Overall, the edits 1265

are relatively low across languages, suggesting that 1266

the semi-supervised approach used in the NativQA 1267

framework can be adapted for creating resources 1268

for other languages and locations. 1269
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Role Prompt

System You are a/an [lang] AI assistant specializing in both short and long-form question
answering. Your task is to provide clear, accurate, and relevant responses across
various fields, ensuring concise and well-structured answers.

User Please use your expertise to answer the following [lang] question. Answer in [lang]
and rate your confidence level from 1 to 10. Provide your response in the following
JSON format: {“answer”: “your answer”, “score”: your confidence score}. Please
provide JSON output only. No additional text. Question: input_question

Table 17: Prompts used with the LLMs for zero-shot question answering. lang: the language of QA pair.

Role Prompt

System You are an expert for query expansion.

User For the following query, please try to expand it.
Please provide output in a list in a json format.
Query: input_query
Expanded Queries:

Table 18: Prompts used to generate similar queries
through GPT-4o.

J Language Specific Models for1270

BERTScore1271

In Table 23, we present the pre-trained language1272

models used with BERTScore to account for1273

language-specific variations in the evaluation mea-1274

sures.1275

K Evaluation: LLM-as-a-judge1276

We have computed the performance of the all mod-1277

els using GPT-4o-as-a-judge, following the point-1278

wise LLM-as-judge approach with reference an-1279

swers (Zheng et al., 2023). Please find the instruc-1280

tion below and the results are reported in Table1281

24..1282

Instruction:1283

``Please act as an impartial judge and1284

evaluate the quality of the response1285

provided by AI assistant to the user1286

question displayed below. You will be1287

given a reference answer. Your1288

evaluation should consider factors such1289

as the helpfulness, relevance, accuracy,1290

depth, creativity, and level of detail1291

of the response. Begin your evaluation1292

by comparing the assistant's answer with1293

the reference answer. Then provide a1294

short explanation. Be as objective as1295

possible. After providing your1296

explanation, please rate the response on 1297

a scale of 1 to 10. ''' 1298

Based on these results, our observation 1299

holds with other metrics - performance 1300

of high-resourced languages (e.g., 1301

English) is relatively better than low- 1302

resourced languages (e.g., Assamese). 1303

Note that we will report the GPT-4o 1304

based evaluation results in the camera- 1305

ready version. 1306

L Human (Subjective) Evaluation 1307

The goal of the human evaluation task was to rate 1308

the accuracy and usefulness of an LLM’s output. 1309

The rating scale ranges from 1 to 5, where higher 1310

values indicate better performance in both cate- 1311

gories. We defined the measures and their guide- 1312

lines as follows: 1313

Accuracy: Measures whether the answer is fac- 1314

tually correct and aligns with established knowl- 1315

edge or the provided context. Consider whether 1316

the answer presented is free from errors, consistent 1317

with known information, and precise in its claims. 1318

The rating score representing accuracy is as fol- 1319

lows: 1320

5: Very Accurate The answer is completely 1321

accurate, without any errors. All claims and 1322

facts presented are correct and aligned with 1323

the expected answer. There is no misleading 1324

or incorrect information. 1325

4: Accurate The answer is mostly accurate, 1326

with only minor or negligible inaccuracies. 1327

There may be small factual inconsistencies 1328

that do not significantly affect the overall 1329

meaning or quality of the answer. 1330

3: Neutral (neither accurate nor inaccurate) 1331

The answer is somewhat accurate but also 1332

contains elements of inaccuracy. It is neither 1333
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Role Prompt

System You are an expert LLM developer with expertise in writing instructions to instruction-tune
LLMs for users’ tasks.

User We are creating an English instruction-following dataset for question answering task. An
example instruction is: Interpret the following question about the real world carefully
and research each answer, then provide a clear and concise answer to the question. Write
10 very diverse and concise English instructions. Only return the instructions without
additional text. Return the instructions as strings in a list format as follows: []

Table 19: Prompts used to generate instructions through LLMs.

Model Instruction System Role

GPT-4o Analyze the given question thor-
oughly and provide a well-
researched and precise answer.

You are a/an [lang] AI assistant specialized in
providing detailed and accurate answers across
various fields. Your task is to deliver clear, con-
cise, and relevant information.

Claude-1.5 Carefully consider the ques-
tion and provide a short, well-
researched answer that covers all
key points.

You are a/an [lang] AI assistant specialized in
providing detailed and accurate answers across
various fields. Your task is to deliver clear, con-
cise, and relevant information.

Table 20: Examples of instructions generated by two LLMs along with the pre-defined system role prompt. lang:
the language of QA pairs for which the final instruction will be created.

Lang-Loc # of QA Lang-Loc # of QA

Ar-Egypt 7,956 Ar-Tunisia 14,789
Ar-Palestine 5,679 Ar-Yemen 4,818
Ar-Sudan 4,718 En-New York 6,454

Total 55,702

Table 21: Statistics of additional QA pairs collected for
different locations through our framework.

highly accurate nor does it contain substantial1334

errors.1335

2: Inaccurate The answer contains multiple1336

factual errors or inaccuracies that detract from1337

its overall quality. While the core meaning1338

might still be understandable, important de-1339

tails are incorrect or misleading.1340

1: Very Inaccurate The answer is largely or1341

completely inaccurate. It does not align with1342

the expected or correct information.1343

Usefulness: It evaluates how helpful, relevant,1344

and applicable the answer is for addressing the task1345

or question at hand. The rating score representing1346

usefulness is as follows:1347

5: Very Useful The answer is highly useful1348

and provides all necessary information in a1349

clear, and concise manner.1350

4: Useful The answer is useful but may not be 1351

exhaustive. It provides relevant information 1352

for which question is asked. 1353

3: Neutral (neither useful nor not useful) The 1354

answer is somewhat useful but lacks all infor- 1355

mation. 1356

2: Slightly Useful The answer is minimally 1357

useful, offering less information. The overall 1358

output does not sufficiently answer the ques- 1359

tion. 1360

1: Not Useful at All The answer is completely 1361

unhelpful and irrelevant. 1362

Human (Subjective) Evaluation: We con- 1363

ducted a human evaluation of the GPT-4o model’s 1364

output, focusing on accuracy and usefulness, as- 1365

sessed on a Likert scale (1–5), where higher scores 1366

indicate better performance. This evaluation has 1367

been done for all languages except Hindi and 1368

Nepali and manually checked 100 samples. Follow- 1369

ing the definitions and instructions provided above, 1370

human evaluators scored the answers. The results 1371

are presented in Table 25. Given that this process 1372

is time-consuming and costly, we relied on a sin- 1373

gle annotator for this manual evaluation. While 1374

evaluating with multiple annotators would have 1375

been ideal, it was not feasible in the current scope 1376
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(a) Arabic (b) Assamese

(c) Bangladeshi Bangla (d) Indian Bangla

Figure 6: Topic wise distribution in different languages such as Arabic, Assamese, Bangladeshi Bangla, and Indian
Bangla,

of work. The results also suggest that GPT-4o is1377

performing well for English and Arabic compared1378

to other languages and comparatively worse for1379

Assamese. This finding is inline with our evalua-1380

tion using automatic evaluation metrics BLEU and1381

ROUGE. In Figure 9 and 10 we report samples of1382

QA pairs for Assamese, Bangla (IN), and Hindi,1383

demonstrating the answer from GPT-4o and refer-1384

ence. Also, it is observed that the GPT−4 answer is1385

short while the reference answer is long. However,1386

it is the opposite in other cases, which impacts the1387

overall performance measures.1388

M Annotation Interface1389

In Figure 11, we present a screenshot of the inter-1390

face designed for domain reliability check, which1391

consisted of a URL of the domain, annotation1392

guidelines, and four different options associated1393

with the four categories we defined for this annota-1394

tion task. Annotators select one of these labels and1395

submit.1396

In Figure 12 and 13 we provide a screenshot of1397

the interface that demonstrate the steps of question1398

validation, question’s relevancy to the location, an- 1399

swer categorization and editing the answer, respec- 1400

tively. The later steps will appear on the interface 1401

depending on the classification of the question in 1402

question validation step. 1403

N Data Release and License 1404

The NativQA dataset will be publicly released un- 1405

der the Creative Commons Attribution Non Com- 1406

mercial Share Alike 4.0: https://creativecommons. 1407

org/licenses/by-nc-sa/4.0/. 1408
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(a) English in Bangladesh (b) English in Qatar

Figure 7: Topic wise distribution in different languages such as English in Bangladesh, and English in Qatar.

Data Split Arabic Assamese Bangla (BD) Bangla (IN) English (BD)

Train 0.196 0.136 0.191 0.265 0.114
Dev 0.063 0.096 0.307 0.366 0.160
Test 0.229 0.165 0.005 0.166 0.001

Average 0.163 0.132 0.168 0.266 0.092

English (QA) Hindi Nepali Turkish Average (Split)

Train 0.149 0.362 - 0.052 0.188
Dev 0.053 0.186 - 0.190 0.143
Test 0.043 0.460 0.302 0.186 0.248

Average 0.082 0.336 0.302 0.143

Table 22: Normalized Levenshtein distance for all languages across different splits. Average (Split) indicates on
average distance measure across splits. −− No training and dev sets for Nepali.

Lang./Region Model

Arabic aubmindlab/bert-base-arabertv2
Assamese ai4bharat/indic-bert
Bangla (BD) csebuetnlp/banglabert
Bangla (IN) sagorsarker/bangla-bert-base
English (BD) bert-base-uncased
English (QA) bert-base-uncased
Hindi ai4bharat/indic-bert
Nepali bert-base-multilingual-uncased
Turkish dbmdz/bert-base-turkish-cased

Table 23: Language specific models used to compute
BERTSCore. Model id is same on HuggingFace.

Language GPT-4o Gemini Llama Mistral Avg.

Arabic 6.03 6.39 4.27 3.79 5.12
Assamese 4.82 4.17 2.71 2.31 3.50
Bangla-BD 5.08 5.32 3.11 1.53 3.76
Bangla-IN 5.71 6.03 3.63 2.52 4.47
English-BD 6.33 6.64 6.30 5.34 6.15
English-QA 6.16 6.57 6.24 5.49 6.12
Hindi 6.87 7.22 5.28 4.87 6.06
Nepali 5.68 6.26 3.53 1.34 4.20
Turkish 5.51 4.51 4.05 2.36 4.11

Average 5.80 5.90 4.35 3.28

Table 24: Performance of all LLMs evaluated using
GPT-4o as a judge across languages. ‘Gemini’ refers to
Gemini 1.5, ‘Llama’ to Llama 3.1 8b, and ‘Mistral’ to
Mistral 7b. Responses were rated on a scale of 1 to 10,
with higher scores indicating better performance.
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(a) Nepali (b) Hindi

(c) Turkish

Figure 8: Topic wise distribution in different languages such as Nepali, Hindi and Turkish.

Metrics Ar As Bn(BD) Bn(IN) En(BD) En(QA) Tr Avg.

Accuracy 4.56 3.86 3.41 3.49 4.57 4.91 3.82 4.09
Usefulness 4.55 3.80 3.40 3.46 4.63 4.91 3.45 4.03

Table 25: Human evaluation scores on a Likert scale
(1–5) for accuracy and usefulness across all languages,
except Hindi and Nepali. Assessed on a Likert scale
(1–5), higher is better.
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Figure 9: QA pairs with GPT-4o answer and reference for Assamese and Bangla-IN (with English translation),
highlighting potential errors.

Figure 10: QA pairs with GPT-4o answer and reference for Hindi (with English translation), highlighting potential
errors.
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Figure 11: An example of the annotation interface for domain reliability check.

Figure 12: Annotation interface for Question Validation.

Figure 13: Annotation interface for question validation, location relevance, answer editing, and answer categoriza-
tion.
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