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Abstract

Recognizing the emotions of other humans is critical for
our lives. Along with the rapid development of robotics,
it is also crucial to enable machine recognition of human
emotion. Many previous studies have focused on design-
ing automatic emotion perception algorithms to understand
the emotions of human characters. Limited by dataset cu-
ration procedures and small numbers of annotators, these
algorithms heavily rely on facial expressions and fail to
accurately reveal various emotional states. In this work,
we build the first large video-based Emotion and Affect
Tracking Dataset (BEAT) that contains not only facial ex-
pressions but also rich contextual information. BEAT has
124 videos involving Hollywood movie cuts, documentaries,
and homemade videos, and is annotated with continuous
arousal and valence ratings as well as 11 categorical emo-
tional states. We recruited 245 annotators, which guaran-
tees the robustness of our annotations. The emotional anno-
tations of BEAT span a wide range of arousal and valence
values and contain various emotion categories. BEAT will
be of great benefit to psychology studies on understanding
human emotion perception mechanisms and the computer
vision community to develop social-aware intelligent ma-
chines that are able to perceive human emotions.

1. Introduction
Emotion perception is a ubiquitous need in our social lives.
With the rapid development of robotics, intelligent ma-
chines should have the ability to understand human emo-
tions in the human-populated world. Previous studies [7, 8,
12–16] have already attempted to design automated emo-
tion perception algorithms. However, the dataset curation
procedures were limited in various ways [1, 5, 6, 11, 15], in-
cluding using lab-controlled (unnatural) backgrounds, short
duration videos, and heavy focus on facial expressions, etc.
Because of this, the algorithms are brittle: they fail to deal
with more natural emotion perception tasks, where there is

long-term temporal information as well as rich contextual
information in addition to facial expressions [2–4]. In ad-
dition, most datasets [5, 10, 15] only contain a single type
of annotation, either continuous annotations of arousal and
valence or categorical emotion states. In this work, we build
the first large video-based Emotion and Affect Tracking
Dataset (BEAT) that contains not only facial expressions but
also rich contextual information. BEAT has 124 videos in-
volving Hollywood movie cuts, documentaries, and home-
made videos, and is annotated with continuous arousal and
valence ratings as well as 11 categorical emotional states.

2. Data Collection
We recruited 245 participants to annotate the videos in the
BEAT dataset. All participants provided signed consent in
accordance with the guidelines and regulations of the UC
Berkeley Institutional Review Board and all experimental
procedures were approved.

Participants watched and rated a total of 124 videos in
the dataset. Annotators were instructed to track the valence
and arousal or the emotion of the target character in the
video by continuously moving their mouse pointer in real-
time within the 2D valence-arousal grid or the emotion rat-
ing circle, respectively. Figure 1 illustrates the annotation
procedures.

Before participants started the annotations, they were
shown an image with the target character circled (Figure
1a) which informs the participants which character they will
track when the video begins. In order to avoid annotator fa-
tigue, all 124 video clips were split into two sessions. Par-
ticipants rated the video clips in two sessions separately.

3. Visualization
Figure 2 shows the sample of continuous arousal and va-
lence ratings as well as the categorical emotional ratings.
The responses contain individual differences, highlighting
the importance of collecting a large number of annotators,
and revealing the pitfalls of previous work that employed



Figure 1. User interface used for video annotation. a) Participants were first shown the target character and were reminded of the task
instructions before the start of each video. b) The overlaid valence and arousal grid / emotional states wheel that was present while observers
annotated the videos. c) Observers were instructed to continuously rate the emotion of the target character in the video in real-time.

Figure 2. Example valence and arousal ratings and categorical
emotion state ratings for a single video (video 78). Transparent
gray lines indicate individual subject ratings and the red/blue line
is the average rating across participants. For the categorical rat-
ings, we show the proportion of participants choosing the specific
emotion category. The final categorical rating is based on popular-
ity voting.

very few annotators [5, 9, 10, 15]. Because we recruited a
large number annotators, the consensus among participants
is clear in the data.

We also analyzed the dataset characteristics. Figure 3
shows the wide distribution of the continuous arousal and
valence annotations. Figure 4 shows the various emotional
states of our annotated data.

Figure 3. Distribution of valence and arousal ratings across par-
ticipants. Individual white dots represent the average valence and
arousal of the continuous ratings for each video clip for Hollywood
movies. Blue squares and green triangles represent the average
valence and arousal for documentaries and home videos, respec-
tively.

Figure 4. Distribution of 11 categorical emotion states across par-
ticipants.

4. Future Works
The extensive BEAT dataset will be a rich resource for psy-
chologists to investigate the mechanisms of human emotion
perception. Furthermore, as a large video dataset for emo-
tion and affect tracking, BEAT will also benefit the com-
puter vision community in automatic emotion recognition,
video understanding, scene understanding, video summa-
rizing, and other applications.
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