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Abstract

Ensuring that large language models (LLMs)001
reflect diverse user values and preferences is002
crucial as their user bases expand globally.003
It is therefore encouraging to see the grow-004
ing interest in LLM personalization within005
the research community. However, current006
works often rely on the LLM-as-a-Judge ap-007
proach for evaluation without thoroughly ex-008
amining its validity. In this paper, we investi-009
gate the reliability of LLM-as-a-Personalized-010
Judge—asking LLMs to judge user preferences011
based on personas. Our findings suggest that di-012
rectly applying LLM-as-a-Personalized-Judge013
is less reliable than previously assumed, show-014
ing low and inconsistent agreement with human015
ground truth. The personas typically used are016
often overly simplistic, resulting in low pre-017
dictive power. To address these issues, we018
introduce verbal uncertainty estimation into019
the LLM-as-a-Personalized-Judge pipeline, al-020
lowing the model to express low confidence021
on uncertain judgments. This adjustment022
leads to much higher agreement (above 80%)023
on high-certainty samples for binary tasks.024
Through human evaluation, we find that the025
LLM-as-a-Personalized-Judge achieves com-026
parable performance to third-party humans027
evaluation and even surpasses human perfor-028
mance on high-certainty samples. Our work029
indicates that certainty-enhanced LLM-as-a-030
Personalized-Judge offers a promising direc-031
tion for developing more reliable and scalable032
methods for evaluating LLM personalization.033

1 Introduction034

As large language models (LLMs) gain widespread035

adoption among global users with diverse back-036

grounds, it is imperative to ensure these mod-037

els designed to reflect their values and prefer-038

ences (Sorensen et al., 2024; Kirk et al., 2024).039

However, the current alignment process often040

assumes a homogeneous set of human prefer-041

ences and ignores individual perspectives, even042

in context-dependent, subjective tasks (Santurkar 043

et al., 2023). Therefore, efforts have been made to 044

fine-tune LLMs to encode individual preferences 045

or enhance role-playing capabilities (Jang et al., 046

2023; Shao et al., 2023; Occhipinti et al., 2023; Li 047

et al., 2024a; Andukuri et al., 2024) with “LLM- 048

as-a-Judge” as the main evaluation metric (Zheng 049

et al., 2023), often without adequate validation. 050

Despite “LLM-as-a-Judge” showing high agree- 051

ment with human annotators in many tasks, its 052

effectiveness for personalization tasks remains 053

largely unscrutinized. MT-Bench (Zheng et al., 054

2023) includes a role-playing component but only 055

considered simplistic personas, such as "imagine 056

you are a doctor," without addressing more com- 057

plex personas that encompass demographics, user 058

descriptions, and prior interactions—settings in- 059

creasingly employed in recent research. Further- 060

more, a persona description may not always be 061

contextually relevant. Knowing that someone is a 062

doctor, for instance, provides little insight into their 063

favorite types of beverages. We refer to this issue 064

as the persona sparsity issue.1 065

In this paper, we examine the validity of LLM- 066

as-a-Judge for personalization, where the objective 067

is to generate personalized outputs based on a given 068

user persona (see Figure 1). We assess performance 069

on tasks where ground truth data is available, in- 070

cluding PRISM (Kirk et al., 2024), OpinionQA 071

(Santurkar et al., 2023), Public Reddit (Staab et al., 072

2024), and Empathetic Conversation (Omitaomu 073

et al., 2022). To address the issue of persona spar- 074

sity, we then propose a verbal uncertainty estima- 075

tion component into the Judge pipeline. By articu- 076

lating its own certainty levels, an LLM can assign 077

lower certainty to samples for which it perceives 078

1Our use of the term “persona sparsity” diverges from
works like Zheng et al. (2020); Song et al. (2021). While
they typically refer to the scarcity of naturalistic dialog data
directly reflecting persona variables, we highlight a related but
distinct problem: the available persona variables may not offer
an informed prior about the person involved for a specific task.
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Figure 1: Overall workflow of Personalized Judge. Given a subjective question and two distinct responses, we ask
an LLM to infer the preference of a real user based on a user persona. We also ask the LLM to estimate its certainty
level in this prediction. The inferred preference is then compared against the user’s self-reported ground truth to
evaluate the performance of the Judge.

insufficient predictive power. Additionally, we con-079

duct a crowdsourcing experiment and compare the080

performance of LLM-as-a-Personalized-Judge to081

third-person human evaluation.082

Our findings are as follows: (1) Contrary to pre-083

vious assumptions, standard LLM-as-a-Judge is not084

sufficiently reliable for personalization tasks, show-085

ing only around 70% agreement with human judg-086

ments in binary choice scenarios, and dropping be-087

low 60% for certain tasks. (2) We identify persona088

sparsity as a major factor contributing to this unre-089

liability. To address this, we introduce verbal un-090

certainty estimation into the LLM-as-Personalized-091

Judge process and achieve above 80% performance092

in high-certainty samples. (3) In a crowdsourcing093

experiment, we find that LLM-as-a-Personalized-094

Judge achieves performance comparable to third-095

person2 human judgment and even surpasses hu-096

man performance on high-certainty samples. While097

first-person human evaluation from diverse back-098

grounds remains the gold standard for personaliza-099

tion, in the absence of such annotations, LLM-as-100

a-Personalized-Judge with certainty thresholding101

could serve as an effective and scalable alternative.102

2 Background and Related Work103

Personalization in machine learning refers to the104

process of tailoring a model’s output to suit the105

unique preferences, needs, and behaviors of in-106

dividual users (see Fan and Poole (2006) for an107

2Here, first-person evaluation refers to judgments made
by the individuals for whom the personalization is intended,
reflecting their own preferences and values. Third-person
evaluation involves external annotators who assess the person-
alization based on persona descriptions rather than personal
preferences.

in-depth discussion). This concept is at the core of 108

recommender systems (Sarwar et al., 2001), and 109

been explored in various contexts in NLP, such 110

as dialogue system (Li et al., 2016; Zhang et al., 111

2018), summarization (Díaz and Gervás, 2007; Yan 112

et al., 2011), user profiling and computational so- 113

ciolinguistics (Nguyen et al., 2016). These studies 114

typically aim to understand the diverse linguistic 115

patterns of users from varying backgrounds and 116

contexts and to integrate persona information to 117

enhance task performance. For surveys on these 118

topics, see Flek (2020); Hovy and Yang (2021); 119

Yang et al. (2024). 120

In the context of LLMs, personalization has be- 121

come even more critical due to the vast, diverse, 122

and ever-growing user base. The necessity to align 123

LLMs to a pluralistic set of user needs is discussed 124

in (Sorensen et al., 2024). However, the current 125

alignment processes typically assume a single set 126

of human preferences and researchers are just be- 127

ginning to explore methods to address the varied 128

preferences and values of different users, either at 129

the collective level (Conitzer et al., 2024; Klinge- 130

fjord et al., 2024) or at individual level (Salemi 131

et al., 2023; Gao et al., 2024; Li et al., 2024b; Jang 132

et al., 2023; Wang et al., 2023). Our study focuses 133

on the evaluation aspect of personalized alignment 134

approaches. 135

A challenging issue in this domain is the def- 136

inition of personas. Not all variables are univer- 137

sally applicable or useful (Hu and Collier, 2024). 138

For instance, while knowing an individual’s pro- 139

fession as a doctor may offer some insights about 140

this individual, it does not necessarily inform us 141

about their preferred types of beverages. Ideally, 142

we would include demographic, behavioral, and 143
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contextual factors that are relevant to the specific144

task at hand. However, defining the relevant set145

of variables a priori is inherently difficult. Addi-146

tionally, even if surveys are designed to gather this147

information, acquiring such detailed information148

on a large scale is often impractical and can fre-149

quently result in incomplete responses. We refer150

to this challenge as the persona sparsity issue. In151

practice, this means that in some cases, we cannot152

reasonably infer preferences based on the available153

persona information and should therefore deprior-154

itize such samples. This motivates us to explore155

verbal uncertainty estimation as a method to filter156

out cases where persona information is insufficient157

for the LLM-Judge to make well-informed judg-158

ments.159

Evaluation of LLMs Evaluating natural lan-160

guage generation (NLG) systems is challenging,161

but the evaluation of LLMs arguably presents even162

greater difficulties. This is due to the advanced163

capabilities and versatility of current-generation164

LLMs, as well as the diverse ways in which they165

are employed in practice.166

Recently, “LLM-as-Judge" (Zheng et al., 2023)167

is introduced as a versatile and reference-free eval-168

uation metric that shows high agreement with169

human annotators on various NLP tasks. De-170

spite concerns over issue such as positional bias,171

self-enhancement bias, length bias, sensitivity to172

prompting, and cost (Zheng et al., 2023; Sture-173

borg et al., 2024; Wu and Aji, 2023; Verga et al.,174

2024; Kim et al., 2024), it is becoming the new175

paradigm for LLM evaluation (Dubois et al., 2024;176

Shankar et al., 2024; Liu et al., 2024), and have177

been used in LLM personalization works such178

as Shao et al. (2023); Andukuri et al. (2024). How-179

ever, there is little work in validating LLM-as-180

a-Personalized-Judge. While MT-Bench (Zheng181

et al., 2023) included a role-playing component,182

it focused only on simplistic cases such as role-183

playing specific professions and did not account184

for the complex personas typically used in LLM185

personalization works, encompassing diverse de-186

mographics, user descriptions, and prior interac-187

tions. Our work considers more realistic cases of188

LLM-as-a-Personalized-Judge and carefully exam-189

ines its validity.190

Calibration of LLMs Pretrained LLMs are well-191

calibrated but preference tuning can degrade this192

calibration (Kadavath et al., 2022; Achiam et al.,193

2023). Recent studies have shown that verbal-194

ized confidence levels in LLMs are typically more 195

reliable than token-level confidence scores (Tian 196

et al., 2023). Additionally, LLMs possess some 197

intrinsic capabilities to assess the answerability of 198

questions (Kadavath et al., 2022; Yin et al., 2023). 199

Building on these findings, our research introduces 200

uncertainty quantification within the context of 201

LLM-as-Personalized-Judge. 202

3 Methodology 203

In this work, we study LLM-as-a-Personalized- 204

Judge (Figure 1), building on Zheng et al. (2023). 205

We condition an LLM witha persona profile, which 206

can include information ranging from demographic 207

data and socio-behavioral indicators to free-form 208

user descriptions, as well as any other pertinent 209

details that could enrich the persona profile. Us- 210

ing this conditioned persona, we task the LLM 211

with selecting the preferred response to a subjec- 212

tive question in a binary choice setting, aiming to 213

reflect the preferences that the persona would likely 214

have. As is done in Zheng et al. (2023), we also 215

consider a setting where a “tie” option is allowed. 216

As highlighted in Section 2, persona sparsity 217

can lead to instances where an LLM struggles to 218

assess certain questions accurately. However, we 219

hypothesize that the LLM possesses some notion 220

of its uncertainty in these instances. Therefore, we 221

instruct the LLM to estimate the certainty in its 222

answer. The overall workflow is shown in Figure 1. 223

The prompts used are detailed in Appendix A.7, 224

while the experimental setups are described in Sec- 225

tion 4.2. 226

4 Experimental Setup 227

4.1 Datasets 228

PRISM (Kirk et al., 2024) is a participatory, rep- 229

resentative, and individualized human feedback 230

dataset. It encompasses feedback on over 8,000 231

conversations, gathered from 1,500 participants 232

across 75 countries. Additionally, the dataset is 233

enriched with detailed participant profiles. 234

OpinionQA (Santurkar et al., 2023), built using 235

Pew Research’s American Trends Panel, contains 236

1498 survey questions spanning 15 topics, the par- 237

ticipants’ responses, and their demographics. 238

Empathetic Conversation (EC) (Omitaomu et al., 239

2022) consists of 1000 essay responses (both em- 240

pathy score and textual response) to a news article 241

with their demographics and self-reported person- 242

ality traits. It further includes dialog interactions 243
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between paired participants, enriched with various244

dialog annotations, such as other-reported empathy245

levels and turn-by-turn emotion ratings.246

Personal Reddit (PR) (Staab et al., 2024) con-247

sists of 500 samples of Reddit posts with their248

(anonymized) personal attributes, such as location,249

income, and sex. Unlike other datasets, it is specifi-250

cally designed to test the ability of LLMs to infer251

explicit persona attributes. For example, if a post252

mentions “I remember watching Twin Peaks after253

coming home from school”, given that Twin Peaks254

aired from 1990 to 1991, one could reason that the255

author of the post is now in the age group of 45-50.256

Other datasets require annotators to complete tasks257

and questionnaires, where persona variables may258

influence responses indirectly but do not explicitly259

reveal persona information.260

4.2 LLM as Personalized Judge261

As shown in Figure 1, given a persona, we instruct262

the LLM to infer the preferred response of the per-263

sona. We have three settings: (1) Standard LLM-264

as-a-Personalized-Judge: In this setting, the model265

is directed to make a preference judgment based266

on the persona, similar to in Zheng et al. (2023).267

(2) Standard LLM-as-a-Personalized-Judge with268

Verbal Uncertainty Estimation. In addition to (1),269

we add an instruction for the model to estimate its270

certainty in the task on a scale of 1 to 100. (3)271

Standard LLM-as-a-Personalized-Judge with a Tie272

Option. In this setting, we introduce a third op-273

tion, allowing the model to indicate a tie. In this274

case, we do not permit the model to express verbal275

uncertainty.276

We study the performance of GPT-4 (Achiam277

et al., 2023), GPT-3.5 (OpenAI, 2023), Command278

R+ (Cohere, 2024), and LLama3 70B (Meta, 2024).279

For generation with all models, we use nucleus sam-280

pling (Holtzman et al., 2020) with top-p of 0.95 and281

temperature of 0.7. For LLama3 70B, we load the282

model in 16 bit. In cases when the model reject to283

answer the question or fail to follow the formatting284

instruction, We ask the model regenerate at most285

4 times until we can parse the results. For details286

on our experimental setups for each dataset, please287

refer to Appendix A.2.288

5 Results289

LLM-based Personalized Judge shows low290

agreement with human In Table 1, we present291

the agreement between different LLM judges and292

the human ground truth. The results indicate that, 293

for binary preference choice questions where ran- 294

dom guessing would yield an accuracy of 50%, the 295

average accuracy of the LLM-as-a-Personalized- 296

Judge, even for the most powerful model, is only 297

72.5%. This accuracy is significantly lower than the 298

80+% agreement reported in Zheng et al. (2023), 299

and it drops to around 60% for challenging tasks 300

such as EC and OpinionQA. These findings suggest 301

that LLM judges are less reliable for personaliza- 302

tion tasks compared to simpler role-playing tasks. 303

Accuracy also varies substantially across differ- 304

ent tasks and LLMs. PR is the easiest task, with 305

all models performing best on this dataset; for 306

instance, GPT-4 achieves an accuracy of 94.6%. 307

This high performance is likely attributable to the 308

dataset’s design, where one response explicitly re- 309

flects certain persona characteristics while the other 310

does not. Thus, PR may not represent genuine per- 311

sonalization. For example, if a persona includes 312

a statement like “I enjoy outdoor activities,” and 313

one response is “I love hiking,” while the other is 314

"I prefer watching movies indoors," the distinction 315

is clear. Hence, PR may not reflect personaliza- 316

tion; rather, it can be reviewed as a task akin to 317

instruction-following and textual entailment. 318

Conversely, EC appears to be the most difficult, 319

with all models achieving less than 60% accuracy. 320

This may be because the persona included lacks 321

sufficient predictive power for the task. The arti- 322

cles in EC are chosen to elicit empathetic responses, 323

which are generally very negative and lead to simi- 324

lar responses from different individuals. 325

Among different models, GPT-4 consistently per- 326

forms the best across nearly all tasks, followed by 327

Command R+ and Llama-3 70B. In contrast, GPT- 328

3.5 shows substantially worse performance. 329

When models are allowed to choose a tie option, 330

similar trends are observed. While model perfor- 331

mance on both PRISM and EC declines, the drop 332

is much more significant for EC. This is because 333

models rarely choose the tie option even when it is 334

available. Therefore, we suggest that incorporating 335

a tie option in practical applications is not ideal. 336

Conceptually, using tie options to filter samples is 337

not as flexible as having the model express its con- 338

fidence since we can choose different thresholds to 339

control the number of samples being filtered. Ad- 340

ditionally, for PR and OpinionQA, we do not add 341

a tie option because we do not have ground truth 342

data for ties. 343
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Setup No Tie (R=50%) With Tie (R=33%)

Model Llama3 GPT-3.5 GPT-4 Command R+ Llama3 GPT-3.5 GPT-4 Command R+

PR 0.949 0.796 0.946 0.964 - - - -

PRISM 0.722 0.656 0.728 0.720 0.678 0.537 0.727 0.689

OpinionQA 0.629 0.569 0.635 0.616 - - - -

EC 0.507 0.529 0.591 0.541 0.376 0.384 0.417 0.430

Average 0.702 0.638 0.725 0.710 0.527 0.461 0.572 0.560

Table 1: Agreement between different LLM judges with the human ground truth from PRISM, OpinionQA, and EC.
Following Zheng et al. (2023), we report two cases for the judge: with tie and without tie. The agreement between
two random judges under each setup is denoted as “R=”. Average is calculated as the direct (non-weighted) average
of accuracy across the datasets. Due to the unavailability of relevant data in the PR and OpinionQA datasets, we
thus omit them for the with tie setting.

Model Llama 3 GPT-3.5 GPT-4 Command R+

Confidence High Low High Low High Low High Low

PR 0.948
(492/520)

1.000
(5/5)

0.792
(375/473)

0.667
(34/51)

0.942
(228/243)

0.950
(266/280)

0.958
(345/361)

0.976
(160/164)

PRISM 0.753
(570/758)

0.625
(150/240)

0.673
(520/773)

0.599
(135/227)

0.908
(108/120)

0.703
(612/871)

0.893
(133/149)

0.690
(587/852)

OpinionQA 0.706
(964/1366)

0.566
(928/1640)

0.568
(1641/2890)

0.578
(58/102)

0.804
(385/480)

0.602
(1526/2535)

1.000
(2/2)

0.616
(1856/3013)

EC 0.504
(240/478)

0.548
(16/31)

0.530
(250/472)

0.517
(14/29)

1.000
(4/4)

0.588
(295/502)

-
(0/0)

0.541
(276/510)

Table 2: Agreement for high and low confidence for different models. “High” and “low” refers to the certainty level
estimated by the model. The number of correct answers/total number of samples are provided below the accuracy.
In our analysis, we use a certainty threshold of 80 to classify responses as high confidence. The italicized numbers
indicate that very few samples are available for accuracy calculation.

Certainty estimation improves Personalized344

Judge In Figure 2, we plot the accuracy of pre-345

dictions across different certainty levels for var-346

ious models and tasks. Some models, such as347

Llama3, exhibit a highly concentrated distribution348

of certainty levels within a narrow range, while349

others display a more Gaussian-like distribution,350

which is arguably more ideal. We observe a clear351

trend indicating that predictions from more pow-352

erful LLMs (e.g. GPT-4) with higher certainty353

scores are more likely to be correct. In contrast,354

less powerful LLMs, (e.g.GPT-3.5), often struggle355

to accurately quantify their uncertainty. This obser-356

vation suggests that we can rely, at least to some357

degree, on a model’s self-assessed confidence to358

evaluate whether the information in the persona is359

sufficient for making reliable predictions.360

We manually assign a threshold of 80 for all361

models to classify a sample as high-confidence362

and we show in Table 2 the judge performance for363

each model under this certainty thresholding. High364

confidence samples from GPT-4 and Command 365

R+ can achieve approximately 80% agreement 366

with human ground-truth, on par with Zheng et al. 367

(2023). 368

369

370

LLM-as-a-Personalized-Judge performance 371

varies greatly across models We also observe 372

substantial performance differences across models. 373

As shown in Table 1, GPT-4 is the most powerful 374

model followed by Command R+ and then 375

LLama-3 70B. The performance of GPT-3.5 is 376

significantly worse, with a 5%–10% performance 377

gap on average. More importantly, GPT-3.5 and 378

LLama-3 70B’s capacity to self-estimate certainty 379

is significantly worse. As shown in Table 2 and 380

Figure 2, GPT-3.5 fails to achieve higher accuracy 381

on high-confidence samples. LLama-3 70B has 382

slightly better certainty estimation than GPT-3.5 383

but is still far from GPT-4 and Command R+ 384

which achieve 80%+ accuracy on high-confidence 385
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Model GPT-4 Command R+

Confidence High Low High Low

All Features 0.804
(385/480)

0.602
(1526/2535)

1.000
(2/2)

0.616
(1856/3013)

Three Imp. Features 0.833
(199/239)

0.593
(1646/2776)

1.000
(2/2)

0.612
(1843/3013)

Least Imp. Feature 0.400
(4/10)

0.589
(1769/3005)

0.000
(0/1)

0.546
(1645/3014)

Table 3: Ablation study on using different features of
the user persona to predict the user preference on Opin-
ionQA. The italicized numbers indicate that too few
samples are used to compute the accuracy.

Model GPT-4 Command R+

Confidence High Low High Low

All Features 0.908
(108/120)

0.703
(612/871)

0.893
(133/149)

0.690
(160/164)

Three Imp. Features 0.904
(104/115)

0.680
(594/873)

0.737
(225/305)

0.653
(454/696)

Least Imp. Feature 0.880
(81/92)

0.71
(642/903)

0.780
(166/214)

0.644
(506/787)

Table 4: Ablation study on using different features of the
user persona to predict the user preference on PRISM.

Method GPT-4 Third Person Human Judge

Confidence High Low High Low

All Features 0.792
(38/48)

0.592
(149/252)

0.714
(30/42)

0.620
(160/258)

Overall Average 0.623 (187/300) 0.633 (190/300)

Table 5: Third-person human evaluation on OpinionQA:
Crowd annotators assess the preferences of individuals
based on specific profile descriptions, and these assess-
ments are compared with the GPT-4 powered LLM-as-a-
Personalized-Judge. For each sample, three annotators
provide annotations, and the final human answer is de-
termined by a simple majority vote.

samples. Given these results, we focus the rest of386

our experiment and discussion primarily on GPT-4387

and Command R+.388

Confidence distribution as a proxy of task and389

sample difficulty In Table 2, we observe signifi-390

cant variation in the number of samples categorized391

under high and low confidence across different392

tasks. We hypothesize that this variation corre-393

sponds to the difficulty of the tasks. For example,394

as shown in Table 1, PR is the most straightfor-395

ward task based on high average accuracy for most396

models while EC poses significant challenges for397

all models. Thus, as shown in Table 2 and Figure398

2, on the PR dataset, around 50% of the predic-399

tion by GPT-4 and nearly 100% predictions by400

Command R+ is considered high confidence, much401

higher than the PRISM and OpinionQA datasets,402

which has only around 10% - 20% high confidence 403

samples. On the contrary, only around 1% of the 404

predictions on EC are considered high-confidence. 405

This result illustrates that on more difficult tasks, 406

LLMs are able to assign low confidence for a larger 407

number of predictions, supporting our hypothesis 408

that the an LLM’s confidence judgment can be a 409

reliable indicator of task difficulty and persona spar- 410

sity. We believe this is a crucial property to have for 411

an LLM-Judge: in personalization tasks, end users 412

may not always be aware of the difficulty level of a 413

given task for all samples. They can therefore rely 414

on the model’s confidence as a surrogate measure. 415

When evaluating a personalization task using an 416

LLM-as-a-Personalized-Judge, users should prior- 417

itize high-confidence samples, as these are more 418

likely to reflect accurate and reliable judgments. 419

Implementing a confidence threshold can facilitate 420

more meaningful comparisons between methods of 421

personalization in future evaluations. 422

Certainty significantly drops when only very 423

few persona features are given In real-world 424

applications, the availability of persona variables 425

can vary, and it is important to observe how the 426

model’s confidence changes with both the quantity 427

and relevance of these variables. To explore this, 428

we conduct an ablation study to further verify that 429

LLMs would indeed assign low confidence to the 430

predictions when the persona is insufficiently pre- 431

dictive. We provide different numbers of persona 432

variables to the LLM-Judge. While the precise 433

predictive power of a persona is hard to quantify, 434

fewer features should lead to lower confidence in 435

LLM predictions. Concretely, instead of using all 436

features as before, we provide the LLM with only 437

three important features (education, location, eth- 438

nicity) or one less important feature (religion) for 439

OpinionQA and PRISM. 440

For OpinionQA, in Table 3, we find that GPT- 441

4 assigns low confidence to much fewer samples 442

when only three or one features are provided. 443

Specifically, the number of high-confidence sam- 444

ples drop from 480 (16.0%) to 10 (0.3%) for the 445

one-feature case. For Command R+, since the num- 446

ber of high-confidence samples is already very low, 447

it remains relatively unchanged. Figure 3 provides 448

a more detailed analysis of the change in certainty 449

distribution when providing a different number of 450

persona variables. 451

For PRISM, as shown in Table 4, we observe a 452

similar trend, albeit with fewer changes compared 453
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Figure 2: Distribution of LLM verbal certainty score and the corresponding accuracy. The plots show the
certainty distribution and corresponding accuracy of correct (blue) and wrong (orange) answers for LLAMA3-70B,
Command R+, and GPT-4 models on PR, PRISM, OpinionQA, and EC datasets. Each plot provides overall accuracy
(ACC), high certainty accuracy (High Certainty ACC), and low certainty accuracy (Low Certainty ACC). The top of
each bar shows the accuracy within that certainty bin. The certainty levels are truncated to be between 40 and 90 by
adjusting values outside this range.
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to OpinionQA. We attribute this to the significant454

inherent quality differences between the two re-455

sponse options provided for each question in the456

dataset. In many instances, these differences are457

so pronounced that the preferred choice remains458

evident regardless of the persona (as indicated in 8).459

Consequently, the number of high-confidence sam-460

ples predicted by GPT-4 only slightly decreased461

(from 120 to 92) from full-feature to one-feature,462

while maintaining a high accuracy on these high-463

confidence samples.464

LLM-as-a-Personalized Judge achieves compa-465

rable performance as third-person human judge466

In dialog system personalization, third-person hu-467

man annotation is a widely adopted evaluation strat-468

egy. Typically, this involves human crowd anno-469

tators inferring the prefrences of personas of oth-470

ers rather than expressing their own opinions. Al-471

though this is considered a gold standard, its effec-472

tiveness scenarios remain underexplored.473

For our evaluation, we use the OpinionQA474

dataset and collect crowd annotations via Prolific.475

We sample 300 instances, with each instance re-476

ceiving annotations from three different human an-477

notators, totaling 30 samples per annotator. Anno-478

tators infer how a persona would respond in spe-479

cific scenarios and rate their certainty levels, using480

the same prompts as the LLMs. We establish the481

final human answer based on a simple majority482

vote, and average the certainty levels of the ma-483

jority answers to establish ground truth certainty.484

The crowd-sourced results are presented in Table 5.485

The overall accuracy of GPT-4 was 62.3%, closely486

matching the human-level accuracy of 63.3%. On487

high-certainty samples, GPT-4 achieved an accu-488

racy of 79.2%, surpassing the human performance489

level of 71.4%. These results corroborate find-490

ings by Rescala et al. (2024) which suggests that491

LLMs can match human performance in evaluating492

whether arguments are likely to resonate with indi-493

viduals characterized by specific persona attributes.494

To further validate the reliability of the crowd495

judgments, we conducted bootstrap sampling 1,000496

times with 30 samples each, performing random497

draws without replacement of the annotations. The498

mean agreement between two annotators is 0.597,499

with a standard deviation of 0.087, indicating a rea-500

sonably high level of internal consistency in our501

results. Additionally, we provide the unaggregated502

annotation results in Table 7. Here, human per-503

formance was inferior to the majority vote, likely504

reflecting variations in annotators’ skills. Our hu- 505

man annotation results also underscore the inherent 506

challenges in personalization evaluation. While 507

first-person annotations can be considered ground 508

truth and are therefore always accurate, even third- 509

person human judges often struggle to reach correct 510

judgments in many cases. 511

Our crowd-sourcing exercise indicates that 512

LLMs when used as personalized judges, can 513

achieve accuracy levels comparable to those of hu- 514

man annotators. However, under the default setting, 515

the overall accuracy remains low, likely due to per- 516

sona sparsity issues. When certainty thresholding 517

is applied, LLMs achieve better accuracy on high- 518

certainty samples than human annotators. While 519

we advocate for the collection of more first-person 520

datasets—where individuals provide information 521

about themselves and then answer questions—we 522

also propose that LLMs, with certainty threshold- 523

ing, represent a promising and scalable alternative 524

for evaluating personalization tasks in the absence 525

of first-person data. 526

6 Conclusion 527

In this paper, we formalized and examined the 528

validity of LLM-as-a-Personalized-Judge. Con- 529

trary to previous assumptions, we demonstrated 530

that the standard LLM-as-a-Judge setting is not suf- 531

ficiently reliable for personalization tasks, showing 532

low agreement with human ground truth. We iden- 533

tified persona sparsity as a major cause of this un- 534

reliability. We then introduced verbal certainty esti- 535

mation and found that powerful LLMs (e.g. GPT-4) 536

are capable of effectively assessing the certainty of 537

their own responses. This led to the observation 538

that high-certainty samples indeed exhibit high ac- 539

curacy (80%). We additionally conducted a human 540

annotation experiment and found that LLM-as-a- 541

Personalized-Judge achieves comparable accuracy 542

as third-person human judge and surpasses humans 543

on high-certainty samples. While we advocate for 544

the collection of more first-person personalization 545

data, we also believe that a certainty-aware LLM- 546

as-a-Personalized-Judge is a promising proxy for 547

evaluation, particularly in cases first-person pref- 548

erence data are not available, provided that per- 549

sonas are as fine-grained as possible. We hope our 550

work helps the community recognize the challenges 551

in evaluating LLM personalization and ultimately 552

leads to the development of LLMs that better serve 553

each individual’s preferences and needs. 554
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Limitations555

The availability of diverse and comprehensive556

datasets for evaluating LLM personalization re-557

mains limited, and such datasets are predominantly558

available in English. Consequently, we cannot559

make conclusive statements about the performance560

of LLMs as personalized judges in non-English lan-561

guages. Furthermore, existing multilingual LLMs562

often exhibit cultural gaps (Liu et al., 2023), which563

suggests that their performance might be subopti-564

mal in non-English contexts due to the complex565

cultural associations tied to persona variables. Fu-566

ture research should aim to compile and utilize567

more extensive datasets with richer and more var-568

ied persona attributes in a multilingual setting to569

better evaluate and improve LLM personalization.570

Although numerous methods for quantifying un-571

certainty in LLMs have been proposed, we opted572

to use direct verbal estimation. This method is573

straightforward and has better performance com-574

pared to the model’s conditional probability (Tian575

et al., 2023). Although a comprehensive evalu-576

ation of existing uncertainty estimation in LLM-577

as-a-Personalized-Judge would make a valuable578

contribution for future work, it is beyond the scope579

of the present work, which is mostly focused on the580

integration of uncertainty estimation into LLMs-as-581

Personalized-Judge as a framework.582

Ethical Considerations583

The goal of the LLM-as-a-Personalized-Judge is to584

enhance personalization in LLMs to better serve a585

diverse global community. However, achieving this586

goal necessitates a rigorous adherence to ethical587

principles throughout the research and production588

phases. For example, personalization should al-589

ways remain an opt-in choice for end users, ensur-590

ing user autonomy and consent without any adverse591

consequences for those who opt out. Additionally,592

LLMs have been shown to have various kinds of so-593

cial biases (Liang et al., 2021; Hu et al., 2023; Liu594

et al., 2022, inter alia), some of which may exhibit595

itself during the LLM-as-a-Judge process. We need596

to be mindful of such biases not to reinforce the597

bias and stereotypes encoded in the LLMs. Privacy598

concerns become especially salient when personal599

information is utilized to fine-tune or condition600

models. It is crucial to manage such data responsi-601

bly by obtaining explicit user consent and adhering602

to data protection regulations, such as the General603

Data Protection Regulation. In our research, we604

have relied on existing publicly available datasets, 605

which have undergone institutional review board 606

approval and anonymization prior to release. 607
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Task Persona Variables

PR Age, Sex, Living Country, Birth Country, Education, Occupation, Income, Marital Status

PRISM Age, Sex, Race, Birth Country, Living Country, Employment Status, Education, Marital Status, Religion

OpinionQA Age, Sex, Living Country, Education, Citizenship, Marital Status, Religion, Party, Ideology, Income

EC Age, Sex, Race, Education, Income, Big Five Personality Traits

Table 6: Persona variables used for different tasks

Method GPT-4 Third Person Human Judge

Confidence High Low High Low

All Features 0.792
(114/144)

0.592
(447/755)

0.644
(94/146)

0.587
(442/753)

Overall Average 0.624 (561/899) 0.596 (536/899)

Table 7: Third-person human evaluation on OpinionQA:
Crowd annotators assess the preferences of individuals
based on a specific profile descriptions, and these as-
sessments are compared with the GPT-4 powered LLM-
as-a-Personalized-Judge.

A.2 Experiment Details876

For experiments on PRISM, we run the experi-877

ments on the first 1,000 samples from the utterance878

subset of the dataset. We only consider the first879

turn in each conversation. As suggested by Kirk880

et al. (2024), we consider the two responses with881

scores smaller or equal to 10 to be a tie. For set-882

ting (1) and (2), we only consider samples that is883

not deemed a tie. For (3), we include those tie884

samples as well. To mitigate positional bias, we885

randomly shuffle the position of the two responses.886

To mitigate self-enhancement bias (preferring text887

generated by itself) (Zheng et al., 2023), we filter888

out the responses that are generated by the same889

LLM as the Judge. We also filter out the responses890

that refuse to answer the question. This is because891

different LLMs have different safety constraints892

and different rejection ratios but humans typically893

find the LLM rejection undesirable and assign low894

scores to it.895

For experiments on OpinionQA, we randomly896

select one binary choice question from each of the897

15 topics covered by OpinionQA. For each ques-898

tion, we randomly select 200 respondent’s answers.899

For experiments on EC, we only consider the900

essay response part of the dataset. We select two901

responses to a news article, and let the LLM to902

infer which is written by a user with a specific903

persona. We ran 500 samples in total. We consider904

two essay responses to be a tie if the difference in905

their empathy score or distress score is smaller than906

2. Since most responses are similar in score and 907

are considered as tie, we control the ratio of the tie 908

cases in EC to be the same as the ratio in PRISM 909

which is around 20% in setting 3). 910

For experiments on PR, since no user responds 911

to the same question, we need to provide a question- 912

response pair and let the LLM to infer which re- 913

sponse is likely written by the target user. Con- 914

cretely, for each persona-question-response triple, 915

we select the most similar persona to the target 916

user based on cosine similarity computed by the 917

all-MiniLM-L6-v23 model from Sentence Trans- 918

former (Reimers and Gurevych, 2019), the back- 919

bone of which is a MiniLM model (Wang et al., 920

2020). Then take this user’s response to an- 921

other question to form another persona-question- 922

response triple and let the LLM infer which re- 923

sponse is written by the target user. 924

A.3 Persona Variables Used for Each Task 925

In Table 6, we show the persona variables we used 926

for each task. 927

A.4 Crowdsourcing Details 928

We recruited 30 U.S. annotators via Prolific. For 929

quality control purposes, each annotator was re- 930

quired to have completed a minimum of 50 prior 931

crowd tasks with an approval rating of at least 99%. 932

We applied the quota sample feature from Prolific 933

to ensure that the gender and political affiliation 934

distribution among annotators was balanced. We 935

restricted the age of the participants to be between 936

18 and 75 years old. Annotators were compensated 937

at the rate of $13.5 per hour. This study received 938

approval from an institutional ethics review board. 939

3https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2
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A.5 Results With and Without Persona940

w/ Persona w/o Persona

PR - -

PRISM 0.728 0.685

OpinionQA 0.635 0.575

EC 0.591 0.498

Table 8: Accuracy when predicting the user preference
with and without user persona on our three subjective
tasks. Experiments are done with Command R+. PR is
omitted because it is infeasible to conduct an experiment
without a persona on the PR dataset.

A.6 Number of Persona Variables Provided941

Influence Certainty Distribution942

In Table 3, we show the effect of using different943

number of persona variables on the certainty dis-944

tribution. We observe that, on OpinionQA, GPT-4945

and Command R+ show clear drop in confidence946

when fewer persona variables. On PRISM, since947

the quality difference is so large that the preference948

can be inferred regardless of the persona, only min-949

imal change occurred to the certainty distribution.950

A.7 Prompts for951

LLM-as-a-Personalized-Judge952

In Figure 5 and Figure 4, we include the prompts953

that we used for PRISM. For other datasets, minor954

modifications are made to the prompt to fit the955

dataset.956
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Figure 3: Distribution of LLM verbal certainty score when provided with different number of features. The
left column figures (a,d,g,j) show results when all features are provided. The middle column figures (b, e, h, k)
show results when 3 features are provided. The right column figures (c, f, i, l) show results when only one feature
is provided. The plots show the certainty distribution and corresponding accuracy of correct (blue) and wrong
(orange) answers for Command R+ and GPT-4 models on PRISM and OpinionQA dataset. Each plot provides
overall accuracy (ACC), high certainty accuracy (High Certainty ACC), and low certainty accuracy (Low Certainty
ACC). The top of each bar shows the accuracy within that certainty bin. The certainty levels are truncated to be
between 40 and 90 by adjusting values outside this range.

14



Prompt for PRISM (without tie)

Given the user profile provided below, select the response from AI assistant A or B that the user
would most likely prefer. Declare your choice by using the format: "[[A]]" if you believe assistant
A’s response is more suitable, or "[[B]]" if assistant B’s response is better suited. Additionally,
assess your confidence in this decision by assigning a certainty level from 1 to 100. Use the
following guidelines to assign the certainty level:

1–20 (Uncertain): The user profile provides insufficient or minimal evidence. The decision is
largely based on weak or indirect hints.
21–40 (Moderately Confident): There is noticeable evidence supporting a preference, though it is
not comprehensive, and other interpretations are possible.
41–60 (Quite Confident): You find clear and convincing evidence that supports your prediction,
though it is not entirely decisive.
61–80 (Confident): The user profile contains strong evidence that clearly supports your prediction,
with very little ambiguity.
81–100 (Highly Confident): The user profile provides direct and explicit evidence that decisively
supports your prediction.
Ensure you enclose your chosen certainty level in double brackets, like so: [[X]].

[User Profile]
{user_info}

[User Question]
{question}

[The Start of Assistant A’s Answer]
{asst_A}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{asst_B}
[The End of Assistant B’s Answer]

[Answer]
[[

Figure 4: Prompt used for LLM-as-a-Personalized-Judge on PRISM. The placeholders {user_info}, {question},
{asst_A}, and {asst_B} are replaced with the corresponding text from PRISM when querying the LLM. For other
datasets, including EC, PR, and OpinionQA, minor modifications are made to the prompt to adapt to the specific
characteristics of each dataset.
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Prompt for PRISM (with tie)

Given the user profile provided below, select the response from AI assistant A or B that the user
would most likely prefer. Declare your choice by using the format: "[[A]]" if you believe assistant
A’s response is more suitable, "[[B]]" if assistant B’s response is better suited, or "[[C]]" for a tie.

[User Profile]
{user_info}

[User Question]
{question}

[The Start of Assistant A’s Answer]
{asst_A}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{asst_B}
[The End of Assistant B’s Answer]

[Answer]
[[

Figure 5: Prompt used for LLM-as-a-Personalized-Judge on PRISM (with tie). The placeholders {user_info},
{question}, {asst_A}, and {asst_B} are replaced with the corresponding text from PRISM when querying the LLM.
For other datasets, including EC, PR, and OpinionQA, minor modifications are made to the prompt to adapt to the
specific requirements of each dataset.
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