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Abstract

The emergence of multimodal large language models (MLLMs) has driven break-
throughs in egocentric vision applications. These applications necessitate persistent,
context-aware understanding of objects, as users interact with tools in dynamic and
cluttered environments. However, existing embodied benchmarks primarily focus
on static scene exploration, emphasizing object’s appearance and spatial attributes
while neglecting the assessment of dynamic changes arising from users’ interac-
tions. To address this gap, we introduce EOC-Bench, an innovative benchmark
designed to systematically evaluate object-centric embodied cognition in dynamic
egocentric scenarios. Specially, EOC-Bench features 3,277 meticulously annotated
QA pairs categorized into three temporal categories: Past, Present, and Future,
covering 11 fine-grained evaluation dimensions and 3 visual object referencing
types. To ensure thorough assessment, we develop a mixed-format human-in-
the-loop annotation framework with four types of questions and design a novel
multi-scale temporal accuracy metric for open-ended temporal evaluation. Based
on EOC-Bench, we conduct comprehensive evaluations of various proprietary,
open-source, and object-level MLLMs. EOC-Bench serves as a crucial tool for
advancing the embodied object cognitive capabilities of MLLMs, establishing a
robust foundation for developing reliable core models for embodied systems.

1 Introduction

The rapid advancement of multimodal large language models (MLLMs) [} 12} 3, 4] has paved the
way for the development of intelligent systems that can comprehend and interact with the visual
world. Among these innovations, egocentric vision, where systems perceive environments from a
human-like first-person perspective, has gained significant attention due to its critical applications in
fields such as augmented reality S]], embodied Al [[6, 7] and robotic manipulation [8} (9} 10].

Understanding objects precisely within egocentric contexts presents unique challenges that extend
beyond conventional vision tasks. It demands a continuously evolving, context-aware comprehension
of objects, encompassing their types, usages, states, and interactions, as users dynamically interact
with tools and undertake various operational tasks. In egocentric environments, particularly in densely
cluttered settings like kitchens and laboratories, objects exhibit three critical properties: (1) Fleeting
visibility, indicating dynamic changes in state and position due to frequent occlusions and shifts in
viewpoint; (2) Visual ambiguity, arising from similar-looking items in close spatial proximity; and
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Real Object Time Visual

Benchmark ‘ #Videos #Samples | Question Type Annotator Scenes Egocentric Dynamics  Sensitive Prompts
MVBench [11]} 3,673 4,000 Close Template v X v X X
VideoRefer-Bench [12] 598 1,400 Open/Close Human v X v X M
Charades-STA [13] 1,334 4,233 Open Automatic/Human v X v v X
ScanQA [14] - 4,976 Open Automatic/Human v v X X X
SQA3D [13 - 2,143 Open Human v v X X A
Env-QA [16] 3,489 12,760 Open Template X v v X X
OpenEQA [17] 180 1,600 Open Human v v X X X
VSI-Bench [18 288 5,000 Open/Close Template/Human v v X X X
ECBench [19] 386 4,324 Open/Close Human v v v (6%) X X
EOC-Bench (Ours) | 656 3277 | Open/Close Human v v | v v P, B, M

Table 1: Comparison of widely adopted Embodied/General VideoQA benchmarks with our
EOC-Bench. P, B, M and A represent visual prompts for object referencing, specifically as point,
box, mask and arrow, respectively.

(3) Temporal dependency, where current states rely on historical interactions and inform future
outcomes. Successful object perception in these scenarios requires models capable of sustaining
persistent visual grounding while simultaneously processing spatiotemporal details. Unfortunately,
existing benchmarks fail to systematically evaluate this capability.

As shown in Table[T} existing embodied benchmarks, such as the closed-vocabulary ScanQA [[14]
and SQA3D [15], focus on understanding static scene through closed-vocabulary queries based on
task-specific datasets. Consequently, these benchmarks lack the scope to evaluate task-generalized
MLLMs for broader cognitive capabilities. More recently, OpenEQA [17], VSI-Bench [18], and
ECBench [19] have developed open-vocabulary benchmarks to evaluate MLLMSs’ question-answering
(QA) capabilities in indoor embodied video contexts. Despite these promising advancements, current
benchmarks primarily concentrate on static scene exploration, such as home tours, and predominantly
evaluate appearance and spatial attributes. They often overlook dynamic interactions within egocentric
operational environments, where users engage actively with tools and perform various tasks involving
objects. Building these capabilities is crucial for advancing embodied system.

To bridge this gap, we introduce EOC-Bench, a novel object-centric video benchmark that rigorously
evaluates MLLMSs’s object cognition capabilities in egocentric operational scenarios. Built on the idea
that effective Al assistants must comprehensively comprehend objects across temporal dimensions,
EOC-Bench structures questions into three temporally grounded categories: Past, Present, and Future.

» Past: The Past category evaluates MLLMs’ ability to perceive and understand the historical
dynamics of objects, a skill crucial for enhancing long-term task execution. As illustrated in
Fig. [T} this capability is further subdivided into four types: Object State Retrospection, Object
Location Retrospection, Object Relationship Evolution, and Absolute Time Perception. The last is
particularly vital, as accurate timestamp awareness of model can contextualize interactions and
temporal changes, which has received little attention in previous benchmarks.

* Present: The Present category test MLLMSs’ perception of scene information at the current moment.
Importantly, resolving these questions often require more than just observing the current frame; a
comprehensive understanding of the entire video is necessary for accuracy. As shown in Fig. [T}
in addition to common abilities such as Immediate State Recognition, Purpose and Function
Inference, and Object Relationship, we introduce Anomaly Perception to handle embodied tasks in
specific scenarios. This capability tests whether MLLLMs can avoid being misled by counterintuitive
arrangements within the scene and answer questions based on factual information about the objects.

* Future: By observing the world, human can not only understand past events but also predict future
occurrences. The capability to foresee future events in objects is crucial for avoiding dangers and
adapting to new situations. For instance, as shown in the State Change Prediction part in Fig.|l} if a
model identifies a heat-sensitive object near a heat source, it can anticipate temperature changes
and alert people to move the object to prevent hazards. Future prediction types are divided into
State Change Prediction, Dynamic Relationship Prediction, and Trajectory and Motion Prediction,
assessing MLLMSs’ proficiency in forecasting dynamic interactions and movements.

To ensure a comprehensive evaluation, we develop a mixed-format annotation framework featuring
diverse question types (e.g., true/false, single-choice, multiple-choice and open-ended questions),
as visualized in Fig. Specially, for open-ended questions, we focus on continuous temporal
analysis and introduce a multi-scale temporal accuracy metric to quantitatively assess temporal
perception performance. Additionally, traditional text-based prompts for object referencing often fail
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Figure 1: Overview of EOC-Bench. EOC-Bench assesses Embodied Object Cognition capabilities of
MLLMs in egocentric videos across three dimensions - Past, Present, and Future - encompassing
11 categories. EOC-Bench includes 3,277 object-level QA pairs utilizing a mixed-format human-in-
the-loop annotation framework across diverse tasks and conditions. EOC-Bench aims to reveal the
limitations of MLLMs and promote the development of robust egocentric cognition systems.

to clearly specify objects in dynamic egocentric scenes. Descriptions like "the leftmost bowl" become
meaningless when containers are rearranged during washing, and "the spoon" lacks clarity among
multiple candidates in the kitchen. To address this issue, we introduce visual referencing prompts,
including point, box and mask, as shown in Fig. [T} which provide persistent, unequivocal object
references while preserving the spatiotemporal context essential for precise object comprehension.
The final benchmark includes 3,277 question-answer pairs, covering 11 fine-grained evaluation
dimensions and 3 object referencing types. We have conducted a meticulous human-in-the-loop
labeling process, followed by comprehensive cross-checking and verification to ensure quality.

Building upon our EOC-Bench benchmark, we systematically evaluate the egocentric object cognition
capabilities of a range of MLLMs, including both open-source and proprietary general-purpose mod-
els [3 201 211}, as well as specialized object-level MLLMs [23]). Notably, all mainstream
MLLMs exhibit clear deficiencies in object-level temporal perception, particularly concerning abso-
lute temporal awareness, where they significantly lags behind human-level performance, emphasizing
its difficulty and relevance for our community.

2 Related Work

2.1 General Video Understanding Benchmarks

With the advancement of MLLM:s [[3], 282930 [33134]], which have
demonstrated strong visual understanding and reasoning capabilities, there is an increasing emphasis
on comprehensively and systematically evaluating their video understanding abilities [11} 33}, 36} 37].
Existing video understanding benchmarks primarily focus on general-purpose video comprehension
tasks, such as action recognition [38] 39, [40]], video caption [41] 42, 43|, temporal grounding (38|
1441 13]), temporal reasoning [45] [46] 47| [44]], long video understanding [48] [49] 11, [31]), video
referring [12} and expert-level reasoning [54]). For instance, Video-MME [33] conducts an
extensive evaluation of MLLMs across a variety of video-related tasks, such as recognition and
perception. Similarly, MVBench [11]] introduces an innovative framework for constructing spatial-
temporal tasks. However, general VideoQA benchmarks predominantly focus on YouTube videos
that capture everyday life, human actions, and movies, often neglecting to include egocentric videos
and embodied-specific QA formats.
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Figure 2: Overall data distribution of EOC-Bench. (a) EOC-Bench encompasses three temporal
dimensions: Past, Present, and Future, comprehensively evaluating 11 embodied cognitive abilities.
(b) The dataset comprises videos from four distinct open video sources as well as self-recorded
videos. (c) It spans a wide range of scenarios, offering a rich diversity of contexts for analysis.

2.2 Embodied Video Understanding Benchmarks

In embodied scenarios, VideoQA-based evaluations serve as effective tools for assessing a model’s
comprehension of its environment and tasks. Datasets such as ScanQA [[14], SQA3D [15]], and
Env-QA [55] are typically used for traditional scene question answering, characterized by a closed
vocabulary. These datasets often exhibit a strong text bias and offer a relatively limited variety of
question forms. On the other hand, RoboVQA [[16], EgoPlan-Bench [56] & EgoPlan-Bench2 [57], and
PCA-Bench [58] are introduced test the task-planning abilities of MLLMs. EgoSchema [S9] utilizes
first-person footage from Ego4D [60] to enable video reasoning tasks. More recently, VSI-Bench [18]]
has been developed to specifically evaluate visual-spatial intelligence in MLLMs, and STI-Bench [61]
has been further developed to evaluate the spatial-temporal world understanding. OpenEQA [[17]]
and ECBench [19] systematically investigate the embodied indoor cognition of MLLMs, providing
a wider scope of evaluation diversity. However, these benchmarks mainly focus on static scene
exploration, neglecting dynamic first-person operational interactions involving hand and object
movements. Furthermore, while these benchmarks try to assess models’ embodied cognitive abilities
through text-based object referencing, they fall short of adequately evaluating models’ capabilities in
object-level spatiotemporal reasoning, which is crucial for real-world interactions. In contrast, we
have meticulously crafted EOC-Bench to systematically analyze the object-level embodied cognition
of MLLMs in complex dynamic operational scenes.

3 EOC-Bench

3.1 Overview

As illustrated in Fig. 2] we introduce EOC-Bench, a meticulously crafted benchmark designed
to quantitatively assess the object cognition abilities of MLLMs using dynamic egocentric videos.
EOC-Bench comprises 3,277 question-answer pairs derived from 656 real-world videos. These videos
are sourced from four publicly available first-person datasets: EPIC-KITCHENS [62], Ego4D [60],
Charades-ego [63]], and MECCANO [64]], as well as our self-recorded videos captured in various
environments. EOC-Bench includes three dimensions: Past, Present and Future, with a total of 11
tasks aimed at evaluating a model’s object comprehension capabilities including memory, perception
and knowledge in ego-centric world. Notably, to achieve accurate object referencing in dynamic
scenarios, we introduce three types of visual object prompts: bounding boxes, points and masks.

3.2 Benchmark Construction

3.2.1 Video Collection

Our benchmark integrates four established egocentric video datasets: EPIC-KITCHENS [62]], which
features kitchen-related scenarios; Ego4D [60], encompassing a broad array of daily activities;



Charades-ego [[63]], capturing activity instances across various rooms; and MECCANO [64], depicting
industrial-like environments where participants construct toy models. These datasets collectively
cover both indoor and outdoor environments, covering a wide spectrum of activities. To enhance
scenario diversity, we develop a stratified sampling strategy. Initially, we sample 1,000 videos each
from Charades-ego [63]] and Ego4D [60] and annotate them for scene categories using Qwen2-VL-
72B [24]. We further enhance scene diversity by randomly sampling from videos featuring the same
setting, followed by thorough manual quality control to eliminate clips with low information. This
process results in 294 high-quality videos from Charades-ego and 201 from Ego4D. For datasets
like EPIC-KITCHENS and MECCANO with uniform scenes, we randomly choose 239 and 12
representative videos, respectively. All selected videos are uniformly trimmed to durations of 3-10
minutes for efficient annotation. To address gaps in existing datasets, we self-curate 110 videos
capturing three under-represented domains: anomaly perception, physical world dynamics, and
electrical appliance operation. To ensure diversity, 5 volunteers contribute to the collection process.

3.2.2 Capability Taxonomy

Drawing inspiration from established general VideoQA benchmarks [11} 36], we propose a hierar-
chical taxonomy to systematically characterize embodied object cognition capabilities, as shown in
Figure [2}(a). EOC-Bench comprehensively encompasses three temporal dimensions of first-person
video understanding: Past, Present, and Future.

Past. This dimension assesses a model’s ability to perceive and interpret the temporal dynamics
of objects, a critical skill for long-term and complex operations. This capability enables models to
enhance their current understanding by integrating insights from past interactions. The Past dimension
is specifically divided into four categories:

* Object State Retrospection (OSR): Evaluates the capability to monitor changes in object attributes
including color, shape, size, posture, temperature, and motion.

* Object Location Retrospection (OLR): Measures historical positioning accuracy across multiple
granularity: macro-level (room-scale), meso-level (platform/container positioning), and micro-level
(precise location).

* Object Relationship Evolution (ORE): Examines changes in object relationships, encompassing
spatial relationships, motion state dynamics, and temporal sequence relationships.

* Absolute Time Perception (ATP): Assesses absolute time cognition precision through two key
aspects, including pinpointing specific time points and understanding time durations.

Present. This category focuses on evaluating MLLMs’ ability to understand current scenes, with a
focus on the perceptual abilities. Crucially, while emphasizing immediate perception of object states
and environmental conditions, some questions necessitate integration of information from preceding
frames, demanding a comprehensive understanding of the video for accurate responses. This aspect
is categorized into four types:

* Immediate State Recognition (ISR): Evaluates the model’s ability to identify the current state
of objects, including attributes such as material, shape, functional state, surface condition, pose,
motion state, and temperature.

* Object Relationship (OR): Analyzes inter-object dynamics, including spatial, functional, or
comparative relationships between existing objects.

* Purpose and Function Inference (PFI): Requires deducing the potential uses or functions of ob-
jects based on their external characteristics, materials, configurations, and the contextual scenarios
in which they are observed.

* Anomaly Perception (AP): Measures the model’s proficiency in detecting unusual or incongruous
visual inputs, with an emphasis on counter-sense co-occurrence. For instance, Fig. [1|illustrates
a scenario where a cosmetic product is placed in an atypical setting, such as a kitchen, to assess
common sense interference in visual interpretation.

Future. In embodied intelligence systems, predictive capabilities extend beyond mere observation,
empowering proactive adaptation to environmental changes. The capability to foresee future events
is crucial for avoiding hazards and flexibly adapting to changing circumstances. This dimension
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Figure 3: Statistic analysis of EOC-Bench: (a) substantial diversity in object categories and usage
taxonomies, (b) a wide range of video durations correlated with question count, and (c) a balanced
distribution of response options across each question type.

relies on the model’s ability to utilize physical laws and common sense knowledge for prediction and
inference. This dimension is divided into three categories:

Trajectory and Motion Prediction (TMP): Anticipates the future path or dynamic motion changes
of an object based on its current motion and location, enabling models to understand and interact
with moving objects more effectively.

State Change Prediction (SCP): Predicts future changes in an object’s state due to ongoing actions
or environmental fluctuations, enabling preemptive response to imminent changes.

Dynamic Relationship Prediction (DRP): Foresees potential alterations in inter-object relation-
ships, aiding in the prevention of upcoming collisions or other interactions.

3.2.3 Construction of Question-Answer Pairs

To ensure the high quality of our benchmark, we have developed a sophisticated human-in-the-loop
data curation pipeline specifically for the creation of EOC-Bench, and we recruit 10 highly trained
university students as annotators to participate in the annotation process. Our methodology adopts
a category-independent approach, assigning volunteers a predetermined number of tasks related to
various cognitive abilities. This strategy guarantees a balanced representation of question-answer
(QA) pairs, covering both rare and common cognitive abilities. EOC-Bench features a mixed-format
annotation framework with four types of labeling: True/False, Single-Choice, Multiple-Choice
questions, which require explicit options, while Open-Ended questions are crafted to primarily focus
on absolute timestamps information for temporal perception abilities.

Despite leveraging human-annotated data sources and implementing a meticulously designed QA
generation protocol, certain ambiguities and errors may still occur, such as visual prompt offsets,
omissions, and ambiguous options. To address these issues, a thorough filtering process is carried
out post-labeling. This involves rigorous cross-checking and verification among annotators to ensure
both format accuracy and content validity.

3.2.4 Evaluation Metrics

Our EOC-Bench includes diverse question types: True/False (7 F), Single-Choice Answer (SC.A),
Multiple-Choice Answer (MC.A) and Open-Ended Questions (0Q). Following established prac-
tices [L1 35]], we adopt conventional Accuracy based on exact matches for the first three tasks. For
Open-Ended Questions, which require assessing open-ended continuous temporal predictions, we
introduce a novel metric, Multi-Scale Temporal Accuracy (MST A), to accurately evaluate OQ tasks.

Specially, we develop a relative error percentage tolerance mechanism to accommodate varying
error tolerance across different time durations, whether long or short periods. Given a ground
truth timestamp 7}, and a predicted time T},.q, we first calculate the absolute deviation AT =
|Tprea — Tgt|. We then establish dynamic error margins using relative percentage thresholds C' =
{1%, 10%, 20%, 30%}, setting scale-adaptive boundaries {« - Ty | € C'}. These thresholds are
derived from human error analysis, which is detailed in the Appendix. A prediction satisfies threshold

(0%

when AT < « - Tg. The final MSTA score is computed by averaging performance across

temporal scales using:

1
MSTA:ZZJL(ATnggt). (1)

acC



By utilizing various thresholds, MST A strikes a balance between strictness and flexibility: lower
thresholds demand precise alignment, while higher thresholds allow for variability in responses.

3.3 Benchmark Statistics

EOC-Bench comprises 3,277 QA pairs, systematically evaluating MLLMs across 11 cognitive per-
spectives. These include 1,422 questions focused on the Past dimension, 1,348 on the Present, and
507 on the Future. Each question is associated with one or more objects, and the corresponding
visual prompts are annotated on the final frame of the video. The benchmark incorporates a wide
array of object types, encompassing 728 categories that cover various usage scenarios. The category
distribution, along with the top 20 categories, is displayed in Fig. [3}(a). Additionally, Fig. [3}(b)
illustrates the distribution of average video durations, which vary widely from several seconds to over
six minutes. To maintain an even probability distribution for each response option, we rearranged the
order of different answer types, as depicted in Fig. [3}(c).

4 Experiment

4.1 Experimental Setup

Based on EOC-Bench, we comprehensively evaluate a diverse range of general-purpose MLLMs,
including both proprietary MLLMs and open-source models. For proprietary MLLMs, we evaluate
GPT-40 [3], GPT-40-mini [3] and Gemini-2.0-flash [4]. Among open-source MLLMs, we test
Qwen2.5-VL [1]], InternVL2.5 [20], VideoLLaMA2&3 [21} 25]], LLaVA-OneVision [27]], LLaVA-
Video [65]], NVILA [66], LongVA [31] and VideoLLaVA [28]]. Additionally, we assess the object-
focused MLLMs including VideoRefer [[12], ViP-LLaVA [23]], Osprey [22] and SPHINX-V [67]. For
all models, we perform zero-shot inference to assess their object cognition capabilities using their
default settings. More detailed configurations are provided in the Appendix.

4.2 Main Results

In this section, we provide a detailed performance comparison and analysis. Table [2]reports the main
experimental results.

Baselines. The “Random” entry in the first row denotes random guessing. For multiple-choice
answers, we randomly select the number of options and the corresponding choices. For open-ended
questions in Absolute Time Perception (ATP) task within the Past dimension, values are randomly
selected between 0 and video length. Additionally, we also assess human performance on EOC-Bench
using video input with three volunteers.

Proprietary MLLMs. Despite a significant performance gap compared to human capabilities, the
leading proprietary model, GPT-4o [3]], delivers commendable results with 61.83%. GPT-40 [3]]
successfully meets the passing criteria across various subtasks, showcasing its potential in multiple
domains. However, the model faces challenges in the Past dimension, particularly with Absolute Time
Perception (ATP) and Object Relationship Evolution (ORE), even when timestamps are provided for
each frame. This indicates the model’s limited capacity to perceive and remember temporal changes.
The difficulties encountered by GPT-4o0 [3]] in these areas underscore a significant opportunity for
improvement, highlighting the need for advancements in temporal awareness and memory retention.

Open-source MLLMs. Top-tier open-source models, like InternVL2.5-78B [20], still show a
noticeable gap compared to closed-source models, trailing GPT-40 [3]] by 9.5%. Other state-of-
the-art Video-LLMs on existing benchmarks, such as Qwen2.5-VL [1]], VideoLLaMA3 [21]], and
NVILA [66]], underperform on our tasks, particularly in Object Relationship Evolution (ORE) and
Absolute Time Perception (ATP). A substantial number of these models are tagged with grey marks,
indicating significant limitations in their memory recall capabilities.

Object-level MLLMs. Object-level MLLMSs, such as the recent VideoRefer [12], outperform
many competitive models, highlighting the effectiveness of the object-level representation learning.
However, they still face challenges in the Object Relationship Evolution (ORE) task when dealing
with dense, similar objects in complex operational scenes, and in the Absolute Time Perception (ATP)
task with dynamic temporal changes. Given the scarcity of open-source object-level video MLLMs,
we also evaluated some image-level MLLMs, like ViP-LLaVA [23]], Osprey [22] and SPHINX-V [67].
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OSR  OLR ORE ATP Mean

Random - 24.87 | 2936 26.56 2646 1092 2475 | 2630 2330 21.29 2647 2441 | 27.80 21.96 34.09 2643
Human 94.63 9695 9349 9471 7430 90.67 | 99.33 98.23 96.77 93.14 97.99 | 95.12 95.79 9091 94.67

Proprietary Multimodal Foundation Models

Present Future

Method ISR OR PFI AP Mean ‘ TMP SCP DRP Mean

Input | Mean

Gemini-2.0-flash [4 32f | 4545 | 5042 3442 2284 1032 29.78 | 61.98 56.34 69.35 5196 61.50 | 5220 54.70 48.86 52.53
GPT-40-mini" [3 32f | 4947 | 5326 5235 29.68 21.10 3947 | 5846 4926 67.74 5882 5831 | 56.59 50.00 54.55 5345
Gemini-2.0-flash* [4. 32f | 57.38 | 63.46 65.10 32.56 28.60 47.87 | 6884 57.52 69.68 65.69 6595 | 58.54 64.02 5795 60.75
GPT-40" [3 32f | 61.83 66.04 7193 4656 3446 5491 | 7146 5285 78.18 6275 6732 | 69.61 68.69 6897 69.11
Open-Source Multimodal Foundation Models
VideoLLaVA-7B |28 8f 34.11 | 31.86 37.94 2758 13.14 2797 | 41.04 35.10 4097 3725 39.24 | 4098 31.78 4432 37.67
LongVA-7B 31 32f | 3534 | 36.84 4336 17.83 1532 28.69 | 38.19 36.58 48.06 42.16 40.36 | 39.02 42.06 4091 40.63
NVILA-8B [66 32f | 37.69 | 37.40 46.61 20.89 12.09 29.69 | 4439 41.59 49.03 46.08 44.83 | 42.44 3832 4432 41.03
VideoLLaMAZ2.1-7B [25 16f | 37.74 | 4488 4282 1922 11.64 30.08 | 4724 37.17 5194 3922 45.18 | 40.00 36.92 4432 3945
Qwen2.5-VL-3B [1 1fps | 38.17 | 3878 48.78 23.96 7.66 30.34 | 4992 38.94 4516 3824 45.18 | 4293 36.57 50.00 4145
VideoLLaMA3-2B [21 1fps | 3841 | 37.12 46.88 21.17 1126 29.57 | 49.92 4336 4839 3824 47.03 | 4341 36.11 43.18 4028
LLaVA-OV-7B [27 32f | 4046 | 40.72 4553 22.84 9.53 30.15 | 5410 43.07 52.58 46.08 50.37 | 47.32 37.38 46.59 43.00
VideoLLaMA2-72B [25 16f | 41.55 | 4377 51.22 2423 646 32.03 | 50.08 3746 58.06 45.10 4837 |49.27 5047 51.14 50.10
LLaVA-Video-7B [65 32f | 41.82 | 4432 4851 2256 9.76 31.82 | 5427 43.66 5581 49.02 51.56 | 4585 40.65 47.73 4398
Qwen2.5-VL-7B |1 Ifps | 43.13 | 47.37 4634 2145 8.18 3138 | 57.29 4454 5935 49.02 5393 | 48.78 4630 4659 4735
InternVL2.5-8B [20. 32f | 45.15 | 4571 5447 39.00 9.76 37.87 | 5544 4897 54.84 41.18 52.60 | 49.76 38.79 53.41 45776
VideoLLaMA3-7B |21 Ifps | 46.04 | 45.15 52.85 2451 1554 3500 | 57.96 48.67 62.58 49.02 56.01 | 5220 49.54 4886 50.49
LLaVA-OV-72B 27 32f | 47.88 | 46.81 5095 2646 1291 3481 | 64.15 51.33 6452 49.02 59.87 | 58.05 46.73 54.55 52.66
LLaVA-Video-72B [65 32f | 49.59 | 49.03 5691 26.74 24.02 39.59 | 6332 4720 63.87 50.00 5838 | 56.10 55.14 47.73 54.24
Qwen2.5-VL-72B [1I Ifps | 49.87 | 51.25 5122 40.11 848 3841 | 61.31 4779 67.10 57.84 5898 | 56.10 60.65 54.55 57.76
InternVL2.5-38B [20 32f | 5231 5540 59.62 3092 1089 39.89 | 64.15 5428 71.29 64.71 63.35 | 60.98 54.67 57.95 57.79
InternVL2.5-78B [20 32f | 52.33 | 5346 6396 33.15 1201 4135 | 66.67 5074 67.10 52.94 61.72 | 67.80 5047 5455 58.19
Object-level Multimodal Models
Osprey-7B [22 If 2736 2271 20.33 1588 7.41 16.78 | 42.88 29.50 32.58 2941 36.13 | 39.51 30.37 28.41 33.73
SPHINX-V-13B |67 1 2921 2548 2331 13.37 3.83 16.79 11.71 3127 4419 3922 39.47 11.46  31.02 39.77 36.74
ViP-LLaVA-7B [23 If 32.82 ‘ 3573 36.86 17.55 8.26 25.00 | 42.88 3599 4645 2647 40.73 | 3463 2991 40091 33.73
VideoRefer-7B [12] 16f | 4044 4737 55.01 2340 1059 34.69 | 4891 39.82 5355 3824 46.88 | 41.95 3551 43.18 3945

Table 2: Performance of representative MLLMs on EOC-Bench. The best results are marked
with orange. The results below random guess are marked with grey . Entries in grey indicate
image-level methods that use only the last frame as input. *: We manually added a timestamp before
each frame. [Nf] denotes that the model takes N frames uniformly sampled from a video as input.

While these models underperform in the Past dimension, which requires memory of previous frames,
they still deliver reasonably performance in the Present and Future dimensions.

4.3 Analysis Across Different Question Types

We conduct an analysis of the models’ results across different question types to facilitate a more
comprehensive horizontal and vertical examination, as illustrated in Table E}

Smaller MLLMs Often Struggle with Multiple-Choice Questions. Many MLLMs face challenges
in answering multiple-choice questions (MC.A), often scoring lower than random guess (indicated
by a grey mark). This issue is particularly evident in smaller models, those with 7B parameters or
fewer. We surmise that these smaller models have overfitted to simple single-choice questions during
training, hindering their ability to follow instructions for handling questions with multiple options.

Few MLLMs are Time-sensitive. The O Q metric, which measures the model’s ability to perceive
past time, indicates that the some models perform below random guessing levels, with 9/21. Even the
strongest open-source model scores only 24.02%, just 13.1% above random chance. This underscores
a crucial capability that is lacking in most models, yet is essential in the field of embodied Al.

Larger MLLMs Excel in Handling Future-Oriented Problems. Future-oriented tasks demand a
combination of commonsense reasoning and extensive knowledge. Our observations indicate that as
the size of the model increases, so does its reasoning capability. For instance, Qwen2.5-VL [1]] with
3B, 7B, and 72B parameters, as well as VideoLLaMA3 [21] with 2B and 7B parameters, demonstrate
significantly improved performance in these tasks. This trend suggests that larger MLLMs are better
equipped to tackle problems that require forward-thinking and predictive reasoning, due to their
enhanced capacity to integrate and process complex patterns of information.

Past-Oriented Questions Pose Greater Challenges to MLLMs. Through a comparative analysis
of similar problem types, we discover that models generally perform worse on questions related to
past events compared to other categories. While smaller models may grapple with future-oriented
problems, larger models often fall short when addressing past-oriented questions. This difficulty in
accurately recalling and processing past information is a prevalent issue among current MLLMs,
indicating a significant area for improvement in their design and training.



Method ‘ Input ‘ Mean Past Present Future

SCA MCA TF 0Q | SCA MCA TF 0Q | SCA MCA TF | SCA MCA TF
Random | - | 2627 1834 5000 1092|2951 2056 50.00 10.92 | 2472 1495 50.00 | 23.53 18.60  50.00

Proprietary Multimodal Foundation Models
GPT-40" [3 32f | 69.03 5444 6386 34.46 | 67.00 49.06 5556 34.46 | 6929 58.08 68.85 | 72.76 63.95 61.46
GPT-40-mini* 3] 32f | 5731 3280 5876 21.10 | 52.07 2626 44.44 21.10 | 60.79 41.24 67.14 | 5820 34.88 54.08
Gemini-2.0-flash* [4] 32f | 68.68 2849 6328 28.60 | 66.15 20.14 4444 28.60 | 70.66 37.63 7143 | 68.11 3488 59.18
Open-Source Multimodal Foundation Models

VideoLLaVA-7B [28 8f 41.55  11.11 5480 13.14 | 41.24 836 33.33 13.14 | 4234 1495 5857 | 39.63 11.63 54.08
VideoLLaMAZ2.1-7B [25 16f | 47.67 9.01 5278 11.64 | 4540 836 5556 11.64 | 5129 928 50.00 | 41.27 10.81 54.46
VideoLLaMA2-72B (25 16f | 53.15 13.15 51.67 646 | 5221 523 5556 646 | 52.77 22.68 5143 | 56.63 18.92 51.49
LongVA-7B 31 32f | 4173 1640 5424 1532 | 41.24  9.06 4444 1532 | 4197 2371 6143 | 42.11 2442 50.00
NVILA-8B [66 32f | 4973 053 5537 12.09 | 47.41 0 66.67 12.09 | 51.85 1.55 57.14 | 48.30 0 53.06
InternVL2.5-8B [20 32f | 5495 2399 57.63 9.76 | 55.11 2230 5556 9.76 | 56.55 26.80 62.86 | 49.23 2326 54.08
InternVL2.5-38B [20 32f | 6445 2628 6271 10.89 | 62.67 10.10 5556 10.89 | 66.70 43.30 67.14 | 61.30 41.86 60.20
InternVL2.5-78B [20 32f | 6432 26.63 6158 12.01 | 62.55 1638 5556 1201 | 65.13 4021 68.57 | 65.94 3023 57.14
LLaVA-OV-7B [27 32f | 54.18 0 57.63 9.53 | 4943 0 5556 9.53 | 58.67 0 61.43 | 50.77 0 55.10
LLaVA-OV-72B [27 32f | 61.32 1217 61.02 17.22 | 5549 1.74 77778 1722 | 66.05 22.68 67.14 | 59.75 23.26 55.10
LLaVA-Video-7B [65 32f | 56.23 0 57.06  9.76 | 52.33 0 5556 9.76 | 59.78 0 67.14 | 53.87 0 50.00
LLaVA-Video-72B [65 32f | 62.73 1023 60.45 24.02 | 59.27 244 66.67 24.02 | 6522 1856 62.86 | 62.85 17.44 58.16
Qwen2.5-VL-3B |1} Ifps | 50.50 144 56.67 7.66 | 50.44 0 66.67 7.66 | 51.85 3.09 5857 | 4625 2.67 54.46
Qwen2.5-VL-7B [1] Ifps | 5425 13.67 6222 8.18 | 49.81 627 66.67 8.18 | 5839 2371 68.57 | 51.35 16.00 57.43
Qwen2.5-VL-72B [1 Ifps | 6145 27.16 5444 848 | 57.12 21.60 3333 848 | 63.19 3454 6143 | 66.07 2933 5149
VideoLLaMA3-2B [21 Ifps | 4998 370 57.06 11.26 | 4729 1.05 5556 11.26 | 5323 6.19 64.29 | 45.68 690 52.04
VideoLLaMA3-7B [21 Ifps | 57.15 1727 5500 1554 | 5233 941 4444 1554 | 60.89 2629 62.86 | 56.46 24.00 50.50
VideoRefer-7B [12] | 16f | 5427 0 5424 1059 | 57.12 0 5556 10.59 | 54.43 0 60.00 | 46.75 0 50.00

Table 3: Performance of representative MLLMs across different question types: SC.A (Single-
Choice Answer), MC.A (Multi-Choice Anwer), T F (True/False), OQ (Open-Ended Question). The
best results are marked with orange . The results below random guess are marked with grey . x:
We manually added a timestamp before each frame.

Mean Past Present Future
# Frames 1f 8f 32f 41t 1f 8f 32f A1 If 8f 32f 41 1f 8f 32f 41
GPT-40" [3 49.6 586 61.8 24.6 36.8 50.6 549 492 602 647 673 11.8 580 652 69.1 19.1
Gemini-2.0-flash* [4] 478 512 574 20.1 299 377 479 602 647 634 660 20 53.1 570 608 145
InternVL2.5-78B [20] 476 513 523 99 33.1 389 414 240 59.8 643 61.7 32 558 564 582 43
VideoLLaMA3-7B [2I] 42.1 455 462 104 285 343 36.1 267 546 550 551 09 46.5 49.7 505 8.6

Table 4: Performance of representative MLLMs with varying input frames. ‘1f’ denotes using
only the last frame, while ‘8f/32f” refers to frames that are uniformly sampled, including the last
frame. y represents the rate of increase in performance from ‘1f’ to ‘32f’.

4.4 Multi-Frame Gain

We assess the multi-frame gain for frames 1, 8, and 32 within EOC-Bench. The strong proprietary
MLLMs, GPT-40 [3] and Gemini-2.0-flash [4]], exhibits a substantial performance boost, gaining
24.6% and 20.1% when moving from single-frame input to 32-frame input setting. This improvement
is particularly pronounced in past-oriented tasks, with an improvement of 49.2% and 60.2%. These
findings underscore the critical role of multi-frame reasoning in the EOC-Bench, especially for
memory recall tasks. The ability to access information from previous frames can significantly enhance
both current and future understanding. Other open-source models , such as InternVL2.5-78B [20],
and VideoLLaMA3-7B [21], demonstrate similar trends. However, their ability to effectively process
multiple frames is comparatively weaker, resulting in less pronounced performance improvements.
This highlights the potential benefits of enhancing multi-frame processing capabilities in MLLMs to
achieve more substantial performance gains across a variety of tasks.

5 Conclusion

In this paper, we presented EOC-Bench, an innovative benchmark aimed at evaluating the embodied,
object-level cognition capabilities of MLLMs. EOC-Bench thoroughly assesses MLLLMs within the
scenes involving dynamic egocentric interactions across three temporal dimensions: Past, Present
and Future. To ensure high quality, we developed a mixed-format human-in-the-loop annotation
framework and introduced a multi-scale temporal accuracy metric to enhance the precision of open-
ended questions. Extensive evaluations conducted on EOC-Bench across a range of proprietary and
open-source models, have revealed that many MLLMs face challenges in effectively performing
embodied object cognition tasks, particularly in recalling and processing past information as well as
in absolute time perception. We hope EOC-Bench will drive progress in developing MLLMs capable
of understanding a more complex and diverse physical world.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction accurately reflect the contri-
butions and scope of our paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discusses the limitations of the work performed in the supplemental
material.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical assumptions and proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided a detailed description of the model’s implementation, and
fully released the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided detailed instructions to reproduce our experimental results.
The comprehensive guidelines and code are available.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the test details in the main paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports the performance values following common metrics and the
statistical significance of the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the computer resources we used in the main paper.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the research conducted in the paper conforms in every respect with the
NeurIPS Code of Ethics. We have adhered to ethical guidelines throughout our research
process, ensuring the integrity and responsible conduct of our work.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the societal impacts of the paper in the supplemental material.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper in the reference and introduce the licenses for
existing assets in supplemental material.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will release new assets after the paper is accepted, including corresponding
code and documentation.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: The instructions is detailed in the supplemental material.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve such risks.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The LLM is only used for grammar checking and did not impact the core
methodology, scientific rigor, or originality of the research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

In this document, we offer additional details about our benchmark. The appendix is organized as
follows:

[A} Additional details on EOCBench;
More experimental analysis;

° 3§

N

* §(Ct Experimental setup;

» §[Df Additional dataset analysis;

§ [Et Limitations and broader impacts;
§ [Ft Asset license and consent;

§[G]

More exemplar visualizations.

A Additional Details on EOCBench

A.1 Human Error Analysis for Evaluation Metrics

To accurately evaluate the Open-Ended Questions (OQ) task, we have developed a novel metric,
Multi-Scale Temporal Accuracy (MST.A) for comprehensive temporal perception, as introduced in
the Section 3.2.4 of the main paper. Here, we provide additional details on the choice of dynamic
error margins in MST A through the carefully designed human error analysis. Specially, we first
asked three volunteers to answer this type of question, and then analyzed the error ratio compared to
the ground truth, expressed as 7 = (Tpreq — Tty /Ty We compared all r values from all questions
and created a histogram of these results, as shown in Fig. [} (a).

It can be observed that the error ratios are primarily concentrated around 0, with absolute values rarely
exceeding 30%. We then conduct a quantile analysis of |r|, selecting quantiles at 50%, 75%, 90%,
95%, with corresponding error ratio being 1.4%, 11.9%, 20% and 30%, respectively. Based on these
analyses, we set the threshold for dynamic error margins at {1%, 10%, 20%, 30%} for subsequently
scale-adaptive boundaries as described in the main paper. A 1% threshold demands near-exact
alignment, signifying extreme precision, whereas a 30% threshold caters to greater variability in
responses, accommodating almost all human answers within this margin. Fig. @(b) depicts the
statistical distribution of human error ratio. This dynamic threhold scheme balances strictness and
flexibility, ensuring that our framework captures the spectrum of human error while maintaining
stringent evaluation criteria.

Histogram of Human Error Ratio
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Figure 4: Statistics distribution of human error ratio. (a) displays a histogram depicting the
density and spread of human error ratios; (b) presents a pie chart categorizing the error ratios into
quantitative segments.
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A.2 Additional Annotation Details

A.2.1 Human-in-the-Loop Annotation Pipeline

To ensure the high quality of our benchmark, we employ a rigorous human-in-the-loop annotation
pipeline comprising two stages: initial annotation stage, followed by cross-checking and verification
stage. Additional details are provided below:

Initial annotation. In the initial annotation phase, each annotator is assigned questions belonging
to a specific category, such as Past, Present, or Future, along with a set of randomly selected videos to
ensure the data diversity and a relatively uniform distribution. To ensure a thorough understanding of
each category, annotators are provided with a detailed guide for each category. During the annotation
process, annotators are permitted to pause and examine any frame within the video.

Cross-check and verification. During the cross-check procedure, each annotator reviews the work
of another, focusing primarily on two key aspects: the quality of the question-answer pairs and the
accuracy of the annotated visual prompts. If a visual prompt, like point, box and mask, is of low
quality or missing, the annotator can either carefully reannotate it or discard it; 185 object prompts
were reannotated and 34 were discarded. For question-answer pairs that are deemed low quality, the
reviewer must definitely discuss the issues with the original annotator to finalize the annotation. In
total, 76 questions required collaborative resolution during this verification phase.

Besides, we provide brief biographies of all 10 annotators who participated in the annotation process
in the Table

ID Academic Status Field of Study
1 First-Year Master’s Student Computer Science
2 First-Year Master’s Student Computer Science
3 First-Year Master’s Student Robotics
4 Second-Year Master’s Student Computer Science
5 Second-Year Master’s Student Computer Science
6 Second-Year Master’s Student Robotics
7 Recent Master’s Graduate Robotics
8 First-Year Ph.D. Student Computer Science
9 Third-Year Ph.D. Student Computer Science
10 Recent Ph.D. Graduate Computer Science

Table 5: Brief biographies of the 10 human annotators in EOC-Bench.

B More Experimental Analysis

B.1 Comparisons Across Multiple Dimensions

To intuitively showcase the performance of mainstream MLLMs, including both proprietary MLLMs
and open-source models, across various evaluation dimensions of EOC-Bench, we provide a detailed
comparison illustrated in Fig.[5] We assess the models across the 11 evaluation tasks, as well as
multiple question types spanning three temporal categories.

B.2 Analysis of model performance based on video duration

For further analysis, we subcategorize videos into short, medium, and long durations, like [68]].
Specifically, short refers to 0—0.5 minutes, medium to 0.5-2 minutes, and long to 2—10 minutes.
Across all models, we observe a consistent performance drop as video length increases. For instance,
GPT-40 [3] achieves a mean accuracy of 62.57 on short videos, compared to 61.33 on medium and
58.36 on long ones. Other models exhibit similar trends. This trend highlights that most MLLMs
demonstrate stronger capabilities in short-term perception and recall, but struggle to maintain memory
consistency over extended temporal contexts.

The most significant performance degradation occurs in the Past category, indicating that long-term
memory recall remains a critical challenge for current MLLMs in egocentric scenarios. In contrast,
Present and Future tasks tend to benefit from medium or long video durations, indicating that extended
temporal context helps improving scene understanding and anticipatory reasoning.
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Figure 5: Comparison of mainstream MLLMs on EOC-Bench. Left: Performance on 11 evaluation
tasks within EOC-Bench. Right: Performance across different question types spanning Past, Present
and Future categories.

Model Tnput Mean Past Present Future

Short Medium Long | Short Medium Long [ Short Medium Long [ Short Medium Long
GPT-4o [3] 32f 6257 6133 5836|5740 5274 4941|6636 6939 7547|6552 7580 68.97
Gemini-2.0-flash [4] 32f 5775  56.61 57.07|50.09 43.11 4872|6533 67.70 67.05|53.77 7134 67.24
GPT-40-mini [3) 32f  50.17 4825 4821 |40.10 37.07 42.19|5851 58.08 56.82|50.34 59.24 5345
InternVL2.5-78B [20] 32f  52.60 5252 50.15|44.17 3729 38.19| 6037 6529 6477|5034 70.06 65.52
InternVL2.5-38B [20] 32f 5332 51.37 4840|4344 3541 3448|6140 6838 68.18 | 54.11 63.06 62.07
Qwen2.5-VL-72B [1] Ifps 5040 49.03 48.78 | 39.68 37.18 38.11 |58.72 5945 6123|5444 61.78 59.62
LLaVA-Video-72B [65 32f 4981 4739 47.71 | 41.10 33.82 3489|5655 6220 6591|5171 56.69 60.34
LLaVA-OV-72B [27] 32f 4839 4648 48.40 | 36.01 3241 35.03 5820 63.57 6591|5034 5287 63.79
VideoLLaMA3-7B [21] Ifps 4641 4731 40.32|36.99 3247 3201|5387 6392 5341|4796 56.69 46.55
InternVL2.5-8B [20] 32f 4221 4126  43.17|33.57 3244 3523|4954 49.83 51.14|41.78 4841 55.17
VideoLLaMA2.1-72B [25] 16f 41.85 4135 40.17|33.10 31.53 28.43|46.85 5155 54.55|49.66 49.04 55.17
LongVA-7B [31] 32f 3646 3250 35.75|29.08 27.94 2871|4159 3540 43.18|40.07 39.49 46.55

Table 6: Performance comparison of representative MLLLMs across different video durations.

B.3 Performance of Various Visual Object Prompts

To validate the effectiveness of visual prompts for object referencing, we conduct additional experi-
ments on the representative MLLMs with various visual prompts, including point, box, and mask.
The comparison results are presented in Table[7] In the main paper, we employ box prompt as the
default setting. Boxes, compared to masks, are easier to obtain in practical applications. Additionally,
compared to points, boxes offer more precise references.

B.4 Quantitative Error Analysis in EOC-Bench

To quantify and identify the primary challenges of our EOC-Bench, we perform a comprehensive
error analysis on representative MLLMs, examining both choice-based and open-ended questions.

B.4.1 Choice-based Questions

For choice-based questions, we conduct analysis on the top-performing MLLM, GPT-4o [3]]. Specially,
we randomly sampled 300 choice-based erroneous QAs from EOC-Bench, with 30 QAs for each task.
We then meticulously examined these errors and categorized them into four primary types:

* Perception Error. This type of error involves issues with perception in the current frame, including

interference from previous frames, insufficient attention to finer details, counting errors, and
intra-frame interferences.
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Point Box Mask

Model Mean Past Present Future Mean Past Present Future Mean Past Present Future
InternVL2.5-8B [20] 41.83 3635 4548 47.51 42.05 3345 49.70 45.36 4212 3504  48.07 46.15
Qwen2.5VL-7B [T] 4121 31.81  49.18 46.35 4313 3138 5393 47.35 4131  30.64  52.08 42.60
VideoLLaMA3-7B [21] 4524 37.04  52.89 47.93 46.04 3500  56.01 50.49 46.10 3541 5593 49.94
LLaVA-Video-7B 41.13 3282 49.04 43.39 39.50 32.67 48.96 43.39 4091 3240  48.96 43.39

Table 7: Performance of representative MLLMs with different visual prompt inputs.

* Memory Error. This error type reflects incorrect observation or recall of information from previous
frames, including interference from current frames and missing observations, suggesting that the
32 sampled frames are insufficient to answer the memory-related questions.

Relational Reasoning Error. This type of error involves difficulties in perceiving or inferring
simple relationships between objects.

* Knowledge Error. This category encompasses errors in reasoning, common sense, and calculation.

Distribution of Error Types by Task
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Figure 6: Quantitative error analysis by type for choice-based questions in EOC-Bench.

In the Past category, as illustrated in Fig.[6] memory errors are predominant, accounting for 93% of the
errors. These are primarily due to insufficient processing of historical frames (73%) and interference
from current frame (17%). The remaining 10% are missing observation errors, which highlight the
inherent constraints of fixed-frame sampling strategies. These findings point to a significant weakness
of GPT-40 [3] in temporal context modeling, particularly its difficulty in effectively retaining and
using cross-frame information for video understanding tasks.

In the Present category, perception errors account for 61%, followed by knowledge errors (22%) and
memory errors (7%). Notably, intra-frame interference constitutes a significant portion of perception
errors, revealing the model’s limitations in regional-level visual perception and its susceptibility
to hallucinatory artifacts. These observations suggest that spatial perception remains a persistent
challenge.

In the Future category, approximately 59% of errors are knowledge-related issues, indicating
limitations in reasoning abilities and common sense understanding.

B.4.2 Open-Ended Questions

To assess open-ended questions related to temporal perception accuracy, we conducted a density-
based analysis of deviations between ground-truth timestamps and model-generated responses, as
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Figure 7: Quantitative error analysis for open-ended questions in EOC-Bench. Left: Density analysis
of temporal perception deviations (error ratio) among humans and models. Right: Model accuracy
across different time thresholds for dynamic error margins.

visualized in Fig. [7H(Left). The distribution of human responses exhibits a pronounced peak followed
by rapid decay, suggesting that most human answers achieve minimal error ratios, with only sporadic
instances of higher inaccuracies. In contrast, the five top-performing models—GPT-4o [3], LLaVA-
Video-72B [65]], VideoLLaMA3-7B [21], Qwen2.5-VL-72B [[1]] and NVILA-8B [66]-demonstrate
flatter distributions with broader spreads. This pattern suggests that these models exhibit greater
variability in temporal perception, frequently producing larger errors in specific cases.

The observed disparity highlights a substantial discrepancy between current MLLMs and human-level
temporal perception, suggesting that some model predictions rely on haphazard estimation rather
than precise temporal understanding. As illustrated in Fig. [7}(Right), the figure also presents model
accuracy across various time thresholds, specifically 0.01, 0.1, 0.2, and 0.3.

C Experimental Setup

C.1 Model Configurations

The configurations of the mainstream MLLMs we evaluate, including the official checkpoints, the
number of frame samples, and details regarding the “Do Sample”, “Max New Tokens”, “Temperature”
and “Top-P” parameters, are provided in Table[§]

C.2 Additional Implementation Details

We utilize the official repository of each MLLMs to perform evaluations on our EOC-Bench bench-
mark. Pre-sampled images from 1-frame, 8-frame, 16-frame, 32-frame, and 1 fps sequences serve
as input for the corresponding models according to their default settings. Besides, for proprietary
MLLMs, including GPT-40, GPT-40-mini and Gemini, we introduce timestamps prior to each frame
to enhance the model’s temporal awareness. The open-source models are evaluated with their default
settings, and all evaluations are conducted using NVIDIA A100 GPUs.

C.3 Carefully Crafted Prompts

Visual Prompts. We employ the SoM [69]] method to overlay various spatial markers onto the images
in the final frame of the video. For a single object, only its visual prompt is highlighted in red on
the last frame. In the case of multiple objects, we overlay both their identifying numbers and visual
prompts in various colors to facilitate differentiation. An example is presented in Fig.

Text Prompts. The text prompts used for inference are consistent across all models and are as
follows:

System Prompt: I have overlaid the box on the last frame of the video, <
object 1>: red; <object 2>: blue, <object 3>: green; <object 4>:
yellow; <object 5>: purple; <object 6>: orange;
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Model Frames API Checkpoint / HF Checkpoint Do Max New Temp. Top-P
Sample  Tokens

Proprietary Multimodal Foundation Models

GPT-4o-mini [3] 32 gpt-40-mini-2024-07-18 1024 0 1
GPT-40 32 gpt-40-2024-08-06 1024 0 1
Gemini-2.0-Flash [4] 32 gemini-2.0-flash 1024 0 1
Open-Source Multimodal Foundation Models
InternVL2.5-8B 32 OpenGVLab/InternVL2_5-8B False 1024
InternVL2.5-38B 32 OpenGVLab/InternVL2_5-38B False 1024
InternVL2.5-78B [20] 32 OpenGVLab/InternVL2_5-78B False 1024
LongVA-7B 32 1mms-lab/LongVA-7B False 1024
LLaVA-Video-7B 32 1mms-lab/LLaVA-Video-7B-Quen2 False 1024
LLaVA-Video-72B 32 1mms-lab/LLaVA-Video-72B-Qwen2 False 1024
LLaVA-OneVision-7B [27] 32 1lmms-lab/llava-onevision-qwen2-7b-ov False 1024
LLaVA-OneVision-72B [27] 32 Imms-lab/llava-onevision-qwen2-72b-ov-sft False 1024
Qwen2.5-VL-3B 1fps Qwen/Qwen2.5-VL-3B-Instruct False 1024
Qwen2.5-VL-7B [T1] 1fps Qwen/Qwen2.5-VL-7B-Instruct False 1024
Qwen2.5-VL-72B [1] 1fps Qwen/Qwen2.5-VL-72B-Instruct False 1024
VideoLLaMA2.1-7B 16 DAMO-NLP-SG/VideoLLaMA2.1-7B False 1024
VideoLLaMA2-72B [25] 32 DAMO-NLP-SG/VideoLLaMA2-72B False 1024
VideoLLaMA3-2B Ifps  DAMO-NLP-SG/VideoLLaMA3-2B False 1024
VideoLLaMA3-7B [21] 1fps DAMO-NLP-SG/VideoLLaMA3-7B False 1024
NVILA-8B [66] 32 Efficient-Large-Model/NVILA-8B-Video False 1024
VideoLLaVA-7B 8 LanguageBind/Video-LLaVA-7B False 1024
VideoRefer-7B [12] 16 DAMO-NLP-SG/VideoRefer-7B False 1024
ViP-LLaVA-7B 1 llava-hf/vip-1llava-7b-hf False 1024
Osprey-7B [22] 1 sunshine-lwt/Osprey-Chat-7b False 1024
SPHINX-V-13B 1 Afeng-x/SPHINX-V-Model False 1024

Table 8: Model configurations for evaluating mainstream MLLMs in EOCBench (Temp.: tempera-
ture).

Single choice

USER: {Question} Options: {Options} Answer directly using the letters of
the options given and wrap your response in <choice></choice>. For
example, if the answer is A, then output <choice>A</choice>.

Multi choice

USER: {Question} Options: {Options} Answer directly using the letters of
the options given. There are multiple answers, SO wrap your response
in <choice></choice>. For example, if the answer is A and B, then
output <choice>A, B</choice>; if the answer is A, B and C, then output
<choice>A, B, C</choice>.

Open ended
USER: {Question} Please output the answer directly in seconds.

Single object (box) Single object (mask) Multiple objects (box) Multiple objects (point)

Figure 8: Illustrative examples of annotation formats for visual prompts.

D Additional Dataset Analysis

Fig. 9| provides an additional statistical analysis through the form word cloud, capturing the range of
questions and answers encompassed in EOC-Bench. The predominance of terms related to dynamics
and changes—such as “change”, “changed”, “seconds”, and “happened”—indicates a substantial
focus on the temporal and transformational aspects within the dataset. These terms are essential for
assessing the memory capabilities of robots, as they require understanding and recalling sequences of

events and alterations over time.
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Moreover, the word cloud highlights the significance of spatial understanding, with frequent terms
like “relative”, “relative position”, and “relationship”. These words underscore the importance of
comprehending the spatial dynamics between objects. Analyzing these spatial relationships allows
the model to infer how objects are positioned relative to each other, providing insights essential for

effective planning and execution.

E Limitations and Broader Impacts

Limitations. Our EOC-Bench demonstrates the commendable assessment of embodied object
cognition, yet certain limitation remain. The video inputs for EOC-Bench are limited to durations of
under six minutes, which may not adequately evaluate the cognitive abilities of MLLMs in terms of
prolonged visual memory.

In our future work, we are dedicated to progressing our research by collecting video resources of
longer durations. We aims to explore the effects of increasing video input durations, particularly in
terms of the models’ ability to retain prolonged visual information.

Broader Impacts. As a benchmark specifically designed for evaluating in the domain of embodied
ego-centric cognition, EOC-Bench is set to draw considerable interest from researchers keen on
examining cognitive processes related to focusing on specific objects. Moreover, EOC-Bench aims to
assist contemporary MLLMs in transcending the limitations inherent in images, videos, and texts
alone, by shifting their focus toward the visual prompt inputs encountered in real-world scenarios.

F Asset License and Consent

In our EOC-Bench, we utilize four open-source datasets: EPIC-KITCHENS [62]], Ego4D [60],
Charades-ego [63] and MECCANO [64]]. All datasets are publicly accessible and freely available for
academic research. Table 0] provides a detailed list of the resources used in this research work, along
with their respective licenses.

Dataset License URL

EPIC-KITCHENS [62] CCBY-NC4.0 https://epic-kitchens.github.io/2025

Ego4D [60] MIT license https://github.com/facebookresearch/Ego4d
Charades-ego [63] Non-Commercial Use |https://prior.allenai.org/projects/charades-ego
MECCANO [64] CCBY-NC 4.0 https://iplab.dmi.unict.it/MECCANO/

Table 9: Open-source resources used in this work.

G More Exemplar Visualizations

G.1 Failure Case Studies

Fig.[T0|displays representative cases from top-performing GPT-4o [3] on our EOC-Bench. These cases
systematically demonstrate the model’s failure patterns across multiple error categories, including
current visual perception errors, common sense errors, and historical frame errors, while covering
diverse question types from EOC-Bench.

G.2 Visual Samples Across Tasks

To intuitively illustrate the characteristics of our EOC-Bench, we further showcase samples spanning
11 tasks, organized as follows:

*  Object State Retrospection (Fig. [TT)

*  Object Location Retrospection (Fig.
*  Object Relationship Evolution (Fig. [L3)
e Absolute Time Perception (Fig.

* Immediate State Recognition (Fig.[T5)
*  Object Relationship (Fig.
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Figure 9: Worldcloud of questions and answers in EOC-Bench.

Anomaly Perception

Q: Are <object 0> and <object 1> made of the same material?

A: Yes, they are all made of ceramic.

B: Yes, they are all made of plastic.

C: No, <object 0> is made of plastic while <object 1> is made of ceramic.
D: No, <object 0> is made of ceramic while <object 1> is made of plastic.

GT:C GPT-40: D Current Visual Perception Errors

Dynamic Relationship Prediction

Q: If | took <object 0> away, what would happen to <object 1>?
A: Remain stationary
B: May slip on the table

GT: B GPT-40: A @ Relational Reasoning Errors

Anomaly Perception

Q: Where is <object 0>?
A: On the floor

B: On the desk

C: On the bed

D: Under the desk

GT:B GPT-40: A

Immediate State Recognition

@ Previous Frame Interference

Q: How much dough is on the plate now <object 0>?
A:15
B: 13
C:14
D: 11
GT:B

@ Counting Errors

GPT-40: A

Purpose and Function Inference

Q: What is the purpose of this tool<object 0>?
A: Remove rust

B: Mounting screws

C: Clean the wheels

D: Dismantle the car cobalt

GT:AC  GPT-40:AB @ Common Sense Exrors

State Change Prediction

What will the temperature of <object 0> change?
A: It will increase

B: It will decrease

C: It will remain unchanged
GT:B  GPT-40: A

@ Historical Frame Errors

Location Retrospection

Q: Where was the <object 0> originally?
A: On the placemat

B: In the sink

C: On the desk

D: On the floor

GT: A GPT-40: B

Object State Retrospection

@ Current Frame Interference

Q: Has the status of <object 0> changed?
A: No

B: Yes, it was sliced

C: Yes, it was cut into strips

D: Yes, it was cleaned

GT: A GPT-40: B @ Intra-frame Interference

Figure 10: Failure cases of the top-performing GPT-40 on EOC-Bench.

*  Purpose and Function Inference (Fig. [I7)
*  Anomaly Perception (Fig. [I8)

*  Trajectory and Motion Prediction (Fig. [19)
e State Change Prediction (Fig.

*  Dynamic Relationship Prediction (Fig. 21)
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Object State Retrospection

Question: Has the amount of flour in <object 0> changed? Video Source: Epic-kitchen

A: Yes, it has decreased a bit

B: Yes, it is already empty
C: No

Answer: A Single-choice

Object State Retrospection

Question: Has the state of <object 0> changed before being moved? Video Source: Epic-kitchen

A: It was polished

B: It's still unaltered

C: It was coated with butter

D: It was moved from the chopping board to the plate

Answer: C, D Multi-choice

Object State Retrospection

Question: What changes have occurred in the state of the <object 0>? Video Source: Charades-ego

A: It was cleaned

B: It has less water in it
C: It got stained
D: It has more water in it

Answer: A, B Multi-choice

Figure 11: Visualization of samples in Object State Retrospection (Past).
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Object Location Retrospection

Question: Where was the <object 0> originally? . o
Video Source: Epic-kitchen

A: On the placemat
B: In the sink

C: In the cabinet
D: On the shelf

Answer: A Single-choice

Object Location Retrospection

Question: Where was the <object 0> originally? Video Source: Ego4D

A: On the hand
B: On the floor

C: On a bowl
D: On the counter
Answer: D Single-choice

Object Location Retrospection

Question: What was the initial position of the <object 0>? Video Source: Charades-ego

A: On the shelf

B: In hand

C: In the wardrobe
D: On the floor

Answer: A,C Multi-choice

Figure 12: Visualization of samples in Location Retrospection (Past).
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Object Rela ip Evolution

>~ e

Y

Question: Which of the two was moved first in this video, <object 0> or <object 1>?
A: <object 0>

B: <object 1>

C: Both of them were moved at the same time

D: They didn't move

Answer: B Single-choice
Object Relationship Evolution
S oy y! 77 i
« Ak X <
\

Question: What was the relationship between the <object 0> and the <object 1> before?

A: They were stacked together

B: They were placed in parallel

C: They scattered on the floor

D: They were used to stir the content in the same pot

Answer: B, D Multi-choice

Object Relationship Evolution

| _ -
| !

Question: What happened to the relative position of <object 0> and <object 1>?

-

A: From uncorrelated to stacked
B: Kept uncorrelated

C: From stacked to uncorrelated
D: Kept stacked

Answer: A Single-choice

Figure 13: Visualization of samples in Object Relationship Evolution (Past).
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ENR

Question: How many seconds ago did the <object 0> stop heating? Video Source: Epic-kitchen

Answer: 17s Temporal Accuracy

Question: How many seconds has <object 0> been picked up? Video Source: Ego4D

Answer: 5s

Temporal Accuracy

=W 17.00s
-~

Question: When many seconds ago was the <object 0> picked out from the refrigerator?

Answer: 40s Temporal Accuracy Video Source: Ego4D

Figure 14: Visualization of samples in Absolute Time Perception (Past).
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Immediate State Recognition

Question: What's in the <object 0>?

A: Water

B: Meat

C: Cauliflower

D: Cabbage

Answer: C Single-choice

Immediate State Recognition

' ﬂ v ‘-

Question: What is the state of <object 0>?

‘

A: Closed
B: Open
C: In repair
D: Running
Single-choice
Answer: D

Immediate State Recognition
=3

Question: Has <object 0> been heated?
A: Yes

B: No

C: Not sure

Answer: B . .
W Single-choice

Figure 15: Visualization of samples in Immediate State Recognition (Present).
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Object Relationship

Question: What is the relationship between the <object 0> and <object 1>7?
A: Cross
B: On the same plane

C: Perpendicular
D: Parallel

Answer: A, C Multi-choice

Object Relati ip

Question: Which is bigger? <object 0> or <object 1>7?

A: Left

B: Right

C: Same

D: Not sure

Answer: C Single-choice

Question: What is the relationship between the <object 0> and <object 1>?

A: The latter is resting against the former.
B: The former is beside the latter.
C: The two are not in contact.

D: The former is on top of the latter.
Answer: A, B Multi-choice

Figure 16: Visualization of samples in Object Relationship (Present).
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Purpose and Function Inference

Question: What is <object 0> used for ?
A: Measure the width

B: Measure the thickness

C: Measure the length

D: Fix the planks

Answer: B Single-choice

Purpose and Function Inference

Question: What is <object 0> used for?

A: Drink

B: Wash hand

C: Gargle

D: Wash the pen

Answer: D Single-choice

Purpose and Function Inference

Question: What is the purpose of the <object 0>?
A: To mix ingredients

B: To cut food

C: To roll dough

D: To measure ingredients

Answer: C Single-choice

Figure 17: Visualization of samples in Purpose and Function Inference (Present).
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Anomaly Perception

Vel Wl | | el
| /R4

Question: Where is <object 0>?
A: In the cup

B: On the bed

C: Near the phone

D: Near the soapbox

Answer: B, C, D Multi-choice

Anomaly Perception

Y
- ]

m =

Question: Where is <object 0>?
A: On the chair

B: On the desk

C: On the Mahjong table

D: On the floor

Answer: C Single-choice
Anomaly Perception
. s kY ?

= Wiz

w_

Question: Are <object 0> and <object 1> have the same function?

A: Yes, they are all used for writing

B: Yes, they are all used for makeup

C: No, the first one is used for writing while the latter is used for makeup
D: No, the first one is used for makeup while the latter is used for writing

Answer: C Single-choice

Figure 18: Visualization of samples in Anomaly Perception (Present).
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Trajectol d Motion Prediction

Question: How will <object 0> move?

A: It will keep still Video Source: Meccano

B: It will rotate both clockwise and anticlockwise

C: It will rotate clockwise
D: It will rotate anticlockwise

Answer: B Single-choice

Trajectory and Motion Prediction

BN
Question: If | press <object 0>, will it fix firmly?

A: Yos Video Source: Self-recording

B: No

Answer: B True/False

Trajectory and Motion Prediction

Question: Will <object 0> fall on to the ground?

Video Source: Self-recording

A: Yes
B: No

Answer: A True/False

Figure 19: Visualization of samples in Trajectory and Motion Prediction (Future).
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State Change Prediction

Question: If it is kept on the table for an hour, how will <object 0>'s temperature change?

A: The temperature will increase Video Source ic-kitchen

B: The temperature will decrease
C: The temperature will remain almost unchanged

Answer: B Single-choice

Question: If <object 0> fall on the ground, will it broken?

A: Yes Video Source: Ego4D

B: No
C: Not sure
Answer: A Single-choice

Question: What will happen if | press <object 0>?

Video Source: Self-recording

A: The air conditioning will turn on
B: The air conditioning will turn off
C: The temperature will increase

D: The temperature will decrease

Single-choice

Answer: B

Figure 20: Visualization of samples in State Change Prediction (Future).
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ic Relationship Predi

Question: If | take away <object 0>, will it affect <object 1>7?

A: Yes Video Source ic-kitchen
B: No
Answer: B True/False

N

Question: Will these <object 0> and <object 1> collide?

Video Source: Self-recording
A: Yes

Answer: B True/False

Question: If | take away <object 0>, what will happen to <object 1>?
A: Remain stationary

B: Slip on the table

C: Spilled over onto the table
D: Move slightly on the table

Answer: A Single-choice

Figure 21: Visualization of samples in Dynamic Relationship Prediction (Future).
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