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Abstract

Transformers have demonstrated impressive in-context learning (ICL) capabilities,
raising the question of whether they can serve as metalearners that adapt to new
tasks using only a small number of in-context examples, without any further
training. While recent theoretical work has studied transformers’ ability to perform
ICL, most of these analyses do not address the formal metalearning setting, where
the objective is to solve a collection of related tasks more efficiently than would
be possible by solving each task individually. In this paper, we provide the first
theoretical analysis showing that a simplified transformer architecture trained via
gradient descent can act as a near-optimal metalearner in a linear classification
setting. We consider a natural family of tasks where each task corresponds to
a class-conditional Gaussian mixture model, with the mean vectors lying in a
shared k-dimensional subspace of R¢. After training on a sufficient number of
such tasks, we show that the transformer can generalize to a new task using only

O(k/R*) in-context examples, where R denotes the signal strength at test time.
This performance (almost) matches that of an optimal learner that knows exactly the
shared subspace and significantly outperforms any learner that only has access to

the in-context data, which requires Q(d/ ﬁ‘l) examples to generalize. Importantly,
our bounds on the number of training tasks and examples per task needed to achieve
this result are independent of the ambient dimension d.

1 Introduction

Transformer-based models are the dominant architecture in both natural language processing (NLP)
and computer vision. Since their introduction by Vaswani et al. [1], transformers have been scaled to
produce remarkable advances in language modeling [2], image classification [3], and multimodal
learning [4]. Their strength lies in their ability to model complex dependencies through attention
mechanisms and to generalize across diverse tasks with minimal task-specific supervision.

One of the most intriguing emergent capabilities of large transformer models is in-context learning
(ICL). In ICL, a model is given a short sequence of input-output pairs (called a prompt) from a
particular (possibly new) task, and is asked to make predictions on test examples from that task
without any explicit parameter updates. This ability to rapidly adapt to new tasks from a small number
of examples, solely by conditioning on the prompt, has been observed in large language models [5],
and is central to the ongoing shift toward prompt-based learning paradigms.

The ICL phenomenon is closely connected to the broader framework of metalearning, or “learning to
learn” [6-8], which has been widely studied before. In metalearning, a learner is trained to perform
well across a distribution of related tasks, thereby acquiring representations that allow for rapid
adaptation to new tasks. It is often helpful to think of tasks as corresponding to individual users. For
instance, generating personalized email completions. While each user provides limited task-specific
data, such as writing style and personal preferences, there is a rich shared structure across users that
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can be exploited. Metalearning aims to leverage this structure to improve performance on each task
beyond what would be possible if learned independently.

In this paper, we consider binary classification, where we model each task as a distribution D over
labeled examples (x, ) in R? x {41}. During training, the learner has access to B datasets, where
the j-th dataset consists of N samples drawn i.i.d from task D,;. We further assume that each task
labeled by a classifier that relies on a common representation h : R — RF, where typically k is
smaller than the ambient dimension d. For each task D, there is a classifier fp : R¥ — {#1} such
that fp o h has high accuracy on D. Our interest lies in studying families of tasks for which knowing
this shared representation h substantially reduces the number of samples required to learn each task
separately.

Metalearning Objective. Assuming that the tasks Dy, ..., Dp are themselves drawn i.i.d. from an
unknown metadistribution (2, the goal is to output a representation h that can be specialized to a new
unseen task D ~ (). In the modern view, the model is first trained on tasks Dy, ..., Dp, each task
contain [V samples. Then, at test time, the learner is given M in-context labeled samples drawn i.i.d.
from some new task D, and needs to classify a new sample from D, without further training. To
evaluate performance, mostly the required number of in-context labeled samples M that required to
ensure (with high probability) small error, we consider two benchmark baselines:

* Single-task optimal learner: An optimal algorithm, in terms of the number of required
samples, that has access only to samples from the new task D.

» Optimal learner with access to the ground-truth representation: An optimal algorithm
that has access both to samples of the new task and to the ground-truth representation h.

The above discussion naturally motivates the study of transformers from the lens of metalearning.
In particular, we are interested in understanding whether, and under what conditions, transformer
architectures can act as (optimal) metalearners. Specifically,

Can a transformer outperform a single-task optimal learner (that only have access to the in-context
data), and potentially approach the performance of an optimal learner with access to the
ground-truth representation?

1.1 Our contributation

To address the question of whether transformers can serve as effective metalearners, we analyze
their behavior in the well-studied Gaussian mixture framework. In this setting, each task is a random
instance of a class-conditional Gaussian mixture model in R¢, with identical spherical covariance
and opposite means. The task-specific signal vector p is sampled from a shared low-dimensional
subspace of dimension k& < d. Formally, for some semi-orthogonal matrix P € R?** and signal
strength R > 0, each task 7 = 1, ..., B is defined by:
pr R P URIf(R-SFTY), g R UNf({£1)), 2z BN(0, L), @y = yriper + Zr,-

At test time, in-context examples are also drawn from a class-conditional Gaussian mixture model,
but potentially with a different signal-to-noise ratio determined by a test-time signal strength R.
That is, the meta-distribution may shift between training and testing. We consider a simplified
transformer with linear attention, a setup similar to many prior works on ICL [9-12]. The transformer
is trained via gradient descent (GD) on the logistic or exponential loss over the above random linear
classification tasks.

Our main contributions are as follows:

* We prove that if the transformer is trained on a sufficiently large number of tasks, then the
number of in-context samples required at test time to achieve a small constant error on a new
task (without parameters update) is O(k/R*), where R denote the test-time signal strength.
In contrast, any single-task learner, which has access only to samples from the new task,
require at least {2(d/R*) samples (see our discussion in Remark 2.1 on the information-
theoretic lower bound by Giraud and Verzelen [13]). To our knowledge, this is the first
theoretical result establishing such a guarantee for metalearning with transformers in a linear
classification setting.



* Using the lower bound from Giraud and Verzelen [13], we show that even an optimal
learner with access to the ground-truth representation, one that knows the true shared
low-dimensional subspace P, requires at least (k/R*) samples to achieve a small constant
error. This implies that transformers, in our setting, are nearly optimal metalearners for
linear classification.

* QOur analysis also yields a characterization of the number of pretraining tasks required to
generalize effectively at test time. Specifically, we derive an explicit relationship between
the number of tasks B and the signal strength R, which controls the signal-to-noise ratio
(SNR) during training. We find that it is sufficient to train the transformer on B = (k/SNR?)
tasks and N = O(1/SNR?) V 1 samples per task, to (almost) match the performance of an
optimal metalearner, without any dependence on the ambient dimension d.

* Finally, while Frei and Vardi [11] analyze a similar setting without assuming a shared
representation (i.e., they assumed k£ = d) and require a strong assumption R = Q(\/E),
we show that it suffices to have R = Q(1) for achieving in-context generalization, even
when k = d. We note that a single-task optimal learner needs only O(1) samples when the
signal strength already equals ©(d'/4), whereas it is information-theoretically impossible
to achieve small error when the signal strength is o(1), regardless of how many samples
are available (see again Remark 2.1). Thus, learning a Gaussian mixture is challenging in
the regime where the signal strength is between Q(1) and O(d'/*), and we cover the case
where both R and R are in this regime.

1.2 Related Work

In context learning. Following the initial experiments of Garg et al. [14], which demonstrated
empirically that transformers can perform in-context learning of various function classes, such as
linear functions, two-layer neural networks, and decision trees, a number of works have explored
what types of algorithms are implemented by trained transformers. Akyiirek et al. [15], Bai et al.
[16], Von Oswald et al. [17] provided expressivity results showing that transformers can implement a
wide range of in-context algorithms such as least squares, ridge regression, Lasso and gradient descent
on two-layer neural networks. Wies et al. [18] provided a PAC framework for in-context learnability,
and established finite sample complexity guarantees. Huang et al. [19] investigated the training
dynamics of a one-layer transformer with softmax attention trained by GD in a regression setting.
Focusing on linear regression, Wu et al. [10] established a statistical task complexity bound. Ahn et al.
[20] and Mahankali et al. [21] demonstrated that a one-layer transformer minimizing the pre-training
loss effectively implements a single step of gradient descent. Zhang et al. [22] additionally developed
guarantees for the convergence of (non-convex) gradient flow dynamics.

In the linear classification setting, Shen et al. [12] showed that a linear transformer trained via gradient
descent is equivalent to the optimal logistic regressor, whenever the number of training tasks B, the
number of samples per task N, and the test prompt length M, are all tend to infinity. Li et al. [23]
showed that a single-layer linear attention model can learn the optimal binary classifier under the
squared loss, with a focus on semi-supervised learning. The work most closely related to ours is
Frei and Vardi [11], who studied the behavior of linear transformers via an analysis of the implicit
regularization of gradient descent (similar to our approach). As we already mentioned, they analyzed
a setting with a strong signal R = Q(+/d) while we allow R = Q(1). Moreover, we emphasize that
none of the above papers addresses metalearning in the sense studied in our work.

Metalearning. There is a large body of research on metalearning, often associated with related
concepts or alternative names such as multitask learning, transfer learning, learning to learn, and
few-shot learning (See Thrun and Pratt [24] for an early overview). Baxter [6] provided distribution-
free sample complexity bounds for metalearning. A long line of works [25-30] has developed
computationally efficient metalearning algorithms, such as MAML (Model-Agnostic Meta-Learning)
under various settings, primarily for regression tasks. Several works consider metalearning with a
shared low-dimensional linear representation, which resembles our setting, albeit their metalearners
are not related to transformers [31-33, 7, 34, 29]. To our knowledge, the only work that explores a
form of metalearning in transformers is Oko et al. [35], which studies a linear transformer architecture
augmented with a nonlinear MLP layer. For target functions of the form f(x) = o({u, )), where
i € R? lies in a k-dimensional subspace, they show that the model can learn in-context with a



prompt length that scales only with k. The key differences from our work are: First, their focus
is on regression rather than classification. Second, they employ a somewhat artificial two-step
optimization procedure — first applying gradient descent on the MLP layer, and only afterwards
performing empirical risk minimization (ERM) on the attention layer. In contrast, we consider
standard end-to-end gradient descent. Third, they require that the number of tasks and samples during
training scales with the ambient dimension d.

Implicit Regularization in Transformers. Our theoretical analysis begins by examining the
implicit regularization induced by gradient descent in transformer models. We refer readers to the
survey by Vardi [36] for a broader overview. The convex linear transformer architecture we study
is linear in the vectorized parameters, which, following Soudry et al. [37], implies that gradient
descent converges in direction to the max-margin classifier. More general transformer architectures
are non-convex, but many subclasses exhibit parameter homogeneity and thus converge (in direction)
to Karush-Kuhn-Tucker (KKT) points of max-margin solutions [38, 39]. Another line of work
investigates the implicit bias of gradient descent in softmax-based transformers [40—43], typically
under stronger assumptions about the structure of the training data.

2 Preliminaries

Notations. We use bold-face letters to denote vectors and matrices, and let [n] be shorthand for
{1,2,...,n}. Let I; be the d x d identity matrix, and let 04 (or just 0, if d is clear from the context)
denote the zero vector in R?. We let ||-|| denote the Euclidean norm. The Frobenius norm of a matrix
is denoted ||[W || . We use a V b = max(a,b) and a A b := min(a,b). We use standard big-Oh
notation, with ©(-), Q(), O(+) hiding universal constants and O(-), 2(-), O(-) hiding constants and
factors that are polylogarithmic in the problem parameters.

2.1 Data Generation Setting

We consider the following metadistribution during training:

Assumption 2.1 (training-time task distribution). Fix some k < d and let P € R*** be a semi-
orthogonal matrix, i.e. P' P = I},. Let B, N > 1 and signal strength R > 0. For any task T € [B),
the input-label pairs (. ;, y”)fv:l'l in task T satisfy the following:

1. Let pi!. be sampled i.i.d from the distribution Unif(R - S*~1), i.e., the uniform distribution
on the sphere of radius R in k dimensions.

2. Set p, = P’ to be the isometric embedding of ., in R? under P.
3. Let z,; iid N(0, I;), and y, E~ Unif({£1}), where p,, z,; and y,; are mutually
independent.

4. Conditioned on the task parameter pi,, set Tr; = Yr ifbr + 27 ;.

Thus, the above assumption states that each pretraining task is a class-conditional Gaussian mixture,
with two opposite Gaussians, where the direction of the cluster means for each task is drawn randomly
from a k-dimensional subspace in R?. Next, we introduce the test-time distribution, which may
generalize the pretraining distribution by allowing in-context examples to have a different cluster
mean size and sample size (denoted by I? and M ~+ 1) than those during training (R and N + 1).

Assumption 2.2 (test-time task distribution). Let M > 1 be the number of in-context examples and

R > 0 be the signal strength during test time. The input-label pairs (x;,y;) f\i Jfl in the test task

satisfy the following:

1. Let pt/ be sampled from the distribution Unif (R - S¥=1), i.e., the uniform distribution on the
sphere of radius R in k dimensions.

2. Set u = P, where P is from assumption 2.1, be the isometric embedding of ' in R,

3. Letz "~ N(0, I;), and y; < Unif({£1}), where p, z; and y; are mutually independent.



4. Conditioned on the task parameter pu, set x; := y; . + 2;.

Since the cluster means in our training and test distributions have norms R and R, and the deviation

from the cluster means has a standard Gaussian distribution and hence norm of roughly v/d, we call

the ratios Nz and Nz

the signal-to-noise ratios (SNR for short).

2.2 Attention Model & Tokenization

In our setting, each example is a task that consists of a sequence of (x, y) pairs. In order to encode
such a task and provide it as an input to the transformer (i.e., to tokenize it), we use the following
embedding matrix:

B <:1:1 Ty - Xy :BN+1> € RUFDX(N+1). )
Yr Y2 - YN 0

That is, each of the N 4 1 examples is given in a separate column, and for the (N + 1)-th example we

do not encode the label and place 0 instead. The single-head transformer with softmax attention [1]

is parametrized by query, key, and value matrices: WV € R xde WK WQ ¢ R *de Then,

softmax attention is defined by

(@)

WEE)TWQE
[E:WS WO WY) = E + WVE - softmax (H) 7

p

where p is a fixed normalization that may depend on /N and d., but is not learned. We focus on linear
transformers, where the softmax is replaced with the identity function. Following many prior works
(e.g., Von Oswald et al. [17], Zhang et al. [22], Ahn et al. [20]), we consider a parameterization where
the key and query matrices W W< are merged into WX® := (WX)TWC, Our objective is
to use the first IV columns of Eq. 1 to predict « 1. Similar to prior works, we consider a convex
parameterization of the linear transformer, obtained by fixing some of the parameters to 0 or 1 (see
details in Appendix A), which results in the following prediction for the label of & 1:

T
1 N

U(E; W) = <N Zyiwz) Wxnyir. 3)
i=1

Here, the trained parameters are W. We note that the model in Eq. 3 has become a common toy
model for analyzing in-context learning both for both regression [10, 9] and classification [11, 12].

2.3 Gradient Descent & Implicit Bias

Given a task 7, we define the embedding matrix E using the labeled examples (¢ ;, Y-, )fV;ll from
Assumption 2.1, tokenized according to Eq. 1. We consider linear transformers (Eq. 3) trained to
minimize the prediction loss on the final token @, n 1, with ground-true label y, n 1. Formally, for
a training dataset {(E,,y, n+1)}2_;, we define the empirical loss:

1B
LW) = 5D L(yms1 - §(E W))),
T=1
where ¢§(FE; W) is the prediction function from Eq. 3 and ¢ is either the logistic loss ¢(z) =
log(1 + exp(—=z)) or the exponential loss £(z) = exp(—z). We train on this objective using gradient
descent: Wy 1 = W, — aVL(W;), where o > 0 is a fixed learning rate. Since §(E,; W) is linear
in W, gradient descent has an implicit bias towards maximum-margin solutions, as formalized in the
following theorem:

Theorem 2.3 (Soudry et al. [37]). Let Wy, denote the solution to the max-margin problem:
T
Wy := arg min HUH% s.t. (1/N Zfil yT,iwm) Uy, ny1xrnt1 > 1, Vr=1,...,B. (4
U

If the above problem is feasible and the learning rate « is sufficiently small, then Wy converges in
direction to Wy, that is We/|\w, | — ¢cWyy, as t — oo, for some constant ¢ > 0.

Thus, the max-margin solution Wy characterizes the asymptotic behavior of gradient descent for
our model. In the remainder of this work, we analyze the ability of this max-margin solution to
perform in-context learning and metalearning.



2.4 Information-Theoretic Lower Bounds for Single-Task and Metalearners

We begin by characterizing the minimax test error for algorithms that only have access to the M
labeled examples from the test task (z1,y1),. .., (€ar, yar), but not to the underlying subspace P,
and need to predict the label of @ ;. This models the performance of an optimal single-task learner.
Importantly, this lower bound holds even when P, as defined in Assumption 2.1, is drawn uniformly
at random from the space of all semi-orthogonal matrices in R?**. We emphasize that our main
generalization result (Theorem 3.1) applies in the worst-case setting—i.e., it holds for any fixed P.
However, when P is sampled uniformly at random, the induced task mean g becomes uniformly

distributed on the sphere of radius R in R?. In this setting, we recover the following lower bound:

Remark 2.1 (Giraud and Verzelen [13], Appendix B). The minimax test error for Gaussian clas-
sification with identical spherical covariance and opposite means, as defined in Assumption 2.2

. 4
with k = d, is at least c - exp (—c' - min {RQ, %}) , for some absolute constants c,c’ > 0. In

particular, when R = Q(1), the number of samples required to achieve small constant error must
satisfy M = Q(d/R*). While for R = o(1) it is impossible to learn with small error.

We now consider the setting where the learner is granted full access to the underlying subspace P, in
addition to the in-context labeled examples and the test point (x1,y1), ..., (€ar, Yar), Tar41- This
models the performance of an optimal learner that knows the shared representation.

Remark 2.2. Consider the same Gaussian classification model, where the mean vectors lie in a
low-dimensional subspace P C R%, as described in Assumption 2.2 with k < d. Then, the minimax

. 4
test error for any algorithm with access to P is at least c - exp (—c’ - min {Rz, % }) for some

absolute constants c,c’ > 0.

The proof of this remark follows by a direct reduction to the bounds established by Giraud and
Verzelen [13] and is included in the appendix for completeness.

3 Main Result

We make the following assumptions:

Assumption A. Let § > 0 be a desired probability of failure. There exists a sufficiently large
universal constant C' (independent in d, B, k, N and 6), such that the following conditions hold.:

(Al) The signal strength R satisfies: C'log(B/§) < R? < W(BM)

(A2) Dimension d should be sufficiently large: d > Clog4(B/5).
(A3) Number of samples per task N should be sufficiently large: N > C(d/R?)V 1

Assumption (A1) provides explicit bounds on the signal-to-noise ratio (SNR). We emphasize that
when R = o(1), learning with small error is information-theoretically impossible (see Remark 2.1).
In contrast, when R = Q(\/ﬁ), the learning problem is solvable even by a trained transformer that
observes only a single example per task, i.e., N = M = 1 (see Frei and Vardi [11]). Assumptions (A2)
and (A3) are technical conditions introduced to guarantee certain concentration inequalities involving
sub-exponential random variables.

Recall that the transformer with parameters W makes predictions by embedding the set
{(zi, )}, U {(xpr41,0)} into a matrix E (as in Eq. 1), and then predicting yps11 as
sign(y(E; W)). Our objective is to characterize the expected risk of the max-margin solution,
namely, the probability that the transformer misclassifies the test example (€ps4+1,yar+1) When
parameterized by W,,,,,,.

We now state our main result, which shows that transformers can serve as near-optimal metalearners:

Theorem 3.1. Let § € (0,1) be arbitrary. There are absolute constants C > 1,¢ > 0 such

that if Assumption A holds (w.rt. C), then with probability at least 1 — 0 over the draws of

{r, (Trisyr i) XTUYE L when sampling a new task {p, (i, y:) '}, the max-margin solution



from Eq. 4 satisfies

P+t (Sign(G(E; Win)) # yar41)

BR? _ M R4
< Gexp f%. 1AY/ LA VEARA i
log™(B/9) d k

Let us make a few observations on the above theorem:

* Assume that the number of tasks B during training is sufficiently large, specifically

B = Q(dk/R?), so that the term <1 Ay B RQ) = ©(1). To achieve an arbitrarily small

dk

constant test error (e.g., at most 0.001), it suffices to have k = O(1),R = O(1) and
M = O(k / f%‘*) in-context examples. By Remark 2.1, an optimal algorithm that only has
access to the samples from a new task needs 2(d/ 1:24) samples to achieve a small constant
error. Therefore, a trained transformer can learn the small subspace during training and enjoy
a better in-context sample complexity than such an optimal algorithm whenever k < d. In
particular, if £ < d“, for some o < 1, we obtain a polynomial improvement in the sample
complexity whenever R = o(d'/*).

* In fact, a trained transformer is almost an optimal metalearner: given enough tasks during
training, it suffices to have M = O(k/R*) in-context examples to achieve constant error.
This matches the lower bound for an optimal learning algorithm that has full access to the sub-
space P (See Remark 2.2). To achieve an error at most € (with probability at least 1 — § over
the training data), the trained transformer will need O ((k /R*) -log*(1/€) - log*(B/ 5))
in-context samples, while the lower bound for optimal learner that has access to the ground

truth subspace is (2 ((k/R4) - log(l/e)) samples.

* A common assumption in the metalearning literature is that the training and test tasks
are drawn from the same metadistribution. In our setting, this corresponds to the case
where R = R. Under this assumption, our analysis shows that a trained transformer can
generalize as long as R = Q(1), & = (1), and the number of pertaining tasks B and
in-context samples M are sufficiently large. This improves upon the result of Frei and Vardi
[11], which required the stronger condition of R = Q(dl/ 2). Note that when R is at least
Q(d"/*) a single-task optimal learner needs only O(1) samples, and for R = o(1) learning
is impossible by Remark 2.1. Hence, our weaker condition on R allows us to cover the
challenging regime where Q(1) < R < O(d/%).

* Moreover, our analysis yields a tighter dependence on the number of training tasks B
required for generalization in the high signal regime compared to Frei and Vardi [11]. As a
concrete example, suppose R = R = ©(v/d), M = (1), and d = k. Then our analysis
shows that it suffices to train on B = O(l) tasks, whereas the result of Frei and Vardi [11]
implies that in this case B should be O(v/d).

* At first glance, it may seem that the number of tasks B and the number of samples per task
during training N must scale with the ambient dimension d. This impression arises because
the noise terms in the data (i.e., 2z, from Assumption 2.1) have norm ||z, ;|| ~ V!
Consequently, it is natural to ask how B and N relate to the signal-to-noise ratio (SNR)
during training, which is defined as ||| / ||zr.i|| ~ R/+v/d. More importantly, can
we eliminate any dependence of B and N on d, which may be very large? Perhaps
surprisingly, the answer is positive. By substituting R> = d - SNR? into Theorem 3.1 and
Assumption (A3), we find that it suffices to train the transformer on B = O(k/SNR?) tasks
and N = O(1/ SNR2) V 1 samples per task, to achieve performance equivalent to an optimal
metalearner, without any dependence on d.

'We emphasize that this assumption is without loss of generality. Indeed, if z,,; ~ N(0, oI for some
o # 1, we can rescale R by a factor of ¢ and plug it into our results, since the dynamics of GD remain the same.



4 Proof Sketch

Let W := W)y be the max-margin solution (Eq. 4), i.e.
W = argmin{||U||% : o] Uy,x, > 1,¥7r =1,..., B}. 5)

where f1, := % Zfil Yri®r i, and (x;,y;) = (&- N+1, Yr n+1). For notational simplicity let us

denote f1 := ﬁ Zﬁl y;x;, and let us drop the M + 1 subscript such that (x 11, yp+1) = (2, y).
Then the test error is given by P(sign(g(E; W)) # y) = P(aWyx < 0). Using the identity

1/2

Zij\i1 Yiy = W+ Zi\il y;z; and by properties of the Gausian, we get: [t 4 n~+ M~"/*z and

yx 4 w+ 2, where z, 2’ R N(0, I;). Thus, using the transformer prediction rule (Eq. 3):
T
P(E;W) #yuia) =P (n+ M722) W(n+2) <0)
= IP(;J,TW;L <—p Wz —M 122wy — M_l/QzTWz’>

< P([J,TW,M <|p'Wz|+ M~1/? 2" Wp|+ ’M‘l/QzTWz'

) ©®

Recall that y = P/, where P € R?*¥ is semi-orthogonal matrix and g/ =" Unif (R - S¥=1). Then,
we use concentration inequalities of quadratic forms to show that with high probability

R2 - (R|W|? - (R|W -
' Wy > %tr(PTWP) -0 (””F> nWz2'| <0 (HF> , 2w <O(IW]p)

k vk

N

Then, our goal becomes: (i) Establish a lower bound on tr(P T W P), ensuring that p " W g is large
and positive. (i) Establish an upper bound on |[W || . Assuming the number of tasks B is large

enough, we can show that tr(PT W P) = Q(k/R?) and |W || = O(v/k/R?). Substituting these
bounds into Eq. 7, and then plugging the result into Eq. 6, yields the desired conclusion.

Lower bound on tr(P "W P). Using the KKT conditions for the max-margin optimization problem
and the fact that V§j(E,; W) = 1,z we obtain that there exist A1, ..., Az > 0 such that

B
W => \y-fiz], (8)

T=1

We first show that tr(PTW P) > R? . Zle Ar, which means it suffices to lower bound Zf:1 Ar.
Then, by substituting the expression of W (Eq. 8) into the margin constraints (Eq. 5), we obtain that
forany 7 € [B] :

B
1< /:‘:rr (Z Aquﬂqw;) Yr&r = )‘THﬂTH2||$TH2 + Z Ag(Ber, Pq) (YgTq, TrYr).
q=1 q: q#T

Averaging over T and rearranging gives:

B B
1 R 1 P
1< B g AT”NT”Z”:BT”Q + B E Aq § : <H’T7u"1><quq’m7—y7—>
=1 q=1  TiT#q

B N B
N APl S~y o
- Z T B + Z 1B Z (Bry Bq)(YqT g TYr) |-
=1 g=1 T T#q

To derive a lower bound on Zle A, we aim first to upper bound || &, ||?||z~ ||?/ B, and second upper

% Er:r;éq (fr, /lq> <yq33q7 TrYr)
the second requires a more delicate argument. Since E[fi,| = E[x,] = p,, the cross-term contains
terms like (g, pq)?, which can be bounded by O(R*/k), as well as zero-mean noise terms, whose

bound the cross-term average . While the first is straightforward,




average is small when B is large. Together, these imply that both terms are at most O(R*/k) for
large enough B, yielding Zle Ar > k/R* and thus tr(PTW P) > k/R?.

Upper bound ||W||r. We derive an upper bound on ||W||r by constructing a matrix U (up to
scaling) that satisfies the constraints of the max-margin problem. Since W is the minimum Frobenius
norm matrix that separates all training examples, this implies that |W||r < ||[U||r. When the
signal vector p lies in a low-dimensional subspace, a natural candidate for U is the projection
matrix PP T. We show that setting U := PP gives a margin fi] Uy, x, = é(Rz), so that
U /R? satisfies the margin constraints. This yields the bound |W ||z < |[U/R?||r = Vk/R2.
When the number of tasks B is small (i.e., B = o(dk/R?)), we use an alternative construction:
We let U := 6 - Zle yqﬂqw(—;, for a parameter § = ©O(1/(R?d)). Then we can show that

W ||r < \/BR?/dk - Vk/R?. This approach improves the dependence on the number of tasks 3,
compared to Frei and Vardi [11].

Remark 4.1. Interestingly, our analysis indicates that Wy exhibits properties similar to those
of the projection matrix PP, up to a scaling factor of R2. Specifically, letting U := PP, we
observe that ||PTUPH = Vk and tr(PTUP) = k. If the matrix W defined by the learning rule
in 3 indeed corresponds to this projection, then the transformer effectively carries out the following
procedure: it first projects the data onto the ground-truth subspace; next, it performs maximum
likelihood estimation (MLE) of the signal u by averaging the in-context examples (cf. Example 9.11
in [44]); and finally, it uses this estimate for prediction. Since this is the Bayes classifier under a
Gaussian prior (cf. Giraud and Verzelen [13, Appendix B]), this procedure gives an optimal learner
with access to the ground-truth representation.

5 Experiments

We complement our theoretical results with an empirical study on metalearning with linear attention.
We trained linear attention models (Eq. (3)) on data generated as specified in Section 2.1 using GD
with a fixed step size and the logistic loss function. In Figure 1, we compare the in-context sample
complexity of linear attention against three baseline algorithms: (i) Support Vector Machines (see
Section 15 in Shalev-Shwartz and Ben-David [45]); (ii) The maximum likelihood estimator (MLE):
which estimate @ under a Gaussian prior by averaging the in-context examples (see Example 9.11 in
[44]), and then uses this estimation for prediction; (iii) MLE with access to the ground-true matrix P,
which first projects the data using P, and only then applies MLE. We see that the linear transformer
outperforms both SVM and MLE, which lack access to P, and nearly match the performance of the
MLE with projection. Additional experiments and details are provided in the appendix.

Accuracy vs Context Size (R = R=2,d=500, k=30) Accuracy vs Context Size (R = R=3,d=500, k=30)
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Figure 1: Test accuracy versus the number of in-context examples M, where each plot represents
a different signal strength R = R. We compare the performance of the trained linear transformer
model against three baselines: full MLE, projected MLE (with access to the true subspace), and SVM.
The transformer closely approaches the performance of the projected MLE and outperforms both the
full MLE and SVM, which lack access to the subspace. Accuracy improves as the signal strength
R = R increases. d = 500, k = 30, B = 20000.



6 Conclusion and Future Direction

We study the sample complexity of metalearning for the Gaussian mixture framework using a
pretrained linear transformer. By analyzing gradient descent, we establish a generalization bound that
provably competes with any metalearner and outperforms any algorithm that only has access to the
in-context examples. Importantly, our bounds do not depend on the ambient dimension, highlighting
the transformer’s ability to leverage low-dimensional task structure efficiently.

Our findings underscore the potential of transformers to extract shared representations across diverse
but related tasks. This opens several future directions, and encourages extending the metalearning
analysis to additional data distributions and transformer architectures, such as deep and multi-head
softmax attention.

Moreover, our proof suggests that a trained transformer is closely related to a specific optimal learner
with access to the ground-truth representation, namely to a learner that first projects the data onto
the ground-truth subspace, and then performs maximum likelihood estimation (see Remark 4.1).
However, it remains open whether the transformer can exactly mimic this procedure as the number of
training tasks approaches infinity.

Finally, although our results indicate that transformers can implement effective metalearning using
only a relatively small number of tasks and examples per task during training, independent of the
ambient dimension d, an interesting open question is to precisely characterize the minimal sample
requirements for successful metalearning. In particular, it remains unclear how many tasks and
examples per task are sufficient for training an optimal metalearner, what the exact tradeoff is
between the number of tasks and examples per task, and how these requirements may differ between
transformer-based architectures and more general metalearning frameworks.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer:[Yes]

Justification: The abstract and introduction describe the concrete contributions of this paper,
as indicated throughout the rest of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: [Yes]

Guidelines: Assumptions are compared with those in prior work, and the limitations of the
results are discussed throughout the paper, including in the final section.

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The assumptions and proof sketch are stated explicitly in the main text, while
the formal proofs are provided in the appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In the experimental sections (both in the appendix and the main text), we pro-
vide detailed explanations of our experiments, with the exact parameters for each experiment
given in the plot captions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We plan to release the code in the future
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We state this explicitly in the experimental sections. We use standard gradient
descent, so each batch includes all examples.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We state this explicitly in the experimental sections.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: All the experiments used a CPU.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:We have reviewed the NeurIPS Code of Ethics and confirm that our research
complies with its guidelines.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical work that explains metalearning in transformers.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:|[NA|
Justification: [NA|
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:|[NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: [NA|

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:|[NA]
Justification:[NA |
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Convex Parameterization of the Linear Transformer

In this section, we provide a more detailed explanation of why our prediction model (Eq. 3) represents
a convex parameterization of a linear transformer, a formulation that has been explored in several
prior works. Following Eq. 2, The linear transformer with key-query matrix WX is defined by

E"TWEQE
f(E;0)=E+W"E. ()
PN.d.
We use the first N columns of that model to formulate predictions for « 71, whereby the bottom-right
corner of the output matrix of f(E; ) serves as this prediction.
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wa A
" A _ 11 Wi
Writing W= = (('wQAl)T A

results in the prediction

w ) for A € {V, KQJ}, for the linear transformer architecture, this
22>

. VAT vy, L T [ WS
§(250) = ((wl)T wh) 5B (W Yo,

Due to the product of matrices appearing above, the resulting objective function is non-convex, which

makes the analysis of its training dynamics complex. We instead consider a convex parameterization
of the linear transformer [10, 9, 11, 12], which results from taking w2K1Q = wgl = 0 and setting

wYy = 1. This leads to the following prediction for the label of x4 1,

T
N
R 1

as defined in Eq. 3.

B Proof of Remark 2.2

Let ¢,/ > 0 be the absolute constants from Remark 2.1. Fix a sufficiently large integers &/, d’
such that ¥’ < ', let P’ € RY** be a semi-orthogonal matrix, and let R > 0 be the signal
strength. Consider the dataset S = {(1, 1), ..., (zar,yar)} € RY x {£1} and the test sample
(Zrpr+1,Ym+1) € R? x {#1} sampled according to Assumption 2.2 (withd = d',k =k, P = P’
and R = R). Thatis, for g1 " P’ - Unif (R - S¥'~1), z; "% N(0, I), y; "% Unif({£1}), we have
forany i € [M + 1]

;" i+ 2. )

Let AP be any algorithm with access to P’. Our goal is to show that

4
Pr [AP () (xar41) = Yarsa] > c-exp (Cl - min {RQ, ME }) =e (10

S,(@M+1,YM41) k

Assume by contradiction that this is not the case, i.e,. there exists an algorithm A¥ whose error
is smaller than €. Then we can construct an algorithm B for Gaussian classification with identi-
cal spherical covariance and opposite means, as defined in Assumption 2.2 (with d = k = k'),
that achieves error smaller than ¢, in contradiction to Remark 2.1. Indeed, given a data set

S" = {(2,y})s- - (@hy, ¥hr)} © RF x {£1} and a test sample (2,1, ¥h1) € RY x {£1},
sampled according to 2.2 (with k = d = k/, R = R). That is, for p/ R Unif(R - SF'~1), 2; Sy
N(0,I}), . N Unif({£1}), we have for any i € [M + 1]:

; iid

T, Ny + 2

The algorithm B chooses some semi-orthogonal matrix P’ € R% >+ and sampled independent

Vectors 81, ..., Sar+1 i N(0,I; — PPT). Then B simulates AP’ on the training set {(P'x} +
81,Y1)s - (P'®y;+5u1,y),) } and the test sample (P’ 1+8ar41, Yy 41 ) The key observation
is that for any ¢ € [M + 1]:

Pz, +s; =y Py + Pzl +s<a;,

where x; is from Eq. 9. Indeed, since Pz] ~ N(0, PP "), we have Pz| +s; ~ N(0, PP" + 1, —
PPT) = N(0, I;). Therefore, we can conclude that

o o FF [B(S")(®r41) = ynmra] = Pr (AP (S)(®ar41) = yars1) < e,
1(mM+1vyM+1) Sy (®r+1,YM+1)

where € is defined in Eq.10. Contradiction.

22



C Proofs for Section 3

C.1 Notations

First, we introduce useful a notation for the remainder of the proof.

Assumption C.1. For some parameter cg > 0, we have B = cp - dk/R>.

The notation cp from Assumption C.1 specifies how the number of training tasks B scales as a
function of the SNR. We will later show that the generalization error on in-context examples depends
partly on the quantity 1 A /cg, where a larger value implies better generalization. Importantly, we
allow cp to be non-constant; for instance, settings where B = 0,4(d) are permitted even for constant
R.

Table 1: Notation used throughout the paper.
Description
ambient dimension
Shared subspace dimension
Shared low-dimensional subspace & semi-orthogonal matrix P € R4**
Cluster mean, p’ € R*
Isometric embedding of the cluster mean, u = Pu’ € R?
Features, z € RY, @, = yr ity + 2,4
Labels, y € {£1}
The noise vector, z € R4
Probability of failure
Norm of cluster means during pre-training
Norm of cluster means at test time
Number of pre-training tasks
Quantity such that B = cp - dk/R?
Number of samples per pre-training task
Number of samples per test-time task
Data tokanization E = ( ©* %2 7 IN ZNH) € R+ x(N+1)
vy Y2 - yn 0
Mean predictor: - S ya;
Transformer output: 5 Moyl We =" We
Logistic loss or exponential loss

w

-~
=
=2
S
=3

S i?&? svii=vii=V ISR\ SR T I~ (IEQ S

e
o
—~
IS
?/
3

C.2 Properties of the training set

Lemma C.1. Let 6 € (0,1) be arbitrary. There is an absolute constant ¢y > 1 such that with
probability at least 1 — & over the draws of {pt-, (T+,yr ), (Tr,yri) 1 Y24, forall T,q € [B] such
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that q # T the following hold:

2 - B?| < cole%B/a) . 2d\/coj1\(;g(B/6)7
ool = d < 72+ co (<22 4 1) to(30),

(B, f1r)] < co (\JZ + \/—RN + ‘ﬁ) log(B/4),

gl < eo (2 R V) tou(B/6),

[(fr, yrr) — R?| < co <{1 + \/1N] R+ g) log(B/6)
(P, PTy,@) — R?| < co ({1 + \/11?} R+ \g) log(B/6)

Proof. By definition of fi, and properties of the Gaussian distribution, there is z/. ~ N(0, I;) such
that
1 1< 1
(| — — . . P — _ . .= N /.
Hr = N E Yri(Yrilbr + 2ri) = pr + N i§=1 YriZri = Hr + \/NZT

i=1

Thus for 7 # g there are 27, 2 g N(0, 1) such that

(g, fir) = (ptr + N7V220 pg + N7H220)
= (Brs pg) + N7V2(20 o) + N7V (20 pe) + N7z 2)). (11)
We first derive an upper bound for this quantity when ¢ # 7. Remember that u, = Pp! for some

semi-orthogonal matrix P and p/. ~ Unif(SF~1).

* [{ttr, pq)| Amalysis. since puy, g4 are independent and sub-Gaussian random vectors with

sub-Gaussian norm at most cR/ NI (Remark D.1) for some absolute constant ¢ > 0,
by Vershynin [46, Lemma 6.2.3] with A = I}, we have for some ¢’ > 0 it holds that for

any € R, if g, g' "™ N(0, I),
Elexp(Bpq p-)] = Elexp(Bpy’ 1)) < Elexp(¢' R’k ™' 8g " g').

By Vershynin [46, Lemma 6.2.2], for some ¢; > 0, provided ¢/|3|R?/k < ¢y, it holds that

Elexp(¢' R*k~'Bg " g')] < exp(c18°R*k ||k ||3) = exp(c1 B°R*E1).

Since pg, p are mean-zero, by Vershynin [46, Proposition 2.7.1] this implies the quantity

p pr is sub-exponential with || o]y, < c2R?/v/k for some absolute constant c; > 0.
We therefore have by definition of sub-exponential [46, Proposition 2.7.1, first item] and
union bound, that for some absolute constant c3 > 0, w.p. at least 1 — 6, for all 7 # g,

(b, q)| < csR2E™Y/21og(B/5). (12)

. unzT Analysis. We have that u; zZr = ,u;PTz;. Since p;, has sub-Gaussian norm at most
cR/ Vk (Remark D.1) and PTz[’I has sub-Gaussian norm at most ¢ (Remark D.2), by using

; idd.

again Lemmas 6.2.2 and 6.2.3 from [46], we have for any 5 € R, if g, g’ "~ N(0, I1), then

Elexp(Bu, #,)] < Elexp(¢ Rk~*/?8g " g')],
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and thus provided ¢/ Rk~1/?|3| < ¢; we have

Elexp(c Rk™*/?Bg"g')] < exp(c1 R*k 82| I1,||%) = exp(c1 R*B?).

co R, and so for some absolute constant c3 > 0 we have with probability at least 1 — ¢, for
all ¢, 7 € [B] with ¢ # T,

In particular, the quantity 4] 2 is sub-exponential with sub-exponential norm ||zt 2/ ||, <

[(1g, 27)| < caRlog(B/9). (13)

* (z;,z;) Analysis. For (z;,2]) with 7 # ¢ we can directly use the MGF of Gaussian

chaos [46, Lemma 6.2.2]: (z/,z,) = g'I.g for iid. g,g' ~ N(0,1I;) so that for
B < ¢/ a2,

Elexp(B(zy, 27))] < exp(caf?[ Lal7:) = exp(cs?d).

In particular, ||(2g, 2}) || " < ¢5/d so that sub-exponential concentration implies that with
probability at least 1 — 4, for any ¢, 7 € [B] with g # 7,
(21, 2})| < cgVdlog(B/9). (14)
Putting Eq. 12, Eq. 13, and Eq. 14 into Eq. 11 we get for ¢ # T,
R R d
(g, br)| =c7 | —= + —= + — | log(B/9). 15
(g, 1) 7(\@ NI N) g(B/9) (15)

As for || 1, ||?, from Eq. 11 we have

i )? = el + 2N "2 (20 ey + N 7Y 22|12 (16)

From here, the same argument used to bound Eq. 13 holds since that bound only relied upon the
fact that p, and z, are independent, while p. and z. are independent as well. In particular, with
probability at least 1 — 4, for all 7 € [B],

(s, 27)| < e3R1og(B/9). (17)

Each coordinate of 2’ has sub-exponential norm at most some constant ¢ and E[||22]|?] = d.
Therefore by by Bernstein’s inequality [46, Thm. 2.8.1], we have for some constant cg > 0, with

probability at least 1 — 4, for any 7 € [B],

, log(B/d
[1z2]1° = d| < co L(d/). (18)

Putting Eq. 18 and Eq. 17 into Eq. 16 and using that ||, ||> = R?, we get with probability at least

1—26,
csRlog(2B/9) n 2d V ¢glog(B/9)

ATQ_RQ < .
|HN | ’— VN N

As for ||z.||?, by definition,
2 )1? =l 1?4+ 2(pr, 22) + 127 1* = B* 4+ 2(pr, 27) + || 21>

Since z; ~ N(0,I;) has the same distribution as z/, the same analysis used to prove Eq. 17
and Eq. 18 yields that with probability at least 1 — 24, for all T € [B],

({17, 27)| < c3Rlog(B/9),

log(B/d
||zTH2 Sd—l— Cg Og( / )
Vd
Substituting these into the preceding display we have that
cg log(B/d
llarl? = df < 72 2520 4 o iog(5)
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Thus provided d is sufficiently large, then we also have ||z, ||? ~ d.

Next we bound |(z,, x,)|: There are 27, 2 e (0, I;) such that

d
(YrZr, Ygq) = (1r + Z'/ra Mg + Z;>
It is clear that the same exact analysis we used to analyze Eq. 11 leads to the claim that with probability
at least 1 — ¢, for all ¢ # 7:

(&g, z:)| < co (f}; +R+\/&> log(B/5). (19)

Finally, we consider y, fi.| .. Just as in the previous analyses, there are z,, 2. ~ N(0, I;) such that

(fr,yrxr) < (Hr + Nfl/Qz‘ra Mr + z-/r>
= |lpel® + N7V (2 e + (20 ) + N7V (20, 20).
Again using an analysis similar to that used for Eq. 11 yields that with probability at least 1 — 6, for
all 7 € [B],
1 Vd
L yrz,) — R < ¢ 1+}R+ log(2B/96). 20
[for.rr) — B ({ - m)g(” 0)

Moreover, note that (P fi,, Py, @) 4 (Wl + z:/\/m,p. + 2L) for z,, 2 i (0, I,) (see
Remark D.2). Then we can use the same argument as Eq. 20 with k = d and P = I}, to conclude
that with probability at least 1 —  we have:

1 Vi

P . PTy.x.)— R <c {1—1—]}%—1— log(2B/6). 21

(P f YrZr) | <cro iy N g(2B/4) (21)

Taking a union bound over each of the events shows that all of the desired claims of Lemma C.1 hold

with probability at least 1 — 104. It is also easy to verify that the Lemma holds with probability at
least 1 — ¢, for a different choice of constant cg.

O

Lemma C.2. Let 6 € (0,1) be arbitrary. There is an absolute constant cy > 1 such that with
probability at least 1 — § over the draws of {pur, (T+,yr), (Tr.i,yr.i) N1 }B_,, then we have

tr(P "Wy P) > <32 —cp <{1 + \/%] R+ g) log(B/6)> > A

Proof. By Remark D.2

B B
P TWywmP = Z AP frgyqey P = Z Aq (1t + zq/\/ﬁ)(uf{r +z1),

g=1 q=1
where z,, z;, Sy N (0, I,). Next, we lower bound tr(P T Wy P) as a function of Zqul Ag:
B
tr(PT Wy P) = Z Ag tr (([,L; + zq/\/ﬁ> (/,L;T + zg)) ) (22)
q=1
Observe that

o (s + 20/ VN) (] +27)) =t (7 + 27 (1 + 24/ V) )

2 1 vd
Z R — Co <|:1+ \/N:| R+ \/N) log(B/(S),

where the last inequality follows from Lemma C.1 (last item), and since for k = d and P = I, we

have that (f2,, yq) < (157 + 2,7) (1 + 24/ V).

Substituting the displayed Eq. into Eq. 22 yields the desired result. O
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The events of Lemmas C.1 and C.2 hold with probability at least 1 — ¢, independently of Assump-
tion A . Combining Lemmas C.1, C.2 and Assumption A we can conclude that:

Lemma C.3. Suppose that Assumption A holds for sufficiently large C. Then there exists some
constant cq such that with probability at least 1 — 50:

ll&-1” — R?| < R?/4, (23)
- ]” —d| < d/4, (24)
L R?
g )| < o () tou(), o5)
R? Vi
T, x| <co| —=VVd)]log(B/9j), 26
)] < co (v V) os(B/5) 6)
|(fr,yrzr) — R?| < R*/4 (27)
&
tr(PT Wy P) > - 2 (28)
q=1
R2
(P fr, Pyrar) — B2 < (29)
Moreover; recall that B = cp - dk/R? (Assumption C.1). Then for any T € [B] we have
AT 2 T, 2 2R4
12 IIBH I <2 (30)
1 . 1 R 1 R*
5 X G| <= v1) o/ <o vi) T,
N
g€[Blg#T
(31)

for some constant ¢ > 0. We can also conclude that if B < dk, i.e. \/cg < 1/R, then we have that

B R*
Z <ﬁ'7’a ﬂq><yqu ’JfrZ/r> = 1. 1Og (B/(S)
(7m) s

. (me) log?(B/6) (32)

Vk

Proof. The first part (Eqs. 23-29) occurs with probability at least 1 — 29, and follows directly by
substituting Assumption A into Lemmas C.1 and C.2, and by applying the union bound. Regarding
the last part, observe that
O . 2 . 2 2 R2 d R4
liielleel? _ 2R _, -
B B CB k
where the first inequality holds by the first part of the lemma, i.e. the upper bounds on || i, ||?, ||z ||?.
The last equality holds for by definition of B. This proves Eq. 30. Moreover, observe that

SR DR BTEs] D SRR I AL

q€[Bl:q#T q€[Bl:q#T

1 JN R
g Do (e i) (g, 20)| + > (i, f1g)(Zg, pr)
q€[B:q#T q€[Bl:g#T

W~

1 o
g D (e fig) (2 20| (34)
q€[Bl:g#T

Note, however, that the quantities appearing on the right-hand sides of each inequality in the lemma are
only small when these assumptions hold; this is the reason for these assumptions.
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Next, we analyze each of the above terms seperatly. Regarding the first term,

1 o o R
5 2 (e g g, i) | < max (e, fag)| | (g, e)| < o= log*(B/3). (35)

q€[Bl:g#T

where the last inequality holds by the first part (third item) of this Lemma and Eq.
12.  Regarding the second term of Eq. 34, let’s fix fi,,ft; and p, and observe that
(for, foq)(tqs Z1), - - -5 (fbr, f1q) (Mg, zB) are independent random variables. We emphasize that
we currently treat only z1, ..., zp as random variables, while the other terms are fixed. In other
words, the following analysis holds for any realization of fi,, fi, and p,, conditioning on the events
of the first part (Eqs. 23-29). By General Hoeffding’s inequality (Thm. 2.6.3 from Vershynin [46]),
we have

1 (. i ct’B?
P E Z <u7—7/"'q></‘l’qaz7> Z t S 26Xp —K2Z ’

e )2
9€[Bl:g#r wazr$firs fla)

where c is some constant and K := maxXg.qzr [|(kq, 27)l|,,- By properties of the Gaussian distri-
bution we have that (1., z.) ~ N(0, ||z, |*), which means that || {4, ze)lly, = cllpgll = cR, for
some constant ¢. Moreover, by the first part of this lemma (item 3) we have that GatT (fur, ﬂq>2 <
coBR*1log®(B/4)/k. By choosing t = \/ RS1log(B/68)1og?(2/8)/cBk, we obtain that with proba-
bility at least 1 — 4, for any 7 € [B],

1 PSS RS log2(8/6) log(2/4) 1 R4 ,
B " )| = < .= .log?(B/S5),
qu[Bz]:,;#m f1q)(Bqs Z7) \/ “Bh = e’ (B/9)

(36)

where the last inequality holds by definition of B. The same bound also holds for the third term in Eq.
34. Regarding the last term of Eq. 34, we can use again the General Hoeffding’s inequality to obtain,

1 R ct? B2
P E Z <""’Tau’(1><z!I7zT> >t] < 26XP ( ) )

2 Iy 7 \2
4€[B):q#T K Zq:q7£7-<l“l’7"l‘l’q>

where now K := maxg.q-- [[(2q, 2)||,,- Now we have that (z4, z-) ~ N(0, ||z-]|%), which means

that [[(zg, 2, l,, = |l2]| < 2¢v/d. By choosing ¢ = \/dR* log?(B/3)log(2/5) /cBk. we obtain
that with probability at least 1 — 6,

1 o dR*log*(B/6)log(2/6) 1 R*
= < < - log?(B
B & iz fra) (2o, 2) —\/ Bk SRy k og”(B/9),
q qFT

(37

where the last inequality holds by definition of B. Substituting Egs. 35,36 and 37 into Eq. 34, and
observe that 1V 1/cg > 1/R.\/cg V 1/+/dcp, for any R, d = Q(1) (Assumptions (A2) and (A3)),
Eq. 31 follows. We note that by union bound, all the events of this lemma occur with probability at
least 1 — 59. O

Our results will require this event to hold, so we introduce the following to allow us to refer to it in
later lemmas:

Definition C.1. Let us say that a good run occurs if the events of Lemma C.3 hold. By that lemma,
this happens with probability at least 1 — 56 over the draws of the training sets.

C.3 Analysis of Wym

Next, we introduce the following lemma regarding the max-margin solution W := Wy, as defined
in Eq. 4:
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Lemma C.4. On a good run and for C' > 1 sufficiently large under Assumption A , the max-margin

solution W of Problem 4,
B

W = Z )\TyTﬂTw:rr7

T=1

is such that the A > 0 satisfy the following:
Z \ CB A ].) i
"= log?(BJ3) RY
where cq > 1 is some constant. Further, we have the inequalities

y:

IPTWPr AW r < (1A VeB)- N2k

and
(cg A1) k

tr(PTWP)>c¢. —2 2 . =
WEWE) Z Bl R

for some constant ¢. We recall that B = ¢ - dk/ R? (Assumption C.1).

Proof. In this part, ¢ and ¢( represent some constants that can change from line to line.

+ tr(PTW P) lower bound. By the feasibility conditions of the max-margin problem, we
have for any 7 € [B],

1< yrﬂIWfBT
B
= ﬂ;l' (Z )‘quﬂqw;r> Yr&r
q=1

B
Z A {fr, ) (Yr T, YgTyq)
qg=1

=As ”NT” ”"177'”2 Z >‘q<ll'raﬂq><quqamry7—>-
q: qFT

The above equation also holds if we average over T i.e.

B B
1 . 1 L
LS 5 2 APl + 5 30 D0 Aaite, o) {yama @)
=1

T=1q: g#T

B
Z Z (fors f1q) (YqTq, T7Yr)

TT#G

1 B
EZATIII&TIIQII%II2
T=1

U:J \

2
Z)\ e e Z)\ S G o) (e, )

TiITH#q

or* & 1 R* =
< — J— —
S ok A +c (CB vV 1) log (B/9) qg:l)\

IN

T=1

where the last inequality holds by the second part of Lemma C.3. We can conclude that

Z)\ CB/\].) i
"= log’(B/s) RV

which proves the first part of the lemma. The last part of the Lemma regarding tr(P T W P)
following directly from the displayed Equation and Lemma C.3 (last item).
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* ||W/|| -~ upper bound. We first derive an upper bound on ||W|| . by showing the existence
of some matrix U (up to some scaling) that satisfies the constraints of the max-margin
problem. Frei and Vardi [11] used U = I, so a natural candidate in our case (where the
signal p is sampled from some low-dimensional subspace) is the projection matrix PP .
Let U := PP to be the projection matrix into the columns of P. We first derive an upper
bound on ||W|| . by showing that the matrix U (up to some scaling) satisfies the constraints
of the max-margin problem (Problem 4). Indeed, by Lemma C.3 (last item), for any 7 € [B],

/l;rPPTmiT = C:)(RQ)

Thus the matrix U /R? separates the training data with a margin of at least 1 for every
sample. Since W is the minimum Frobenius norm matrix which separates all of the training
data with margin 1,this implies

Vk

Wl < HU/RQHF - R

(38)

By Remark D.3 the same bound also holds for ||PTW P| .

* ||W/||  upper bound, when number of tasks B < dk . The above approach does not yield
a tight bound when the number of tasks is small. Instead, we use a different approach and
define

B
U:=0-Y yghgz]. (39)
qg=1

The idea is to choose specific value for  and show that for this specific value, U satisfies
the constraints of the max-margin problem, then by definition of W (Thm. 2.3) we can
upper bound ||W || - by ||U]|| . We start with a thechnical calculation that will be usefull
later in the proof. Since good run holds, by Lemma C.3 (last part), if B < dk, then for any
T € [B] we have,

RV

7 log®(B/9). (40)

Z <[l-,—,ﬂq> ’ <a:q,:137> <co- \/E

q:qF#T

Next, we move to show that U (Eq. 39) satisfies the constraints of the max-margin problem.
Indeed, for any 7 € [B],

~ ~ 2 2 ~ ~
yrit, Uz = 0 ||| r P+ 0 Y (for, frg) (Yo, yr)
@:qF#T

L2 2 P
>0 |fcl* e * =0 | D (e, Bg) (Yo yrr)

qQ:qF#T
@ R2%d R%/d
>0 — —0-coVB—=— -1log*(B/5
= D) 0 \/E g( /)
(i)
> 1. 41)

Inequality () uses Lemma C.3 and Eq. 40. Inequality (i7) holds by choosing 6 := 3/(R?d)

and for small enough B ie. B < kd/(Clog*(B/§). Thus, the matrix U (with § =
3/(R2d)) separates the training data with margin at least 1 for every sample. By Lemma
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D.2 we have that

B
U115 = 02> g lall” + 6% Y i, fre) - yga, yee)

q=1 q7#L
B B
~ 2 2 ~ ~

<6 Z [[£2q]I” ll2zqlI™ + 6° - Z Z (Bgs fe) - (Ygq, Yee)

q=1 q=1|t:l#q
@ /9 3R%d 9 R%V/d 9
< — . =1 .
_(R4d2>3( 5 > (R4d2)B <c0¢§ <\/E> log®(B/5)
(21) 9
< (W) B (3R%). “2)

Inequality (i) uses Lemma C.3, Eq. 40 and 6 = 3/(R2d). Inequality (4i) holds for small
enough B i.e. whenever

d > 200VB(Vd/Vk)log* (B/§) = B < 15(%

Since W is the minimum Frobenius norm matrix which separates all of the training data
with margin 1, and together with Eq. 42 we have that

6vB vk
||W||F§ HUHF— ﬁ:&/@ﬁ- (43)

Combine with Eq. 38, this proves the upper bound of ||W|| . By Remark D.3 the same
bound also holds for | PTW P|| .

O

C.4 Concentration inequalities of quadratic forms

In this section, we derive concentration inequalities for quadratic forms, which can be viewed as
variants of the Hanson—Wright inequality, tailored to the following terms:

o 1" W, where . = P/ for some matrix P € R%* and p/ ~ Unif(R - S¥=1).

o u" Wz, where z ~ N(0, I,;).

s 2T Wz, where 2’ ~ N(0, I,;).

W
Lemma C.5 (Hanson-Wright for uniform on the sphere of a subspace). Let R>0and W € Rixd
be a matrix. If p = P/ for some matrix P € R™* and ' ~ Unif (R - S¥=1), then for any t > 0,

2
P(uTﬂﬁy—iiuuﬂWVP)

2t>=POu”Vu—EWTWMH20

, 22 th
< 2exp | —cmin | = , =
RY|PTWP|2% R2|PTWP|;

, t2k? th
< 2exp | —cmin | = , = ,
RI[PTWP|Z R2[PTWP|r

where ¢ > 0 is some constant. We also can conclude that

ctk
P >t <2exp| —=————
R2|PTWP|F

RZ
p Wy — —

kthqun
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Proof. Write Q := PTW P and observe that u' Wy = p/'TQu’ for p/ ~ Unif(R - Sk¥=1).
Then the first inequality follows directly from Lemma C.2 in Frei and Vardi [11]. The second
inequality holds since |W||, < ||W|| for any matrix W. Regarding the last part, write a :=

td/R?|PTW P||p, if a > 1, we have that exp(— min(a,a?)) < exp(—a). If a < 1, the above
bound still holds for small enough ¢ and since P(-) < 1 is a trivial inequality. O

w' Wz
Lemma C.6. Let u = Py’ for some semi-orthogonal matrix P € R¥™* and p' ~ Unif(]:Z - Sk,

Moreover, let g ~ N(0, I) (independent of i) and let W € R**9 be a matrix. There is an absolute
constant ¢ > 0 such that for any t > 0,

ctVk
P (|uTWg| > 1) < 2exp <~> .
R|Wlr

Proof. By Remark D.1, p has sub-Gaussian norm at most ¢cR/+/k for some constant ¢ > 0. From
this point, the proof follows similarly to the proof of Lemma C.4 from Frei and Vardi [11], and
we provide it here for completeness. Observe that ||g||,, < ¢, for some absolute constant ¢ > 0.
By Vershynin [46, Lemma 6.2.3], this implies that for independent g1, g2 ~ N(0, I;) and any 3 € R,

VE
E exp (ﬁ 7 p'Wg | <Eexp(c18g) Wgs) .

Then using the moment-generating function of Gaussian chaos [46, Lemma 6.2.2], for [ satisfying
18] < c2/ [ W] we have

vk
Eexp (5RMTWQ < Eexp (c18g] Wgo)

< exp(c3 87| W %)

That is, the random variable R~ Vkp W g is mean-zero and has sub-exponential norm at most
max(cy ', c3)||W | . There is therefore a constant ¢, > 0 such that for any u > 0,

Fu

PR Vkpu Wg| >u) =P | |u" Wg| >
(I w Wyl > u) (u g\,ﬁ

) < 2exp(—cu/[|W|[r).
Setting u. = tvk/R we get

P(ln"Wg|>1t) <2exp <M>

RIIW | ¢

z "Wz

Lemma C.7 (Lemma C5 from Frei and Vardi [11]). Let ¢, ¢’ E~ N(0, I,;) and let W € R%¥9 be a
matrix. There is a constant ¢ > 0 such that for all t > 0,

P(I¢TW('| > 1) < 2exp (—&) :

C.5 Proof of Thm. 3.1

For notational simplicity let us denote W = Wiy, ft 1= ﬁ Zf\il y;x;, and let us drop the M + 1
subscript so that we denote (741, yar+1) = (@, y). We recall that B = ¢ - dk/R? (Assumption
C.1), and let’s denote p as the quantity
(CB A\ 1)
log?(B/4)

€ (0,1).
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Then the test error is given by the probability of the event,

{sign(§(E; W)) # ynm41} = {p Wyax < 0}

By standard properties of the Gaussian, we have for z, z’ oy N(0, 1,),

At M2,
Jr=p+ 2.

‘We thus have

PG(E; W) # ya41)

P(H+M 1/2z) W(u+z’)<0)
= IP( TWp<—p"Wz' — M 122Twp — M_1/2zTWz’>.
§P< TWu < |uTWz’|+’M*1/2zTWu’+‘M*1/2zTWz’ )
<p(pwp< PR U!uTWz|>—U‘M 1/2 TW,L‘ >—U’M 2, Ty > PR
= 2R? =y
u pR? T pk? 1/2,T pR?
<P(u™W P W2 > s ’M w ’
= “<2R2 TR W2 s | “—8R2
D2
HPQM 12Ty pR) (44)

where the last two inequalities hold since given events B; C By we have that P(B;) < P(Bs) and by
the union bound. Next, we assume that good run occurs, which indeed happened with probability at
least 1 — 54 over the draws of the training set (see Definition C.1). We now proceed by bounding
each of the remaining terms in the inequality above:

. IP( TWu < 2R2> For the first term we can use Lemma C.5 with ¢ = ”R

R? R2 pR2
P uTWug?tr(PTWP)—t =P uTWug?tr(PTWP)—ﬁ
2
< 2exp f$-p—R2 . @5
R|PTWP|p 2R

In Lemma C.4, we show that tr(PTW P) > %’;. By substituting that into the displayed
equation, we obtain

R? ck p]?2
Plp™Wp<?l ) <2exp|-o—o 20
( = sz>— p( R|PTWP|; 2R

(22(3 ck R? pR?
X —_—_— . ————— ¢ —_—
=P\ TR A JapvE 2R

pVk
= 2exp (—c~ 1/\\/@) .

Inequality (7) uses the upper bound |[PTW P||r < (1 A \/cB) - \/E from Lemma. C.4.
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e P (‘NTWz | > L 8R2 and P (|M 1/2 TW[,L| > 8R2) The second and the third term
in Eq. 44 can be bounded by Lemma C.6. Indeed,

RQ cxf ,OR2

T

wWz'| > < 2ex

('“ | 8R2>_ p( RIW[: SE
(22exp —C\/E- Ui p—RQ
- R (1A cp)Vk 8R?

cpR
=2 — ). 46
eXp( 8(1A~@)> (46)
Inequality () uses the upper bound |W || < (1 A \/CB) - \/E from Lemma. C.4.

o P (‘M‘l/zzTWz ‘ > 8‘:5;) For the final term in Eq. 44 we can use Lemma C.7,

1/2,,T PRQ T pM'/2R?
et = ) < (e 25
c pM/2R2
<2exp | — .
= p( Wil 8B
(i) cR? pM'/2R?
< 2exp | — . 3
(1/\,/03)\/@ S8R
1/2 2
= 2exp _M ) (47)
(1/\\/03)[

Again Inequality (i) uses the upper bound of || P W P||r from Lemma. C.4.
Putting together Egs. 45, 46 and 47 we get

. W ol cpld V1
P(g(E; W) # ynm+1) < 2exp (C' M\/c§> +2exp <8(1/\\/c73,)> +2exp (W)
(cgN1)

By plugging p = c - Tog? (/5> We can upper bound the displayed equation by:

. ML/2R2
6exp<—2(B/5)-(1/\\/(§)~<\f/\R/\ 7 ))

Recall that B = cp - dk/R? (Assumption C.1), which means that cg = BR?/dk. We can conclude
that

c 2 ~ 1/2 p2
P(G(E; W) # ym1) < 6exp <_log2(B/5)' <1/\\/§> . (\/EARAJW\/ER)).

D Additional Lemmas

Remark D.1. Let P € R¥** be an semi-orthogonal matrixi.e. PT P = Iy,. Let pi' ~ Unif(R-S*~1)
and set p = Pp'. Then p and p' are sub-Gaussian random vectors with sub-Gaussian norm at most
cR/\/k for some absolute constant ¢ > 0 i.e. [eallpy A, < cR/VEk.

Proof. ' is a sub-Gaussian random vector with sub-Gaussian norm at most cR/ Vk [46, Theorem
3.4.6] for some absolute constant ¢ > 0. In particular, we have that [46, Definition 3.4.1]

2 2 ’ T 2
leelly, = s 1, 2) |y, = s [, P ),

2 2
< sup [{w,2)ll, = 1K1,
zeSk—1

where the second equality holds since | P Tx|| < ||z|| for any = € RY. O
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Remark D.2. Let P € R¥** be an semi-orthogonal matrix (i.e. PT P = I},) and let z ~ N(0, I,),
then PTz ~ N(0, I},).

Proof.
E[P'z]=P'E[z] =0
Cov(PT2)=E[(P"2)(P"2) | =P "E[zz"|[P=P"P =1,
O
Lemma D.1 (Hoeffding’s theorem). Let x1,xo,...,x, be independent random variables such
that Elz;] = 0 and x; € [—a,a] almost surely. Consider the sum of these random variable

Sn = x1+ -+ - + xp. Then Hoeffding’s theorem states that
Pr[|S,| > n%"a] < 2exp(—2n'°a?/4a’*n) = 2exp(—n"?/2),
Moreover; if n > 4log(2/6)?, then

Pr[|S,| > n0‘75a] )

3

LemmaD.2. Let W = Zle yefox . Then

B
2 ~ 12 2 ~ ~
W% =D il g + D (g, fre) - gz, yeme)
g=1 qF#L

Proof.

B
Wi =Y yglftgm] )i
q=1

B 2
WIE =" (Z quqwbi,j) =D valirgm) )i jye(fuex) )i s
q=1

i,j 1,J q,t

B
LT S TN A T
=D gm )7+ vgye(fug ) )i (frex] )i s
3,5 \q=1 q#l
& 2
= Z ﬂqw;HF + Z yqy£<ﬂqw;—a ﬂ£w2—>F
q=1 qF#L

Recall that ||A||% = tr(ATA), (A, B)r = tr(ATB),tr(AT B) = tr(BAT), which means that

. 2 - . . PO o .
gy || = i2q]| 4] and (fugm] , frex] ) p = (fiq, fte) - (%4, (). Substituting that into the
displayed equation gives us the desired result. O

Remark D.3. Let P € R¥** be an semi-orthogonal matrix and let W € R? be a matrix. Then

|[PTWP||,. <|W|

Proof. Given 2 matrices A € R™*™ B € R™* it is will known that |AB| . < ||A| | B -
Therefore,

IPTW P, < WP = [PTWT |, < [WT|, =Wl
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E Further Experiments & Additional Details

In this section, we provide further experiments and additional details. We trained linear attention
models (Eq. (3)) on data generated as specified in Section 2.1 using GD with a fixed step size o = 0.01,
N = 40 and the logistic loss function. Training was performed for 200 — 300 steps from a zero
initialization, implemented in PyTorch. In all figures, the x-axis represents the number of in-context
examples M, starting from M = 1, while the y-axis corresponds to the test accuracy. The accuracy
is computed by checking whether the prediction §(E; W;) equals the true label yy;11, where E
denotes the tokenization of the sequence (1,y1),- .-, (Zar, yar), (Tar4+1,0), used to predict yas1.
We average the accuracies over By := 1200 tasks, and we plot this average, optionally including
error bars representing 95% confidence intervals (CIs). These intervals are computed using the
standard error of the mean and assuming a normal distribution:

CI = [acc — 26, acc + 6],

where Gcc := ), atc;/Biey is the accuracy mean, ¢ := \/Zi(afcci —acc)?/(Biest — 1) is the
standard error of the mean and z = 1.96. All computations can be completed within an hour on a
CPU.

In Figure 2, we examine the effect of the shared subspace dimension &, with each plot corresponding
to a different signal strength. Accuracy improves as the signal strength R = R increases and as
the subspace dimension k decreases. Notably, in some plots, the accuracy remains far from 1 even
for large values of M. This can be attributed to the term /& A R A M R* /k that appears in the
generalization bound of Theorem 3.1. Indeed, when M is sufficiently large, the dominant term
becomes vk A R, indicating that perfect accuracy (i.e., zero error) is unattainable in this regime.

Accuracy vs Context Size (R = R = 5, d = 2000) Accuracy vs Context Size (R =R =7, d = 2000) Accuracy vs Context Size (R =R =9, d = 2000)
i

10
—— k=500
k=1000
— k=1500 09 09
o o — k=500 06) — k=500
k=1000 k=1000
| — k=1500 — k=1500
08 B . . . . 08 . . . . . 08 .
3 3 ED 7 3 ED 3

160

Test Accuracy
Test Accuracy
Test Accuracy

160 200 300 160 200 300 200 300
Sequence Length (M) Sequence Length (M) Sequence Length (M)

Figure 2: Test accuracy versus the number of in-context examples M for various subspace dimensions

k. Accuracy improves as the signal strength R = R increases and as the subspace dimension &
decreases. B = d = 2000.
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