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Abstract

The task-oriented dialogue (ToD) systems aim to achieve the dialogue goal efficiently and successfully in multiple turns. Additionally, the development of large language models (LLMs) has significantly enhanced the question answering and dialogue generation, and makes them become increasingly popular in current practical scenarios. Unfortunately, existing LLM-powered ToD systems lack direct rewards toward the final dialogue goal and do not account for proactivity in dialogue, which can enhance efficiency. To fill this gap, we introduce the ProToD (Proactively Goal-Driven LLM-powered ToD) approach, which anticipates future dialogue actions and incorporates goal-oriented reward signals to enhance ToD systems. Additionally, we present a novel evaluation method that assesses ToD systems based on goal-driven dialogue simulations. This method allows us to gauge user satisfaction, system efficiency and success rate while overcoming the limitations of current Information and Success metrics. We conduct empirical experiments on the MultiWoZ 2.1 and SGD dataset. Especially, results on the MultiWoZ 2.1 dataset demonstrate that our model achieves superior performance using only 10% of the data compared to previous end-to-end fully supervised models. This improvement is accompanied by enhanced user satisfaction and dialogue efficiency.

1 Introduction

A task-oriented dialogue system is designed to assist users in achieving specific objectives. Its primary focus is on comprehending user needs and generating responses that help to satisfy their needs. Integral to this process is the system’s proactivity — an attribute borrowed from organizational behavior as described by Grant and Ashford (2008). The proactivity of conversational agents can be characterized as their ability to steer or control a dialogue toward the final goal. This is achieved by taking the initiative and foreseeing potential impacts on themselves or users. The ultimate success of a ToD system lies in taking proactive actions to effectively and efficiently address user needs.

Current research focuses on guiding LLMs to produce relevant responses using task-specific instructions and few examples. Li et al. (2023) introduce a method where a small model provides directional prompts for each query. The LLM then uses these prompts and previous dialogues as input to produce their responses. They optimize LLMs for ToD by adjusting a policy model, which can be refined using supervised learning and reinforcement based on BLEU score rewards. Additionally, Hu et al. (2023) presented a framework that uses LLMs as user simulators to enhance task-oriented dialogue models. These methods based on reinforcement approach primarily employ rewards that hinge on BLEU scores or user simulations, which focuses on assessing the similarity between the system’s generated responses and predefined ground truth, as well as measuring user satisfaction scores.

However, existing metrics are limited when guiding LLMs to be proactive. Notably, the success rate is a pivotal metric in evaluating the effectiveness of a ToD system. A higher success rate indicates that the system is adept at meeting user requirements. Additionally, efficiency is gauged by the number of turns in a conversation. Fewer turns signify greater efficiency, underscoring the need for the system to be proactive. The aforementioned works do not incorporate considerations of task success and efficiency into their reward design. Moreover, LLMs tend to produce more flexible and longer responses compared to end-to-end models, leading to lower BLEU score compared with ground-truth response. When BLEU scores are used as rewards for model tuning, it can easily result in lower reward values and potentially lead to incorrect optimization directions. Therefore, a new reward mechanism that focuses on goal-driven behavior to guides LLM for
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To summarize, our contributions in this work are:

- We propose the ProToD (Proactively Goal-Driven LLM-powered ToD) approach which anticipates future dialogue actions and integrates a goal-oriented reward signal, enhancing the efficiency and success of ToD systems.
- To better and flexibly evaluate the efficiency and success rate of LLM-powered ToD systems, we introduce goal-driven user simulation based on GPT-4 to assess the performance of the ToD system.
- We conduct comprehensive experiments including automatic metrics evaluation, user simulator based assessment, case study and human evaluation, which fully validate the effectiveness of our model.

2 Related Work

ToD systems have been as essential tools for facilitating various tasks such as various bookings or reservations scenarios in natural language conversations. These systems aim to provide human-like interactions, making it convenient for users to engage with them seamlessly. In recent years, there has been significant progress in the development of ToD systems, with various approaches and techniques contributing to their enhancement.

Some of the earlier ToD models, such as those presented in the works of He et al. (2022), Lee (2021), Sun et al. (2023), and Wu et al. (2023a),
primarily focused on generating responses based solely on the current dialogue context. While these models showed promise, they often lacked the ability to consider the broader context or incorporate dialogue states effectively. To address this limitation, researchers have explored policy optimization methods, as highlighted in the studies conducted by Wang et al. (2020a) and Wang et al. (2020b). These approaches leverage ground-truth dialogue states to inform the response generation process, thereby enabling more contextually relevant and accurate responses. Incorporating both text information and dialogue states has been another promising avenue for improving ToD systems. Lubis et al. (2020) and Lee (2021) are notable examples of research efforts that have successfully integrated these two aspects. This approach allows ToD systems to have a more comprehensive understanding of the conversation, enabling them to generate responses that are not only contextually appropriate but also take into account the underlying task objectives. Furthermore, reinforcement learning methods, as demonstrated in studies by Wu et al. (2023b), Bang et al. (2023), and Feng et al. (2023), have gained recognition for their effectiveness in enhancing ToD systems. These methods leverage feedback and rewards to fine-tune the dialogue generation process, resulting in responses that are not only context-aware but also optimized for specific task-oriented goals.

Recently, a new paradigm in natural language processing has emerged, characterized by the advent of sophisticated LLMs such as ChatGPT (OpenAI, 2021), GPT-4 (OpenAI, 2023), Llama2 (Touvron et al., 2023), Bard, and others. These models have significantly enhanced a variety of applications owing to their superior understanding and generation capabilities. The advancements these LLMs embody are markedly distinct, with performance that greatly surpasses that of earlier pre-training language models like BERT (Devlin et al., 2018), T5 (Raffel et al., 2020), and GPT-2 (Radford et al., 2019), among others.

In terms of the LLM-based ToD research, Madotto et al. (2020) assess the few-shot capability of language models in Natural Language Understanding, Dialogue State Tracking, Dialogue Policy and Natural Language Generation tasks. Hudeček and Dušek (2023) evaluate Instruction-finetuned LLMs’ ability to complete multi-turn tasks and interact with external databases in the context of established task-oriented dialogue benchmarks. Snell et al. (2022) formulate goal-oriented dialogue as a partially observed Markov decision process, interpreting the language model as a representation of both the dynamics and the policy. Recently, Hu et al. (2023) propose a new framework to leverage LLM as the user simulator and utilize the feedback of this simulation to optimize the ToD model. Li et al. (2023) introduce a novel prompting framework called Directional Stimulus Prompting for guiding black-box LLMs toward desired output, which employ a small tunable policy model to generate the hint to guide the LLMs.

3 Methodology

3.1 Overview

For dialogue response generation, we consider an input dialogue history space denoted as X, and a response output space referred to as Y. LLMs have shown remarkable capabilities in generating responses by incorporating instructions that describe the task, a few demonstration examples, and the input dialogue history x within the prompt. However, there are challenges when it comes to steering LLMs towards desired outputs, particularly for achieving fine-grained, query-specific behaviors. In the context of ToD, different dialogue systems need to respond to user queries across various domains using actions such as informing, requesting, confirming, and providing domain-specific slot values. In such scenarios, solely relying on task-specific instructions and a handful of examples may not consistently yield satisfactory and relevant responses. Additionally, dealing with long-term memory and maintaining efficiency poses further challenges in LLM-based ToD systems.

To address these issues, we propose the incorporation of future dialogue action hints denoted as z into the prompt, inspired by the Directional Stimulus Prompting (DSP) approach (Li et al., 2023). These hints serve as guidance for achieving the desired response. For each input query, we generate these hints using a small, adaptable policy language model, \( p_{POL}(z|x) \). Subsequently, we combine the generated hint, z, with the original dialogue history, x, to construct the prompt that guides the LLM towards generating its output, represented as \( p_{LLM}(y|x, z) \).

3.2 Anticipating Future Dialogue Actions

To anticipate future dialogue actions by the user, we train a policy model that predicts future dialogue
actions for LLMs, using supervised fine-tuning of a pre-trained LM such as T5 on a small collection of labeled data (1% or 10%).

To enhance the ability of LLMs to generate task-specific responses, we employ the anticipated future dialogue actions, spanning from the current turn until the end of the conversation, as contextual cues for guiding the LLM in generating responses to the queries from the current user turn. These cues are denoted as $z$, which convey the anticipated future dialogue actions that the dialogue system should respond to. The resulting dataset, denoted as $D = (x, z)$, comprises pairs of dialogue histories and future action sequences. Specifically, given a dialogue history with $n$ turns, represented as $x = (x_1, x_2, x_3, \ldots, x_n)$, and corresponding predicted actions for each response turn, denoted as $a = (a_1, a_2, a_3, \ldots, a_n)$, we formulate the future predicted actions for the $i$-th turn as $z_i = (a_1, a_{i+1}, \ldots, a_n)$. Subsequently, we fine-tune the policy model by maximizing the log-likelihood through the following objective:

$$\mathcal{L}_{POL} = -\mathbb{E}_{(x, z) \sim D} \log p_{\text{TOD}} (z \mid x) \quad (1)$$

This framework enables our model to generate responses that align with the underlying dialogue actions, resulting in more contextually appropriate and task-specific outputs for the current user query. To better modify the hints towards achieving high success rate on the dialogue goal, we continue to incorporate reinforcement learning (RL) to further fine-tune the policy model based on the goal-oriented reward. The detailed approach is elaborated below.

### 3.3 Goal-oriented Reward

Our objective is to guide the generation of the LLM towards our desired target by optimizing an alignment measure denoted as $R(x, y)$, which measures whether the response $y$ achieves predefined dialogue goals for the input $x$.

In each dialogue, the overall goal can be subdivided into several predefined sub-goals, denoted as $g = (g_1, g_2, g_3, \ldots, g_m)$. The success of each sub-goal can be measured by assessing whether the ToD system provides the corresponding information. For instance, in the MultiWoZ dataset, these sub-goals encompass tasks such as supplying a reference ID, phone number, address, and so forth. Consequently, for each system response turn, we can calculate a turn-level goal reward that quantifies how many sub-goals it accomplishes. This can be mathematically formulated as follows:

$$r_i = \lambda \sum_{j=0}^{m} g_j \quad (2)$$

where $r_i$ represents the reward for the $i$-th turn, and $\lambda$ is a hyperparameter to scale the reward. The value of each $g_j$ is determined by whether the ToD system provides the corresponding information: if it does, $g_j$ is assigned a value of 1; otherwise, it is set to 0.

Meanwhile, given that the parameters of the black-box LLM are neither accessible nor adjustable, we resort to enhancing the policy model’s optimization. This involves generating future dialogue actions as hints, which in turn direct the LLMs’ generation process towards the maximization of our defined objective.

$$\mathcal{R}_{\text{LLM}} (x, y) = R(x, y) \quad (3)$$

$$y \sim p_{\text{LLM}} (y \mid x, z) \quad (4)$$

However, the optimization approach described above poses an intractable problem for the policy model. In order to tackle this challenge, we reframe the optimization of the policy model as a reinforcement learning (RL) problem and leverage...
the proximal policy optimization (PPO) algorithm (Schulman et al., 2017).

We use the policy model to initialize a policy network \( \pi_0 = p_{POL} \) and then update \( \pi \) using PPO.

The process through which the policy model generates a sequence of future actions \( z \) can be viewed as an interaction in the context of RL, defined by the tuple \( \langle S, A, r, P \rangle \). Here, \( S \) represents the state space, \( A \) denotes the action space, \( r \) corresponds to the reward function, and \( P \) signifies the state-transition probability. In each interaction with the environment, the agent selects an action (token) based on the probability distribution defined by the current policy network \( \pi(z|x, z < t) \). The interaction process concludes when an end-of-sequence token is chosen, resulting in the generation of the entire sequence of future dialogue actions. The policy network \( \pi \) can be improved through fine-tuning, aiming to optimize the reward \( r \) associated with the RL framework.

To avoid the policy network \( \pi \) deviating too far from the initial policy model \( p_{POL} \), we also introduce a KL-divergence penalty into the current reward function. Therefore, the final reward formula is:

\[
    r(x, y) = R_{LMM}(x, y) - \beta \log \frac{\pi(y | x)}{p_{TOD}(y | x)}
\]

### 3.4 Goal-driven User Simulation Assessment

As highlighted by (Wu et al., 2023a) in their study on the Inform and Success metrics, these have inherent issues. The evaluation procedure requires the model to generate placeholders, and the metrics consider whether the placeholders satisfy user goals. Consequently, a model that generates more placeholders can misleadingly appear to perform better. When a fixed response such as "[value_name] [value_phone] [value_address] [value_postcode] [value_reference] [value_id]" is consistently used for every turn during evaluation with the standardized evaluation script, it yields state-of-the-art results in terms of Inform and Success scores when compared to baseline models.

Therefore, these problems necessitate a new method to assess the performance of LLM-based ToD systems. Given a dialogue goal \( g \), we design a suitable prompt to enable GPT-4 to act as the user to propose the user queries \( x^* = \{x_1^*, x_2^*, x_3^* \ldots x_n^*\} \), for which the LLM-based ToD’s responses are \( y^* = \{y_1^*, y_2^*, y_3^* \ldots y_n^*\} \) in the turn-by-turn interaction. In these simulations, the efficiency can be calculated as the average number of turns. Due to the strong understanding of GPT-4, the success will be assessed by GPT-4 again according to the dialogue goal and this simulated dialogue.

### 3.5 Implementation

We employ the T5 model (base version) (Raffel et al., 2020) as our policy model. Concurrently, GPT-3.5-turbo (OpenAI, 2021) serves as the specific LLM.

Our process commences with the supervised fine-tuning of the T5 model, centering on the future dialogue actions prediction task. Post the initial phase, we augment the T5’s capabilities by introducing a goal-oriented reward system and the NLPO method (NLPO (Ramamurthy et al., 2022) is one of the PPO Algorithms, tailored for language generators). These enhancements are geared towards optimizing the model through reinforcement learning, aligning it closely with user goal completion.

To adapt to the distinct characteristics of dataset annotation and evaluation metrics, we have tailored the sub-goals to specifically provide ‘PHONE’, ‘ADDRESS’, ‘POST’, and ‘REFERENCE ID’. Even with this specific design, the framework of our goal-oriented reward system retains its flexibility, allowing for extensions and adaptations to other ToD systems through tailored goal amendments. In this context, we have set the scaling reward parameter \( \lambda \) at 3 to achieve a balanced optimization.

### 4 Experiments

#### 4.1 Dataset and Evaluation Metrics

**MultiWoZ 2.1** (Eric et al., 2020) is the improved version of MultiWOZ 2.0 (Budzianowski et al., 2018) which is a released multi-domain dialogue dataset spanning 7 distinct domains and containing over 10,000 dialogues. Moreover, MultiWoZ 2.1 also includes user dialogue acts as well as multiple slot descriptions per dialogue state slot.

**Schema Guided Dialogue (SGD)** (Rastogi et al., 2020) consists of schemas outlining the interface of different APIs and annotated dialogues, including over 16k multi-domain conversations spanning 16 domains.

**Inform and Success** are the metrics related to dialogue task completion - whether the system provides an appropriate entity (Inform rate) and answers all the requested attributes (Success rate).
### Table 1: Comparison of response generation performance across different methods. The results with ∗ mean the reimplementation results by us. The best results are highlighted in bold, while the top performance in each category is underscored with an underline. ProToD- is the ablation setting which still incorporates future dialogue actions but omits rewards based on task-success, using only BLEU as rewards.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data</th>
<th>MultiWoZ 2.1</th>
<th>SGD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Inform</td>
<td>Success</td>
</tr>
<tr>
<td>Standard Prompting</td>
<td>-</td>
<td>72.8</td>
<td>44.2</td>
</tr>
<tr>
<td>DSP w/ SFT (Li et al., 2023)</td>
<td>1%</td>
<td>76.0</td>
<td>64.3</td>
</tr>
<tr>
<td>DSP (Li et al., 2023)</td>
<td>1%</td>
<td>87.3</td>
<td>78.7</td>
</tr>
<tr>
<td>ProToD-</td>
<td>1%</td>
<td>90.4</td>
<td>80.1</td>
</tr>
<tr>
<td>ProToD</td>
<td>1%</td>
<td>94.3</td>
<td>82.7</td>
</tr>
<tr>
<td>DSP w/ SFT (Li et al., 2023)</td>
<td>10%</td>
<td>75.0</td>
<td>67.7</td>
</tr>
<tr>
<td>DSP (Li et al., 2023)</td>
<td>10%</td>
<td>95.0</td>
<td>84.0</td>
</tr>
<tr>
<td>ProToD</td>
<td>10%</td>
<td>95.3</td>
<td>85.0</td>
</tr>
<tr>
<td>ProToD</td>
<td>10%</td>
<td>96.2</td>
<td>85.8</td>
</tr>
<tr>
<td>SimpleTOD (Hosseini-Asl et al., 2020)</td>
<td>100%</td>
<td>85.0</td>
<td>70.5</td>
</tr>
<tr>
<td>DoTS (Jeon and Lee, 2021)</td>
<td>100%</td>
<td>86.7</td>
<td>74.2</td>
</tr>
<tr>
<td>PPTOD (Su et al., 2021)</td>
<td>100%</td>
<td>87.1</td>
<td>78.4</td>
</tr>
<tr>
<td>UBAR (Yang et al., 2021)</td>
<td>100%</td>
<td>95.7</td>
<td>81.8</td>
</tr>
<tr>
<td>GALAXY (He et al., 2022)</td>
<td>100%</td>
<td>95.3</td>
<td>86.2</td>
</tr>
</tbody>
</table>

4.2 Baselines

**Standard Prompting**: We design instructions to let LLMs reply to the previous dialogue history.

**DSP (Li et al., 2023)**: In Directional Stimulus Prompting (DSP), "directional stimulus" is introduced into the prompt to provide more precise guidance for LLMs. This stimulus acts as a cue to guide LLMs in generating desired outputs. A small tunable model, such as T5, is used to create this stimulus for each query, allowing optimization of LLMs through a smaller policy model. This policy model is trained through supervised fine-tuning with labeled data and reinforcement learning using rewards, aiming to align LLM behavior with desired outcomes.

**DSP w/ SFT** represents the ablation study in DSP, performing the supervised fine-tuning (SFT) on the pre-trained LM, without the further reinforcement learning training.

**SimpleTOD (Hosseini-Asl et al., 2020)** adopts a unified approach, treating all these sub-tasks as a single sequence prediction problem, leveraging pre-trained, open-domain, causal language models like GPT-2 as its base model.

**DoTS (Jeon and Lee, 2021)** is a task-oriented dialogue system that uses a simplified input context instead of the entire dialogue history. To address the loss of contextual information from previous conversational turns. DoTS tracks the domain state in addition to the belief state and uses it for the input context.

**PPTOD (Su et al., 2021)** proposes a unified solution that overcomes the limitations of the traditional cascaded generation approach. Its integrated architecture efficiently minimizes error accumulation and data annotation overheads. It adopts a multi-task pre-training strategy to leverage insights from diverse dialogue corpora.

**UBAR (Yang et al., 2021)** is a ToD system that models entire dialog sessions by fine-tuning GPT-2 on sequences encompassing user input, belief states, system actions, and responses.

**GALAXY (He et al., 2022)**: This method is the previous end-to-end fully supervised training SOTA model. The Galaxy model is a pre-trained conversational system that acquires dialog strategies by leveraging a combination of limited labeled dialog data and extensive unlabeled dialog datasets through a semi-supervised learning approach. They incorporate a task to predict dialog actions as a means of improving dialog policy during the pre-training phase and utilize a consistency regularization component to enhance the acquired representations with the aid of unlabeled dialog data.
4.3 ProToD Performance

We assessed the efficacy of our ProToD approach by evaluating it on GPT-3.5-turbo and comparing its performance with the LLM-guided DSP work (Li et al., 2023), and other prominent task-oriented dialogue models like SimpleTOD (Hosseini-Asl et al., 2020), DoTS (Jeon and Lee, 2021), PPTOD (Su et al., 2021), UBAR (Yang et al., 2021), and GALAXY (He et al., 2022). These models were trained on the comprehensive training set consisting of 8438 dialogues. The comparative analysis of their overall performance is summarized in Table 1.

Table 1 illustrates that ProToD consistently eclipses the DSP model in performance, a trend observed when trained with both 1% and 10% of the data. ProToD, when trained with only 1% of the data, results in an average improvement of 6.6% over the DSP model. These findings underscore the importance of anticipating future actions for LLM-guided ToD.

In scenarios where only 10% of the training data in MultiWoZ 2.1 is utilized, ProToD further outperforms fully supervised, end-to-end training models UBAR and GALAXY, as evidenced by the Inform metric. Even with the constrained training dataset of 1%, ProToD outperforms SimpleTOD, DoTS, and PPTOD in both the Inform and Success metrics.

The superior performance of ProToD can be attributed to its utilization of anticipated future actions along with the LLMs’ effective understanding and generation capabilities. With just the hints provided by the T5 model, ProToD outperforms intricate models that are grounded in complex architecture and tailored dialogue features. Noteworthy is ProToD’s exemplary performance when trained on smaller datasets, a significant advantage especially when dealing with dialogues where dataset annotation is particularly costly.

4.4 Ablation Study

We perform an ablation study utilizing ProToD, which still incorporates future dialogue actions but omits rewards based on task-success, using only BLEU as reward. Even without the goal-oriented reward, ProToD-still outperforms DSP, a difference that becomes more pronounced when training is conducted using only 1% of the standard data volume. This underscores the module’s inherent effectiveness, as evidenced by its positive contributions to both Inform and Success metrics. Furthermore, a comparative analysis between ProToD and ProToD- further illuminates the significant enhancements afforded by the incorporation of the goal-oriented award module.

4.5 Goal-driven User Simulation Assessment

We randomly sample 100 dialogues and employ GPT-4 as the user simulator to conduct the dialogue simulation. Then, we calculate the efficiency and let GPT-4 to assess whether this dialogue completed the dialogue goal and how satisfactory the user feels. In terms of evaluation metrics, Success Rate (SU) considers whether the dialogue fulfills the goal, Efficiency means the average turns needed to complete the goal (if this dialogue fails to complete the goal, we use the maximum turns of 10). Additionally, we adopt the previous user satisfaction work (Sun et al., 2021) to set the satisfaction score (SA ranging from 1-5 and prompt GPT-4 to provide this satisfaction score.

As illustrated in Table 2, ProToD surpasses DSP with a success rate of 69.2% against DSP’s 61.5%. This indicates ProToD’s enhanced capability to achieve dialogue goals. When considering efficiency, ProToD’s score of 5.7 outperforms DSP’s 6.3, suggesting that ProToD requires fewer interactions for task completion. Furthermore, the higher satisfaction score of 4.3 for ProToD, compared to DSP’s 4.0, implies that users may find interactions with ProToD more intuitive and satisfying. This holistic improvement highlights ProToD’s effectiveness in multiple aspects.

As previously discussed, the current evaluation metrics fall short in assessing the semantic quality of responses and their effectiveness in task completion. These limitations underscore a critical gap in the evaluation paradigm for ToD systems. Our proposed method, in conjunction with the three metrics outlined earlier, presents a transformative approach to address this challenge. By integrating these advanced measures, we aim to offer a more comprehensive and nuanced evaluation framework, ensuring that both the user satisfaction and task accomplishment efficacy of the dialogue systems are meticulously assessed and optimized.
<table>
<thead>
<tr>
<th>Method</th>
<th>SU↑</th>
<th>EF↓</th>
<th>SA↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSP (Li et al., 2023)</td>
<td>61.5</td>
<td>6.3</td>
<td>4.0</td>
</tr>
<tr>
<td>ProToD</td>
<td>69.2</td>
<td>5.7</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 2: Evaluation performance of dialogue response generation through simulation by GPT-4, where SU, EF and SA denote as Success Rate, Efficiency and Satisfaction respectively.

**Conversation Goal:**
You are planning your trip in Cambridge. You are looking for a restaurant. The restaurant should be in the centre and should be in the moderate price range. Make sure you get food type and postcode. You are also looking for places to go in town. The attraction should be in the type of multiple sports and should be in the same area as the restaurant. If there is no such attraction, how about one that is in the type of architecture. Make sure you get phone number, entrance fee, and address.

**Conversation History:**
User: I want to find a moderately priced restaurant.
Assistant: I have [value_choice] available for you! Is there a certain area or cuisine that interests you?
User: Yes I would like the restaurant to be located in the center of the attractions.

**DSP Response:** There are [value_choice] restaurants in the center of the attractions. What type of food are you interested in?

**ProToD Response:** I have several options in the center of town. One option is [value_choice]. They serve [value_food] cuisine and are located in the heart of the attractions. Another option is [value_choice]. They have a variety of cuisines and are also centrally located. Would you like me to provide you with their phone?

### 4.6 Case Study

In our study, we employ a case study approach to further bolster our motivation. This case study comprises four key components: the conversation goal, history, DSP model response, and ProToD model response. When we examine the ProToD response in comparison to the DSP response, it becomes evident that the ProToD model offers two notable advantages. Firstly, the ProToD response excels in providing current options and strives to meet the user’s objectives as efficiently as possible, rather than simply asking for the type of food, thereby significantly enhancing dialogue efficiency. For each option presented, the ProToD-generated response includes comprehensive information encompassing cuisine types and location clarifications. Secondly, the ProToD response addresses the user’s intent confirmation by providing a phone number when it is required, potentially increasing the success rate of the dialogue. Together, these two strengths of the ProToD model – enhancing the detail and relevance of information provided, and effectively confirming and fulfilling user intents – solidify its role in significantly improving both the Inform and Success metrics within the MultiWoZ 2.1 dataset. This underlines ProToD’s effectiveness in delivering more efficient, successful, and user-aligned dialogue experiences.

### 5 Conclusion

In this study, we present the **ProToD** model, an enhancement of the LLM-powered ToD system that incorporates future dialogue action anticipation and goal-oriented reward motivation. By utilizing future actions as cues to guide LLMs, our model offers more comprehensive responses and enhances the efficiency of dialogues. The integration of goal-oriented rewards further fine-tunes the cues for LLMs, resulting in improved dialogue task completion rates through a reinforcement learning framework. Additionally, we introduce a goal-driven user simulation assessment based on GPT-4, providing a novel perspective to better evaluate dialogue efficiency and user satisfaction levels. Our validation process assesses the effectiveness of ProToD by examining performance enhancements in Inform and Success metrics using the MultiWoZ 2.1 and SGD dataset. Furthermore, we present case studies and user simulation assessments that illustrate the improvements in dialogue efficiency and user satisfaction achieved by our model.
6 Limitations

Firstly, the MultiWoZ dataset is currently unrivaled in its scale and comprehensiveness, equipped with dialogue goals and sub-goals for assessing dialogue task completion. However, to refine and broaden the evaluation landscape and our method’s generalization, we require additional datasets to effectively evaluate and refine our method.

Additionally, our approach is still reliant on LLMs, and the understanding and generation capabilities can vary among different models. While the DSP work (Li et al., 2023) has compared performance with CodeX, there is a need to evaluate more recent and superior LLMs like GPT-4, Llama 2, and others within this framework.
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