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Abstract001

Zero-shot domain adaptation for dialogue state002
tracking (DST) remains a challenging prob-003
lem in task-oriented dialogue (TOD) systems,004
where models must generalize to target do-005
mains unseen at training time. Current large006
language model approaches for zero-shot do-007
main adaptation rely on prompting to intro-008
duce knowledge pertaining to the target do-009
mains. However, their efficacy strongly de-010
pends on prompt engineering, as well as the011
zero-shot ability of the underlying language012
model. In this work, we devise a novel data013
augmentation approach, Schema Augmenta-014
tion, that improves the zero-shot domain adap-015
tation of language models. Schema Augmen-016
tation is a simple but effective technique that017
enhances generalization by introducing vari-018
ations of slot names within the schema pro-019
vided in the prompt. Experiments on Multi-020
WOZ and SpokenWOZ showed that the pro-021
posed approach resulted in a substantial im-022
provement over the baseline, in some experi-023
ments achieving over a twofold accuracy gain024
over unseen domains while maintaining equal025
or superior performance over all domains.026

1 Introduction027

An essential problem for task-oriented dialogue028

systems is Dialogue State Tracking (DST), the029

task of extracting a structured respresentation of030

the dialogue state from of user goals as the conver-031

sation progresses (see Table 1). While traditional032

DST models require extensive domain-specific an-033

notation, instruction-tuned large language models034

(LLMs) enable zero-shot DST (Feng et al., 2023;035

Yi et al., 2024; Hosseini-Asl et al., 2020). How-036

ever, their effectiveness remains limited compared037

to specialized systems (Heck et al., 2023).038

Zero-shot domain adaptation bridges this gap039

by allowing training on a subset of domains,040

improving generalization without domain-specific041

data (Aksu et al., 2023; Li et al., 2021; Lin et al.,042

Figure 1: Examples of domain and slot replacements
for both Schema Augmentation types: SSA (blue box)
and ESA (green box).

2021a). However, little work has explored end- 043

to-end DST—modeling the full dialogue state in 044

a single step. We address this gap by developing 045

a novel data augmentation approach for training 046

LLMs on zero-shot domain adaptation and evalu- 047

ating it on MultiWOZ 2.1 (Zang et al., 2020) and 048

SpokenWOZ (Si et al., 2024). 049

Our main contributions are: 050

1. We introduce Schema Augmentation, a data 051

augmentation method that improves zero- 052

shot domain adaptation, achieving up to a 053

twofold improvement over strong baselines. 054

2. We propose Target Goal Accuracy, a new 055

metric for evaluating domain adaptation in 056

task-oriented dialogue. 057

2 Related Work 058

Prior work on zero-shot domain adaptation for di- 059

alogue state tracking has focused on the use of se- 060

mantic slot information to generalize to unseen do- 061

mains (Rastogi et al., 2020). T5DST (Lin et al., 062

2021b) utilized the slot type for more descriptive 063

semantic slots and showed that using slot-type in 064
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conjunction with descriptions improved the zero-065

shot Joint Goal Accuracy. Lee et al. (2021) pre-066

sented an approach that included natural language067

descriptions of the schema in the prompt.068

Prior work has also explored generalization in069

DST by reframing the task as question-answering070

(Li et al., 2021; Heck et al., 2024). Other071

approaches include parameter-efficient methods072

such as Prompter (Aksu et al., 2023), and Du-073

alLoRA (Luo et al., 2024). Prompter applied074

prompt-based learning with in-context examples,075

while DualLoRA separated the adapters used for076

the prompts and the dialogue context to assist077

generalizability. D3ST (Zhao et al., 2022) relied078

solely on schema descriptions and represents the079

current state of the art in zero-shot domain adap-080

tation on MultiWOZ 2.1. In contrast to D3ST that081

replaces the schema, this work focuses on aug-082

menting the dataset with new samples with mod-083

ified schemata. Prior work has provided prelimi-084

nary evidence on the benefits of data augmentation085

(Ma et al., 2019) by back-translating sentences be-086

tween English and Chinese. This work formalizes087

the schema augmentation using synonym augmen-088

tation from a controlled set of synonyms and an089

encoding-based schema augmentation that relies090

on random replacement.091

3 Problem Formulation092

Dialogue states are constructed from sets of slots093

S and values V , with each slot belonging to a par-094

ticular set of domains D. A dataset X = {(x, y)}095

consists of dialogues x and dialogue states y. A di-096

alogue state is a set of K distinct slot/value pairs,097

where K ≥ 0 and differs for every (x, y):098

y = {(sk, vk)}Kk=1 : s ∈ S, v ∈ V (1)099

The goal is to learn a function that maps dialogue100

to dialogue state, π(x) = y. When evaluating do-101

main adaptation, we are particularly interested in102

predicting slots that belong to our target domains,103

which we will call DT . Thus the dialogue substate104

of interest yT ⊆ y is:105

yT
∆
= {(s, v)} : s ∈ DT (2)106

Similarly, we denote the target-domain subset of107

the predicted state as πT (x). To most accurately108

reflect true domain adaptation performance, we109

look at only those dialogues that have nonempty110

target-domain substates:111

XT = {(x, yT )} : yT ̸= ∅ (3)112

For each slot s ∈ S we are given a description 113

of the slot and a list of possible values it can take. 114

This information, referred to as the schema, de- 115

fines the structure of slot names, descriptions, and 116

possible values, and is provided in the prompt. 117

4 Methods 118

4.1 Target Goal Accuracy 119

The primary metric used in the DST literature 120

is Joint Goal Accuracy (JGA) (Henderson et al., 121

2014), which looks at all slots and domains, and 122

thus does not measure domain adaptation perfor- 123

mance directly. To alleviate this, we introduce a 124

new metric: Target Goal Accuracy (TGA), a sub- 125

goal version of JGA that considers only those slots 126

belonging to the target domains. 127

Joint Goal Accuracy (JGA): The fraction of 128

turns in which the entire state is accurately pre- 129

dicted. We include all dialogue states, including 130

empty states, to be comprehensive. 131

Target Goal Accuracy (TGA): The fraction of 132

all target-domain turns (turns with at least one 133

slot belonging to the target domains) in which the 134

target-domain substate is accurately predicted. We 135

do not include turns that have no target-domain 136

slots active in the ground truth dialogue state, as 137

these empty states would dominate the overall 138

metric. 139

Formally, we define these metrics in terms of 140

hits over a dataset X , i.e samples for which the 141

model predicted the correct overall state: 142

H = {(x, y) ∈ X : π(x) = y} (4) 143

JGA =
|H|
|X |

(5) 144

TGA only considers the target subset: 145

HT = {(x, yT ) ∈ XT : πT (x) = yT } (6) 146

TGA =
|HT |
|XT |

(7) 147

JGA gives a standardized measure of overall per- 148

formance on DST, while TGA highlights domain 149

adaptation abilities of each method. Our goal is to 150

improve TGA without degradation of JGA. 151

We are motivated by the limitations of prior 152

work in measuring true domain adaptation, which 153

follows a "leave-one-out" cross-domain adapta- 154

tion setup (Lin et al., 2021a,b). In this setup, one 155

domain is withheld from training, and the model 156
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Turn Dialogue Dialogue State Model Response JGA TGA

USER: Hello I’d like to book a table for Friday. restaurant-day: friday restaurant-day: friday
1 SYSTEM: I see openings at Chotchkie’s all evening, is that ok? restaurant-time: - restaurant-time: - ✓ N/A

taxi-arriveby: - taxi-arriveby: -
USER: Yes, let’s do 19:00. restaurant-day: friday restaurant-day: friday

2 SYSTEM: Great, it’s booked. Can I help you with anything else? restaurant-time: 19:00 restaurant-time: 19:00 ✓ N/A
taxi-arriveby: - taxi-arriveby: -

USER: I also need a taxi to pick me up 30 minutes before. restaurant-day: friday restaurant-day: friday
3 SYSTEM: Okay, I scheduled it. restaurant-time: 19:00 restaurant-time: 19:00 ✗ ✗

taxi-arriveby: 18:30 taxi-arriveby: -

Total 67% 0%

Table 1: Example dialogue illustrating the difference between JGA and TGA for the taxi domain. The last two
columns show whether the response triggers a hit or miss for the correpsponding metric, and N/A means that
example will not be counted in the metric. TGA better reflects performance on taxi by ignoring samples with
empty taxi substates. A model that never attempts to generate taxi slots can potentially still achieve a high JGA.

is trained on the remaining domains before being157

tested on the holdout domain. We argue that this158

does not capture true domain adaptation due to two159

key issues: slot overlap and empty substate bias.160

Slot overlap occurs when slots are shared across161

domains, reducing the challenge of encountering162

unseen slots. Table 5 shows that domains like163

taxi/train/bus and hotel/restaurant have significant164

slot overlap, making adaptation easier when simi-165

lar slots exist in training.166

The empty substate bias arises from how prior167

work evaluates zero-shot domain performance us-168

ing JGA. The test set is filtered to include only169

samples labeled with the target domain, and only170

target domain slots are measured for JGA calcu-171

lation. However, prior work does not filter out172

empty slots, leading to cases where the entire sub-173

state for the target domain is empty. This is es-174

pecially problematic for domains appearing later175

in dialogues, such as taxi, resulting in artificially176

inflated JGA scores.177

Table 1 illustrates this issue with a MultiWOZ-178

style example. A model with no taxi training never179

fills taxi slots. When evaluating JGA for taxi,180

turns 1-2 count as correct because the model "pre-181

dicted" the empty taxi substate—despite lacking182

any knowledge of taxi. In real-world scenarios,183

such "hits" are irrelevant, so we propose TGA to184

better reflect true domain adaptation. In this exam-185

ple, JGA is 2/3 (67%), while TGA is 0/1 (0%).186

4.2 Schema Augmentation187

In our method, Schema Augmentation, we gen-188

erate augmented data by altering domain and189

slot names to enhance the model’s robustness to190

schema changes. We explore two types of Schema191

Augmentation: Synonym Schema Augmentation192

(SSA), in which we replace domain and slot names193

with synonyms; and Encoding Schema Augmenta-194

tion (ESA), in which we replace domains and slots 195

with non-semantic codes, requiring the model to 196

rely on slot descriptions and possible values to pre- 197

dict the dialogue state accurately. Figure 1 illus- 198

trates and example of these two types of replace- 199

ments. 200

For both types of augmentation, we utilize mul- 201

tiple possible replacements for each slot and do- 202

main. We randomly select the replacement for 203

each sample from a pre-determined list. Gemini 204

(Gemini Team, 2023) provides the synonym lists, 205

while we create encodings by appending integers 206

to ‘domain’ or ‘slot.’ In ESA, we ensure non- 207

overlapping encodings for each domain and slot 208

by using disjoint ranges of integers. Appendix A 209

describes replacements used in both cases. 210

5 Experiments 211

5.1 Modeling 212

We perform dialogue state tracking end-to-end by 213

fine-tuning gemma-2-9b-it (Gemma Team, 2024) 214

on prompts constructed from dialogue data paired 215

with dialogue state outputs. We build on LDST 216

(Feng et al., 2023) for our prompt construction. 217

Our prompts include an instruction, DST schema, 218

and dialogue, and outputs are represented as tex- 219

tual JSON. Details of our experimental hyperpa- 220

rameters and compute are included in Appendix 221

A, as well as full examples of our prompts. 222

All of our experiments use Gemma (Gemma 223

Team, 2024). We utilize the gemma-2-9b-it vari- 224

ant as it is feasible to train on a single GPU, and 225

we use the instruction tuned version in order to en- 226

able understanding of language feedback. 227

5.2 Datasets and Baselines 228

We conduct our experiments on two open-source 229

dialogue state tracking datasets — MultiWOZ2.1 230
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Method JGAtaxi JGAtrain TGA

Prior work
TransferQA 61.9 36.7 15.9
T5DST 64.6 35.4 15.7
Prompter 66.3 39.0 20.2
DualLoRA 67.2 42.4 24.2
D3ST 78.4 38.7 25.2

Our approach
SSA 66.7 48.8 31.8
ESA 69.5 50.6 34.9

Table 2: Comparison of our method to prior work on
MultiWOZ 2.1. Goal accuracies (%) showing JGA re-
ported in original prior works with the corresponding
estimated TGA.

(Eric et al., 2019) and SpokenWOZ (Si et al.,231

2024), a spoken TOD dataset inspired by Mul-232

tiWOZ. For ablation studies, we perform exper-233

iments on MultiWOZ 2.2 (Zang et al., 2020), a234

cleaner update to 2.1 with less noise. A detailed235

description is provided in A.3.236

In order to best simulate the domain adaptation237

scenario, we select holdout domains that minimize238

slot overlap with the training domains. To this end,239

we choose DT = {taxi,train} as our holdout240

domain set. Tables showing slot overlap are in-241

cluded in Appendix A (Table 5).242

We compare our approach against several base-243

lines from prior work on zero-shot dialogue state244

tracking and cross-domain transfer — Trans-245

ferQA, T5DST, Prompter, DualLoRA, and246

D3ST. The methods are described in Section 2.247

5.3 Main Results248

Table 2 shows results on the MultiWOZ 2.1249

dataset alongside results from prior work. For di-250

rect comparison to our method, we only report251

results for JGA on taxi and train domains, as252

well as TGA. Details of computation of TGA from253

JGA for prior work can be found in the Appendix254

A.2. Our method shows an improvement of 19.6%255

TGA (absolute) over the best performing baseline,256

D3ST (Zhao et al., 2022), despite using a model257

with 20% fewer parameters (9B vs. 11B). There258

are a few things to note about approaches in prior259

work that confer an advantage. For one, they do260

not address the issue of slot overlap. Previous ex-261

periment using the leave-one-out approach ignore262

the slot overlap problem (see Section 4.1 for refer-263

1Our reimplementation of (Zhao et al., 2022).

Method JGAtaxi JGAtrain TGA

Prior work
D3ST 1 67.1 41.1 21.9

Our approach
SSA 67.6 49.6 28.8
ESA 66.7 50.5 30.3

Table 3: SpokenWOZ results. Comparison of our
method to the prior state-of-the-art D3ST. Note that
JGA here is overall JGA on the full test set with all
domains.

ence) and train models on many of the same slots 264

that are seen in the target domain. This gives a 265

large advantage, particularly when evaluating on 266

domains like taxi whose slots are all included in 267

domains (train) present in the training data. 268

Our main results are shown in Table 2. Our 269

best method, ESA, improves TGA over the best 270

performing baseline, D3ST, by 9.7%. It also im- 271

proves JGA on train by 11.9% and achieves the 272

second highest JGA on taxi, despite having no 273

access to those slots during training time, unlike 274

all the baselines we compare to. 275

We also report results using 276

Mistral-7B-Instruct-v0.3 (Jiang et al., 277

2023), which is shown in the Appendix. 278

5.4 SpokenWOZ Results 279

To further assess our method, we also run experi- 280

ments on SpokenWOZ. To the best of our knowl- 281

edge, no prior work on cross-domain transfer has 282

been done on SpokenWOZ, so we re-implement 283

the highest performing baseline from MultiWOZ 284

(D3ST, Zhao et al. (2022)) for comparison. The 285

results are shown in Table 3, with our method out- 286

performing D3ST. 287

6 Conclusion 288

We developed Schema Augmentation, a data aug- 289

mentation technique for zero-shot domain adap- 290

tation in dialogue state tracking. To assess its 291

effectiveness, we introduced Target Goal Ac- 292

curacy (TGA), a metric that evaluates perfor- 293

mance specifically on unseen target domains. 294

Our method significantly boosts TGA compared 295

to baseline approaches across two widely-used 296

datasets, demonstrating robustness to out-of- 297

distribution information in prompts at inference. 298
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Limitations299

Our work has several limitations. We evaluated300

Schema Augmentation on two instruction-tuned301

models, Gemma and Mistral, but did not explore302

a broader range of models, so the generalizabil-303

ity of our findings to other architectures is unclear.304

Additionally, while we tested on two task-oriented305

dialogue datasets (MultiWOZ and SpokenWOZ),306

both are based on similar domains, and further307

testing on more diverse datasets is needed. Ad-308

ditionally, we only used one set of holdout do-309

mains, whereas our experiments could be repeated310

using different sets of the available domains as311

holdouts. Due to compute constraints, we limited312

fine-tuning to models with fewer than 10 billion313

parameters, which may affect performance com-314

pared to larger models. Moreover, our experi-315

ments were confined to English-language datasets,316

leaving the effectiveness of Schema Augmenta-317

tion in multilingual or non-English contexts unex-318

plored. Lastly, the scope of hyperparameter tuning319

was limited by available resources, and further ex-320

ploration of fine-tuning configurations could yield321

even more insights.322

Ethics Statement323

This work aims to improve dialogue state track-324

ing in task-oriented systems, with potential appli-325

cations in real-world settings like customer ser-326

vice or healthcare. Ensuring the fairness and ro-327

bustness of these models is crucial to avoid biased328

or harmful outcomes, especially for underrepre-329

sented groups. Additionally, while our method330

enhances model performance in unseen domains,331

careful consideration is required before deploying332

such models in sensitive areas where errors could333

have significant consequences. Finally, the envi-334

ronmental impact of training large models is an335

important factor, and more sustainable practices in336

AI research should be prioritized.337
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A Appendix451

A.1 Ablation Study452

We conduct an ablation study to shed light on the453

mechanism of Schema Augmentation, and why454

Baseline(no aug.) SSA ESA

10

20

30

40

18.2

34.5

40.7

10.4

20

16.5

TGA (%) vs. Experiment

Original Shuffled Descriptions/Values

Figure 2: Ablation results for MultiWOZ 2.2. SSA and
ESA are our Schema Augmentation methods. No Aug
means fine-tuning gemma-2-9b-it without data aug-
mentation, to illustrate the effects of Schema Augmen-
tation.

the encoding variant generally outperforms the 455

synonym variant. In our ablation, we introduce 456

a mismatch between slots and their corresponding 457

descriptions/values in the schema by random shuf- 458

fling, i.e. every slot is paired with a randomly cho- 459

sen description and value list from a different slot 460

during preprocessing. The shuffling is random- 461

ized on every sample to ensure there is no cor- 462

relation between description/values and the cor- 463

rect slot in the answer. We conduct our study on 464

the MultiWOZ 2.2 dataset, which was preferred 465

over 2.1 due to its higher quality and lower noise 466

content. Figure 2 shows the ablation results. We 467

compared our methods SSA and ESA to a base- 468

line of standard fine-tuning without data augmen- 469

tation, but using the same hyperparameters and 470

model (gemma-2-9b-it). Upon shuffling descrip- 471

tions/values, we observe the greatest drop in TGA 472

for ESA (-24.5%), and second greatest for SSA (- 473

14.5%). The baseline had the lowest drop (-7.8%). 474

A higher drop in TGA means a greater desgrada- 475

tion in performance when the information content 476

of descriptions/values is effectively removed. This 477

suggests that Schema Augmentation encourages 478

the model to pay more attention to the descriptions 479

and values of the slots, and that effect is stronger 480

with ESA than SSA. 481
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A.2 Computing TGA482

Prior work uses the "leave-one-out" cross-domain483

adaptation setup (Lin et al., 2021a,b). In this sce-484

nario, a single domain at a time is designated as the485

holdout domain dH and withheld from the training486

set. A model is trained on the remaining four do-487

mains, and then tested on the test split. Prior work488

reports JGA for dH , computed over dialogues that489

include dH . We will refer to this as holdout JGA,490

or JGAH .491

In our experiments, we designated taxi and492

train as holdout domains due to slot overlap (see493

Section 4.1). In order to convert JGAH to TGA,494

we will combine JGAtaxi and JGAtrain using the495

known test set distribution over domains:496

JGAtaxi+train = JGAtaxi ·Ntaxi497

+JGAtrain ·Ntrain498

We also need to recognize that unlike TGA, JGAH499

includes empty states. This is due to the fact that500

the domain filtering is done per dialogue, but the501

data itself is per turn. For example, a dialogue la-502

belled with the taxi domain can have many turns503

which have empty taxi slots - all the turns which504

appear before taxi is metioned in the dialogue.505

TGA is a stricter metric that does not consider506

these empty states. In order to convert to TGA,507

we thus need an additional assumption about the508

performance on empty states. In all experiments509

done in this work, the accuracy of empty states510

was >99% on all domains for both datasets. Thus,511

without a significant loss in accuracy, we assume512

a 100% accuracy of prior work on empty states.513

This will not be perfectly accurate, but without514

generations provided by prior work, we cannot515

perfectly determine this accuracy. With this as-516

sumption, we can now estimate TGA:517

TGAtaxi,est =
JGAtaxi ·Ntaxi −N

empty
taxi

N
nonempty
taxi

(8)518

The formula for TGAtrain,est is the same, and we519

combine them to get our overall estimate of TGA:520

TGAest = TGAtaxi,est ·Nnonempty
taxi521

+ TGAtrain,est ·Nnonempty
train (9)522

A.3 Dataset Description523

MultiWOZ is a multi-domain task-oriented di-524

alogue dataset comprising annotated dialogues525

across eight domains including hotel booking,526

restaurant reservation, and taxi ordering. Each 527

dialogue is annotated with the dialogue state at 528

each turn. For consistency with prior work, we 529

run our main experiments on MultiWOZ 2.1 (Eric 530

et al., 2019), a popular revision of the original. 531

We also report results on SpokenWOZ (Si et al., 532

2024). SpokenWOZ dialogues were collected 533

from crowdworkers engaging in spoken conversa- 534

tions and includes text transcriptions from an auto- 535

matic speech recognition (ASR) system. We per- 536

form our experiments on the audio transcriptions. 537

For ablation studies, we use a cleaner version of 538

MultiWOZ, MultiWOZ 2.2 (Zang et al., 2020) due 539

to the lower noise content. 540

A.4 Hyperparameters 541

For our experiments, we fine-tune both our models 542

using the AdamW optimizer with a learning rate 543

of 2e-4 and warmup ratio of 0.03. Due to com- 544

pute constraints, we use LoRA (Hu et al., 2021) to 545

train adapters while keeping base weights frozen. 546

We use a LoRA r = 2 and α = 2 with a dropout 547

of 0, and adapter weights added to all linear layers. 548

In all experiments, the modes is fine-tuned to con- 549

vergence in each experiment. We achieve this by 550

evaluating on the validation split each epoch and 551

choosing an early stopping patience of 1. This en- 552

sures that each experiment yields the best model 553

and comparisons between methods are fair. 554

All experiments use a random seed of 42 and 555

deterministic algorithms were used everywhere 556

possible to ensure minimal variation between runs. 557

All accuracy metrics reported had less than 1% 558

variance across all runs. 559

A.5 Mistral Results 560

Our results on the Mistral 7B model from Table 561

4 corroborate our findings that the proposed aug- 562

mentation methods yield significant gains for dia- 563

log state tracking when applied to multiple differ- 564

ent LLMs. 565

A.6 Compute 566

All fine-tuning and inference was run on Nvidia 567

A40 GPUs with 48GB GDDR6 memory. Fine- 568

tuning took 1-2 hours on 8 GPUs in parallel with 569

pytorch distributed data parallel (DDP). 570

A.7 Slots and Domains 571

Tables 5 and 6 show the domain and slot combina- 572

tions for the two datasets. Taxi, train, and bus were 573

chosen as holdout domains due to many slots in 574
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Method JGAtaxi JGAtrain TGA

MultiWOZ 2.2
SSA 65.0 42.9 24.9
ESA 67.9 42.6 26.0

SpokenWOZ
SSA 66.7 35.2 12.5
ESA 66.7 37.7 15.4

Table 4: MultiWOZ 2.2 and SpokenWOZ results using the Huggingface implementation of the
Mistral-7B-Instruct-v0.3 model.

common with each other and few slots in common575

with other domains.576

A.8 Replacements577

The full list of synonym and encoding replace-578

ments for slots and values are shown in Listings579

1 and 2.580

A.9 Schema Augmentation Examples581

Full examples of the original prompt, SSA prompt,582

and ESA prompt for an example from MultiWOZ583

2.2 are shown in Listings 3, 4, and 5.584

A.10 Licenses585

MultiWoz is available under an MIT License, and586

SpokenWoz is available under a CC-BY-NC 4.0587

license. Gemma-2 is available pursuant to the588

Gemma Terms of Use. Mistral is available under589

an Apache 2.0 license. All models and datasets590

are intended for research purposes, which is con-591

sistent with this work.592

Datasets are widely used and reported not to593

contain personal information or offensive content.594
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attraction hotel restaurant taxi train

area ✓ ✓ ✓
arriveby ✓ ✓
bookday ✓ ✓
bookpeople ✓ ✓ ✓
bookstay ✓
booktime ✓
day ✓
departure ✓ ✓
destination ✓ ✓
food ✓
internet ✓
leaveat ✓ ✓
name ✓ ✓ ✓
parking ✓
pricerange ✓ ✓
stars ✓
type ✓ ✓

Table 5: Domain-Slot Combinations for MultiWOZ.

attraction hospital hotel profile restaurant taxi train
area ✓ ✓ ✓
arriveby ✓ ✓
day ✓ ✓ ✓
department ✓
departure ✓ ✓
destination ✓ ✓
email ✓
food ✓
idnumber ✓
internet ✓
leaveat ✓ ✓
name ✓ ✓ ✓ ✓
parking ✓
people ✓ ✓ ✓
phonenumber ✓
platenumber ✓
pricerange ✓
stars ✓
stay ✓
time ✓
type ✓ ✓

Table 6: Domain-Slot Combinations for SpokenWOZ.
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Listing 1: Domain and slot synonym replacements for SSA.
1 {
2 "slots": {
3 "pricerange": ["cost_range", "expense_range", "price_level"],
4 "type": ["category", "classification", "kind"],
5 "parking": ["parking"],
6 "day": ["day", "bookday"],
7 "bookday": ["day", "bookday"],
8 "people": ["guests", "individuals", "persons"],
9 "bookpeople": ["guests", "individuals", "persons"],

10 "stay": ["nights", "duration", "length_of_visit"],
11 "bookstay": ["nights", "duration", "length_of_visit"],
12 "internet": ["wifi", "online_access", "broadband"],
13 "name": ["name"],
14 "area": ["location", "region", "zone", "neighborhood", "district"],
15 "stars": ["rating", "grade"],
16 "arriveby": ["arrival_time", "scheduled_arrival"],
17 "leaveat": ["departure_time"],
18 "destination": ["arrival_point", "end_point", "final_stop"],
19 "departure": ["origin", "start_point", "beginning_location"],
20 "food": ["cuisine", "style", "type"],
21 "time": ["reservation", "slot"],
22 "booktime": ["reservation", "slot"],
23 "department": ["section", "division", "unit"],
24 "email": ["email_address"],
25 "idnumber": ["ID", "identification_number"],
26 "phone": ["phone", "cell_number", "mobile_number"],
27 "phonenumber": ["phone", "cell_number", "mobile_number"],
28 "platenumber": ["license_plate", "plate"],
29 "address": ["street_number"],
30 "postcode": ["zipcode", "postal_code"],
31 "ref": ["booking_number", "confirmation_number", "reservation_number"],
32 "entrancefee": ["entry_fee", "admission_fee"],
33 "openhours": ["business_hours", "hours_of_operation", "schedule"]
34 },
35 "domains": {
36 "hotel": ["lodging", "accommodation", "motel"],
37 "train": ["rail"],
38 "attraction": ["sight", "landmark", "tourist_spot"],
39 "restaurant": ["eatery", "diner", "cafe", "bistro", "food_place"],
40 "hospital": ["medical_center", "health_facility"],
41 "taxi": ["cab", "car", "uber", "lyft"],
42 "profile": ["user", "account"],
43 "police": ["cops", "law_enforcement"]
44 }
45 }
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Listing 2: Domain and slot synonym replacements for ESA.
1 {
2 "slots": {
3 "pricerange": ["slot010", "slot011", "slot012", "slot013", "slot014"]
4 "type": ["slot020", "slot021", "slot022", "slot023", "slot024"]
5 "parking": ["slot030", "slot031", "slot032", "slot033", "slot034"]
6 "day": ["slot040", "slot041", "slot042", "slot043", "slot044"]
7 "bookday": ["slot050", "slot051", "slot052", "slot053", "slot054"]
8 "people": ["slot060", "slot061", "slot062", "slot063", "slot064"],
9 "bookpeople": ["slot070", "slot071", "slot072", "slot073", "slot074"],

10 "stay": ["slot080", "slot081", "slot082", "slot083", "slot084"],
11 "bookstay": ["slot090", "slot091", "slot092", "slot093", "slot094"],
12 "internet": ["slot100", "slot101", "slot102", "slot103", "slot104"],
13 "name": ["slot110", "slot111", "slot112", "slot113", "slot114"],
14 "area": ["slot120", "slot121", "slot122", "slot123", "slot124"],
15 "stars": ["slot130", "slot131", "slot132", "slot133", "slot134"],
16 "arriveby": ["slot140", "slot141", "slot142", "slot143", "slot144"],
17 "leaveat": ["slot150", "slot151", "slot152", "slot153", "slot154"],
18 "destination": ["slot160", "slot161", "slot162", "slot163", "slot164"],
19 "departure": ["slot170", "slot171", "slot172", "slot173", "slot174"],
20 "food": ["slot180", "slot181", "slot182", "slot183", "slot184"],
21 "time": ["slot190", "slot191", "slot192", "slot193", "slot194"],
22 "booktime": ["slot200", "slot201", "slot202", "slot203", "slot204"],
23 "department": ["slot210", "slot211", "slot212", "slot213", "slot214"],
24 "email": ["slot220", "slot221", "slot222", "slot223", "slot224"],
25 "idnumber": ["slot230", "slot231", "slot232", "slot233", "slot234"],
26 "phone": ["slot240", "slot241", "slot242", "slot243", "slot244"],
27 "phonenumber": ["slot250", "slot251", "slot252", "slot253", "slot254"],
28 "platenumber": ["slot260", "slot261", "slot262", "slot263", "slot264"],
29 "address": ["slot270", "slot271", "slot272", "slot273", "slot274"],
30 "postcode": ["slot280", "slot281", "slot282", "slot283", "slot284"],
31 "ref": ["slot290", "slot291", "slot292", "slot293", "slot294"],
32 "entrancefee": ["slot300", "slot301", "slot302", "slot303", "slot304"],
33 "openhours": ["slot310", "slot311", "slot312", "slot313", "slot314"]
34 },
35 "domains": {
36 "attraction": ["domain10", "domain11", "domain12", "domain13", "domain14"],
37 "hotel": ["domain20", "domain21", "domain22", "domain23", "domain24"],
38 "hospital": ["domain30", "domain31", "domain32", "domain33", "domain34"],
39 "police": ["domain40", "domain41", "domain42", "domain43", "domain44"],
40 "profile": ["domain50", "domain51", "domain52", "domain53", "domain54"],
41 "restaurant": ["domain60", "domain61", "domain62", "domain63", "domain64"],
42 "taxi": ["domain70", "domain71", "domain72", "domain73", "domain74"],
43 "train": ["domain80", "domain81", "domain82", "domain83", "domain84"]
44 }
45 }
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Listing 3: Original data sample schema
### Schema:
- Slot: hotel -pricerange; Description: price budget of the hotel; Possible values: [

'expensive ', 'cheap ', 'moderate ']
- Slot: hotel -type; Description: what is the type of the hotel; Possible values: ['

guesthouse ', 'hotel ']
- Slot: hotel -parking; Description: whether the hotel has parking; Possible values:

['free', 'no', 'yes']
- Slot: hotel -bookday; Description: day of the hotel booking; Possible values: ['

monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', 'sunday ']
- Slot: hotel -bookpeople; Description: number of people for the hotel booking;

Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']
- Slot: hotel -bookstay; Description: length of stay at the hotel; Possible values: [

'1', '2', '3', '4', '5', '6', '7', '8']
- Slot: hotel -stars; Description: star rating of the hotel; Possible values: ['0', '

1', '2', '3', '4', '5']
- Slot: hotel -internet; Description: whether the hotel has internet; Possible values

: ['free', 'no', 'yes']
- Slot: hotel -name; Description: name of the hotel; Possible values: []
- Slot: hotel -area; Description: area or place of the hotel; Possible values: ['

centre ', 'east', 'north ', 'south ', 'west']
- Slot: hotel -address; Description: address of the hotel; Possible values: []
- Slot: hotel -phone; Description: phone number of the hotel; Possible values: []
- Slot: hotel -postcode; Description: postal code of the hotel; Possible values: []
- Slot: hotel -ref; Description: reference number of the hotel booking; Possible

values: []
- Slot: restaurant -pricerange; Description: price budget for the restaurant;

Possible values: ['cheap ', 'expensive ', 'moderate ']
- Slot: restaurant -area; Description: area or place of the restaurant; Possible

values: ['centre ', 'east', 'north ', 'south ', 'west']
- Slot: restaurant -food; Description: the cuisine of the restaurant you are looking

for; Possible values: []
- Slot: restaurant -name; Description: name of the restaurant; Possible values: []
- Slot: restaurant -bookday; Description: day of the restaurant booking; Possible

values: ['monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', '
sunday ']

- Slot: restaurant -bookpeople; Description: how many people for the restaurant
reservation; Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']

- Slot: restaurant -booktime; Description: time of the restaurant booking; Possible
values: []

- Slot: restaurant -address; Description: address of the restaurant; Possible values:
[]

- Slot: restaurant -phone; Description: phone number of the restaurant; Possible
values: []

- Slot: restaurant -postcode; Description: postal code of the restaurant; Possible
values: []

- Slot: restaurant -ref; Description: reference number of the restaurant booking;
Possible values: []
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Listing 4: SSA schema
### Schema:
- Slot: lodging -cost_range; Description: price budget of the hotel; Possible values:

['expensive ', 'cheap ', 'moderate ']
- Slot: lodging -category; Description: what is the type of the hotel; Possible

values: ['guesthouse ', 'hotel ']
- Slot: lodging -parking; Description: whether the hotel has parking; Possible values

: ['free', 'no', 'yes']
- Slot: lodging -day; Description: day of the hotel booking; Possible values: ['

monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', 'sunday ']
- Slot: lodging -guests; Description: number of people for the hotel booking;

Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']
- Slot: lodging -nights; Description: length of stay at the hotel; Possible values: [

'1', '2', '3', '4', '5', '6', '7', '8']
- Slot: lodging -rating; Description: star rating of the hotel; Possible values: ['0'

, '1', '2', '3', '4', '5']
- Slot: lodging -wifi; Description: whether the hotel has internet; Possible values:

['free', 'no', 'yes']
- Slot: lodging -name; Description: name of the hotel; Possible values: []
- Slot: lodging -location; Description: area or place of the hotel; Possible values:

['centre ', 'east', 'north ', 'south ', 'west']
- Slot: lodging -street_number; Description: address of the hotel; Possible values:

[]
- Slot: lodging -phone; Description: phone number of the hotel; Possible values: []
- Slot: lodging -zipcode; Description: postal code of the hotel; Possible values: []
- Slot: lodging -booking_number; Description: reference number of the hotel booking;

Possible values: []
- Slot: eatery -cost_range; Description: price budget for the restaurant; Possible

values: ['cheap ', 'expensive ', 'moderate ']
- Slot: eatery -location; Description: area or place of the restaurant; Possible

values: ['centre ', 'east', 'north ', 'south ', 'west']
- Slot: eatery -cuisine; Description: the cuisine of the restaurant you are looking

for; Possible values: []
- Slot: eatery -name; Description: name of the restaurant; Possible values: []
- Slot: eatery -day; Description: day of the restaurant booking; Possible values: ['

monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', 'sunday ']
- Slot: eatery -guests; Description: how many people for the restaurant reservation;

Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']
- Slot: eatery -reservation; Description: time of the restaurant booking; Possible

values: []
- Slot: eatery -street_number; Description: address of the restaurant; Possible

values: []
- Slot: eatery -phone; Description: phone number of the restaurant; Possible values:

[]
- Slot: eatery -zipcode; Description: postal code of the restaurant; Possible values:

[]
- Slot: eatery -booking_number; Description: reference number of the restaurant

booking; Possible values: []
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Listing 5: ESA schema
### Schema:
- Slot: domain2 -slot1; Description: price budget of the hotel; Possible values: ['

expensive ', 'cheap ', 'moderate ']
- Slot: domain2 -slot2; Description: what is the type of the hotel; Possible values:

['guesthouse ', 'hotel ']
- Slot: domain2 -slot3; Description: whether the hotel has parking; Possible values:

['free', 'no', 'yes']
- Slot: domain2 -slot5; Description: day of the hotel booking; Possible values: ['

monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', 'sunday ']
- Slot: domain2 -slot7; Description: number of people for the hotel booking; Possible

values: ['1', '2', '3', '4', '5', '6', '7', '8']
- Slot: domain2 -slot9; Description: length of stay at the hotel; Possible values: ['

1', '2', '3', '4', '5', '6', '7', '8']
- Slot: domain2 -slot13; Description: star rating of the hotel; Possible values: ['0'

, '1', '2', '3', '4', '5']
- Slot: domain2 -slot10; Description: whether the hotel has internet; Possible values

: ['free', 'no', 'yes']
- Slot: domain2 -slot11; Description: name of the hotel; Possible values: []
- Slot: domain2 -slot12; Description: area or place of the hotel; Possible values: ['

centre ', 'east', 'north ', 'south ', 'west']
- Slot: domain2 -slot27; Description: address of the hotel; Possible values: []
- Slot: domain2 -slot24; Description: phone number of the hotel; Possible values: []
- Slot: domain2 -slot28; Description: postal code of the hotel; Possible values: []
- Slot: domain2 -slot29; Description: reference number of the hotel booking; Possible

values: []
- Slot: domain6 -slot1; Description: price budget for the restaurant; Possible values

: ['cheap ', 'expensive ', 'moderate ']
- Slot: domain6 -slot12; Description: area or place of the restaurant; Possible

values: ['centre ', 'east', 'north ', 'south ', 'west']
- Slot: domain6 -slot18; Description: the cuisine of the restaurant you are looking

for; Possible values: []
- Slot: domain6 -slot11; Description: name of the restaurant; Possible values: []
- Slot: domain6 -slot5; Description: day of the restaurant booking; Possible values:

['monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', 'sunday ']
- Slot: domain6 -slot7; Description: how many people for the restaurant reservation;

Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']
- Slot: domain6 -slot20; Description: time of the restaurant booking; Possible values

: []
- Slot: domain6 -slot27; Description: address of the restaurant; Possible values: []
- Slot: domain6 -slot24; Description: phone number of the restaurant; Possible values

: []
- Slot: domain6 -slot28; Description: postal code of the restaurant; Possible values:

[]
- Slot: domain6 -slot29; Description: reference number of the restaurant booking;

Possible values: []
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Listing 6: Prompt Example
### Instructions: Give the dialogue state at the end of the given dialogue ,

formatted in JSON. Follow the schema and only use the given pre -defined slots
and their possible values. `Possible values: []` means open -ended (the slot can
take on any value). Omit any slots with empty values from your answer. If no
slots can be filled from the dialogue , respond with an empty json object.

### Schema:
- Slot: restaurant -pricerange; Description: price budget for the restaurant;

Possible values: ['cheap ', 'expensive ', 'moderate ']
- Slot: restaurant -area; Description: area or place of the restaurant; Possible

values: ['centre ', 'east', 'north ', 'south ', 'west']
- Slot: restaurant -food; Description: the cuisine of the restaurant you are looking

for; Possible values: []
- Slot: restaurant -name; Description: name of the restaurant; Possible values: []
- Slot: restaurant -bookday; Description: day of the restaurant booking; Possible

values: ['monday ', 'tuesday ', 'wednesday ', 'thursday ', 'friday ', 'saturday ', '
sunday ']

- Slot: restaurant -bookpeople; Description: how many people for the restaurant
reservation; Possible values: ['1', '2', '3', '4', '5', '6', '7', '8']

- Slot: restaurant -booktime; Description: time of the restaurant booking; Possible
values: []

- Slot: restaurant -address; Description: address of the restaurant; Possible values:
[]

- Slot: restaurant -phone; Description: phone number of the restaurant; Possible
values: []

- Slot: restaurant -postcode; Description: postal code of the restaurant; Possible
values: []

- Slot: restaurant -ref; Description: reference number of the restaurant booking;
Possible values: []

- Slot: attraction -area; Description: area to search for attractions; Possible
values: ['centre ', 'east', 'north ', 'south ', 'west']

- Slot: attraction -name; Description: name of the attraction; Possible values: []
- Slot: attraction -type; Description: type of the attraction; Possible values: ['

architecture ', 'boat', 'cinema ', 'college ', 'concerthall ', 'entertainment ', '
museum ', 'multiple sports ', 'nightclub ', 'park', 'swimmingpool ', 'theatre ']

- Slot: attraction -entrancefee; Description: how much is the entrance fee; Possible
values: []

- Slot: attraction -openhours; Description: open hours of the attraction; Possible
values: []

- Slot: attraction -address; Description: address of the attraction; Possible values:
[]

- Slot: attraction -phone; Description: phone number of the attraction; Possible
values: []

- Slot: attraction -postcode; Description: postal code of the attraction; Possible
values: []

### Dialogue:
USER: i am looking for a college type attraction .
SYSTEM: there are 18 colleges i have found , would you prefer 1 in town centre or in

the west ?
USER: i would like to visit on in town centre please .
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