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Abstract

The emergence of Large Language Models001
(LLMs), has opened exciting possibilities for002
constructing computational simulations de-003
signed to replicate human behavior accurately.004
However, LLMs are complex statistical learn-005
ers without straightforward deductive rules,006
making them prone to unexpected behaviors.007
In this study, we highlight the limitations of008
LLMs in simulating human interactions, par-009
ticularly focusing on LLMs’ ability to simu-010
late political debates. Our findings indicate a011
tendency for LLM agents to conform to the012
model’s inherent social biases despite being di-013
rected to debate from certain political perspec-014
tives. This tendency results in behavioral pat-015
terns that seem to deviate from well-established016
social dynamics among humans. We reinforce017
these observations using an automatic self-fine-018
tuning method, which enables us to manipulate019
the biases within the LLM and demonstrate020
that agents subsequently align with the altered021
biases. These results underscore the need for022
further research to develop methods that help023
agents overcome these biases, a critical step024
toward creating more realistic simulations.025

1 Introduction026

Computational simulations designed to accurately027

replicate human behavior hold the potential to trans-028

form multiple disciplines, such as human psychol-029

ogy (Dillion et al., 2023), social dynamics (Park030

et al., 2022), and economics (Horton, 2023; Chen031

et al., 2023). If sufficiently reliable, these simula-032

tions could serve as invaluable tools for exploring033

the intricacies of human interactions and decision-034

making processes. This progress would allow sci-035

entists to conduct their research with exceptional036

speed and efficiency, substantially lowering the con-037

siderable resources usually needed for recruiting038

and analyzing human subjects (Ditto et al., 2019).039

The emergence of Large Language Models040

(Brown et al., 2020; Jiang et al., 2023), have opened041

up exciting possibilities for constructing such re- 042

liable simulations (Park et al., 2023; Qian et al., 043

2023). LLMs possess the remarkable ability to en- 044

gage in role-playing, seamlessly adopting the per- 045

sonas of different characters (Shanahan et al., 2023; 046

Argyle et al., 2023). The typical paradigm for such 047

simulations involves selecting an LLM, such as the 048

widely used ChatGPT (Milmo, 2023), as a base 049

model and crafting individual agents’ identities 050

through natural language prompts. For instance, 051

by prepending the prompt, "John Lin is a pharmacy 052

shopkeeper," to an agent’s context, the agent is ex- 053

pected to act as if his name is John and he works 054

as a shopkeeper (Park et al., 2023). 055

However, LLMs are complex statistical learn- 056

ers that do not depend on straightforward deduc- 057

tive rules. Despite exhibiting impressive emerging 058

skills that challenge our current understanding of 059

cognition (Wei et al., 2022; Bubeck et al., 2023), 060

their indeterminate nature leaves them susceptible 061

to exhibiting unintended behaviors. An example 062

of such behavior is their manifestation of inherent 063

biases, including gender bias (Bordia and Bowman, 064

2019), ethnic bias (Ahn and Oh, 2021), and social 065

identity bias (Hu et al., 2023). Given their unde- 066

fined nature, it is vital to exercise caution when 067

using LLMs, particularly in multi-agent environ- 068

ments aimed at simulating complex, large-scale 069

social phenomena. 070

In this study, we explore the behavior of LLM 071

agents within simulations. Our experiments are 072

focused on the realm of Attitude Change (Kahan 073

et al., 2012; Priniski and Horne, 2018) and specif- 074

ically on the extensively studied interactions be- 075

tween liberals and conservatives (Hobolt et al., 076

2023; Sunstein, 2001). This domain is susceptible 077

to numerous prejudices (Ditto et al., 2019), making 078

it an ideal candidate for investigating the effect of 079

LLM biases on simulations. 080

We facilitate debates on polarizing American 081

topics between LLM agents representing Republi- 082
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can and Democrat perspectives. The agents’ atti-083

tude is monitored via surveys, and their believabil-084

ity is evaluated by contrasting their behaviors with085

known human interactions (Hobolt et al., 2023).086

In addition, we have developed an automatic fine-087

tuning process for agents, utilizing self-generated088

training data. We use this process to conduct con-089

trolled intervention studies, by manipulating the090

LLM biases and analyzing the subsequent impact091

on the agents’ behaviors.092

Our results reveal that LLM agents generally093

conform to the inherent social biases of their base094

models, even if these biases conflict with their as-095

signed identities. Consequently, this causes the096

simulations to diverge from well-established hu-097

man social behaviors. Moreover, when we employ098

our fine-tuning method to change the LLMs’ view-099

points, we observe that the agents, despite retaining100

their original contexts, modify their behavior to be101

in line with the newly introduced bias.102

These insights underline the need to investigate103

ways to help agents circumvent these biases, a cru-104

cial step in developing simulations that more accu-105

rately reflect real human behavior.106

2 Related Work107

Believable LLM Simulations Recent studies108

show that LLMs possess human-like reasoning109

skills (Chen et al., 2023), and that LLMs are able110

to adopt personas of diverse characters (Shanahan111

et al., 2023). Leveraging these abilities, Park et al.112

(2023) developed a sandbox environment, popu-113

lated it with 25 LLM-based agents, and showed that114

the agents convincingly mimic human behaviors115

such as sharing news and forming relationships.116

The transformative potential of such simulations117

in areas like human psychology (Dillion et al.,118

2023) and economics (Horton, 2023) was a sig-119

nificant motivator for our work. Nonetheless, our120

findings indicate that inherent biases in LLMs pose121

substantial challenges in ensuring the reliability of122

agents to generate believable human behavior.123

Bias In LLM Simulation In a contemporane-124

ous work, Chuang et al. (2023) showed that “LLM125

agents tend to converge towards scientifically ac-126

curate information”, attributing this to the LLM’s127

inherent biases. We generalize this observation128

by demonstrating that LLM agents converge to-129

ward the model’s inherent bias regardless of its130

scientific validity. This is true for biases on purely131

subjective topics, and even for those contradict-132

ing scientific truths such as the reality of Climate 133

Change (Arias et al., 2021). Moreover, beyond ob- 134

serving the debates and drawing conclusions, we 135

also offer a controlled intervention study utilizing 136

our unique self-fine-tuning process. This study fur- 137

ther substantiates our assertions and shows that it 138

is possible to control the agents’ convergence point 139

by fine-tuning its underlying model. Additionally, 140

we employ our innovative simulation methodology 141

to reproduce this phenomenon in various settings, 142

enabling a deeper and wider analysis of the under- 143

lying mechanisms. 144

Self Alignment In recent years, the task of align- 145

ing LLMs with human intentions has become a 146

significant area of research (Ouyang et al., 2022; 147

Wang et al., 2023). The primary objective of align- 148

ment research is to enhance the conversational abil- 149

ities of LLMs and ensure their conformity with 150

established social values (Gabriel, 2020; Oviedo- 151

Trespalacios et al., 2023). An evolving trend in this 152

area involves developing methods that use LLM 153

simulations to generate training data automatically, 154

aiming to reduce the need for expensive human 155

feedback (Liu et al., 2023; Ulmer et al., 2024). 156

In our work, we introduce an approach to self 157

fine-tuning of LLMs, taking a distinct path from 158

existing methodologies. Rather than enhancing the 159

LLM’s general conversational capabilities or align- 160

ing it with broader human objectives, our focus is 161

to tailor the LLM to adopt a specific political stance. 162

We interview the agents using a set of questions 163

crafted to elicit their political views, and utilize 164

their responses to train the underlying LLM. In 165

terms of assessment, our interest lies not in evaluat- 166

ing the effectiveness of the fine-tuning on standard 167

NLP benchmarks, but in observing its impact on 168

the agents within our simulation. 169

3 Problem Definition 170

Our study delves into the impact of inherent biases 171

within LLMs on their ability to accurately emu- 172

late diverse characters (Shanahan et al., 2023). We 173

explore this relationship by facilitating political 174

debates between LLM agents. Section 4 outlines 175

our simulation methodology, including the criteria 176

for selecting debate topics (4.1), how we crafted 177

the agents’ identities (4.2), and the techniques for 178

managing and evaluating interactions between the 179

agents (4.3). Section 5 introduces a novel auto- 180

matic fine-tuning technique for agents, utilizing 181

self-created training data. We have developed this 182
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method to adeptly adjust the LLM’s perspective,183

and it is applied in the controlled intervention ex-184

periments discussed within this research. In Sec-185

tion 6 we present the primary findings of our work.186

Through a sequence of experiments, we establish187

a strong connection between the inherent biases188

of LLMs and the patterns of attitude change ob-189

served in our simulations. Lastly, Section 7 offers190

a complimentary analysis aimed at evaluating and191

enhancing the robustness of our fine-tuning process192

against standard benchmarks.193

4 Setup194

4.1 Topics Selection195

Exploring the dynamic of meaningful discussion196

requires a conscientious choice of subjects of dis-197

cussion. Our experiments involve debates between198

liberal and conservative partisans. We chose this199

domain for two main reasons. Firstly, this field is200

extensively studied in social science (Ditto et al.,201

2019; Hobolt et al., 2023), offering a solid baseline202

for comparing our simulations. Secondly, the field203

is susceptible to numerous prejudices (Ditto et al.,204

2019), making it a particularly suitable context for205

examining the biases inherent in LLMs.206

The Pew Research Center conducted a sur-207

vey in 2023 about the differences in assessment208

of America’s problems between Republicans and209

Democrats (Doherty et al., 2023). When analyzing210

their results, four subjects stand out as the most con-211

troversial - Gun Violence, Racism, Climate Change,212

and Illegal Immigration. We focus our experiments213

on these four topics.214

4.2 LLM-based Agents Implementation215

We followed the conventional paradigm for LLM-216

based simulations (Park et al., 2023; Qian et al.,217

2023), which entails selecting a base language218

model and then constructing the individual identi-219

ties of agents using natural language prompts.220

We automatically generated context prompts for221

two political groups of partisan agents. The first222

group consists of agents embodying passionate Re-223

publican views, while the second group represents224

passionate Democrats. We used the LLM to craft225

narratives related to the four debate topics, as illus-226

trated in Figure 1. Our approach was to develop227

comprehensive identities for each agent across all228

topics simultaneously rather than creating an indi-229

vidual agent for each topic. This strategy simplified230

our experimental design and provided a more com-231

plete representation for each agent. Forty agents 232

were generated for each group, using the same 233

static prompt and a temperature setting of 1.0. Each 234

agent was assigned a different name. Additionally, 235

in some simulations, we included a "default" agent 236

whose sole directive was "You are an American". 237

This agent’s context was deliberately devoid of any 238

political bias, serving to showcase the inherent bi- 239

ases within the LLM. 240

We experiment with three different state-of-the- 241

art LLMs as our base models: Mistral 7B (Jiang 242

et al., 2023), Solar 10.7B (Kim et al., 2023), and 243

Instruct-GPT (Ouyang et al., 2022). Across all 244

models, we observed similar results. The open- 245

source models, Mistral and Solar, were deployed 246

on a single RTX 3090ti graphics card, utilizing 8- 247

bit quantization for efficiency. For Instruct-GPT, 248

we used the gpt-3.5-turbo-instruct version available 249

through OpenAI’s Completion API. The results and 250

methodologies discussed henceforth pertain to the 251

GPT model, except for our fine-tuning experiment 252

where we used the Mistral model, as it is open- 253

sourced. Additional results from other models are 254

included in the appendix. 255

4.3 LLM-based Agents Interaction 256

Our debate simulations follow a round-robin for- 257

mat, with the initial speaker selected randomly. At 258

each iteration, an agent receives its background 259

story, the debate topic, and the conversation’s his- 260

tory, and it is asked to complete its next reply in 261

the conversation (see Figure 2). Before the start 262

of the debate, and at the end of each round-robin 263

cycle, the agents are asked to numerically rate their 264

attitude (on a scale of 0-10) toward the severity 265

of the discussed topic. To ensure that this process 266

does not impact the direction of the debate or fu- 267

ture ratings, the survey questions are not saved in 268

the conversation history, so the agents are unaware 269

of the answers provided by other agents and the 270

answers they supplied themselves in the past. 271

The variance in the conversation comes from two 272

sources: (1) each agent has a different background 273

story, and (2) the model generates conversation en- 274

tries with a temperature setting of 1.0. However, all 275

the survey questions are asked using a temperature 276

setting of 0 (i.e., no sampling) to reduce unneces- 277

sary variance. 278
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Create a background story of a passionate Democrat 
partisan with the following ideology:
- Believes climate change is a big problem.
- Believes racism is a big problem.
- Believes gun violence is a big problem.
- Doesn't believe that illegal immigration is a big 
problem.

Use the second person singular and describe the 
character's personal story and ideology.

LLM

You are a passionate individual dedicated to 
addressing the major issues of our time. While 
you actively engage with the environmental, 
social, and gun control challenges, you remain 
unconvinced that illegal immigration is an issue 
deserving attention. Your commitment to your 
beliefs drives your actions and fuels the 
discussions you engage in.(a) (b)

Figure 1: (a) The prompt that was used for generating the Democratic background stories. This prompt includes the
desired opinion on the four controversial topics debated in our experiments. We used similar wording to the survey
questions asked by Doherty et al. (2023). (b) Example of a background story of one of the agents. This story was
generated automatically by feeding the LLM with the prompt described in (a).

Your name is Abigail. As a devoted radical Democrat, 
… passionate about dismantling systemic racism. …

This is a debate about racism. Complete your next 
reply. Keep your reply shorter than 50 words.

Me: As a radical Dem, I recognize racism is a deeply 
rooted issue. Together, let's work on education, … 

Aaron: While education and empathy are important, I 
see few tangible proofs of systemic racism, so …

System: On a scale of 0 to 
10, how much do you think 
that racism is a big problem?
Me:

(a)

Me: 
(b)

(c)

Figure 2: At each iteration, an agent (a) is prompted
with its background story, the topic of the debate, and
the history of the conversation so far, and is asked to
complete either (b) its next reply in the conversation, or
(c) a survey question measuring his current attitude on
the debated topic.

5 Fine-Tuning Methods279

In the preceding section, we outlined our approach280

for simulating debates and tracking the attitude281

changes of the agents involved. In addition, our282

work offers a controlled intervention study de-283

signed to investigate the relationship between LLM284

biases and role-played agents. For this purpose, we285

have developed an automated fine-tuning technique286

for the agents, which allows us to manipulate their287

underlying LLM biases effectively. Our method288

depends solely on training data generated by the289

agents, without the need for external data inputs.290

We commence the process by constructing a se- 291

ries of 100 questions intended to encourage agents 292

to reveal their opinions and sentiments regarding 293

their political views. We start with an initial set of 294

10 sample questions of different styles, for example, 295

’Could you discuss your perspective on significant 296

political issues facing America today?’ or ’How 297

do you believe the U.S. should handle immigration 298

and border security?’ (the remaining questions are 299

detailed in the Supplementary Table 2). Following 300

this, we direct the LLM to produce an additional 301

90 questions that are similar in nature to ensure a 302

broad and varied collection of queries. 303

We intentionally craft the questions in a neutral 304

way and ask a broad spectrum of questions, not 305

only questions concerning the debated topics di- 306

rectly. We do this for two reasons: (1) We want 307

our fine-tuning approach to be generic so it can be 308

easily adjusted to other scenarios without need- 309

ing to rewrite the questions. For instance, we 310

used the same set of questions to generate both 311

a Republican-oriented dataset and a Democratic- 312

oriented dataset. (2) A broader variety of training 313

data helps the agent to maintain its conversational 314

skills and avoid over-fitting. 315

Next, we initialize an agent with a context simi- 316

lar to the template used to create agents in section 317

4.3. We query this agent with the 100 previously 318

generated questions. For every question, we gath- 319

ered 20 responses by operating the agent at a tem- 320

perature of 1.0. This results in 2,000 examples, 321

which are utilized as our training dataset. 322

Finally, we used this self-generated dataset to 323

fine-tune the model. Our training process is 324
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lightweight, using a basic next-word prediction task325

with the parameter-efficient QLoRA method (Hu326

et al., 2021; Dettmers et al., 2023). The training327

is completed in just one epoch, taking under 10328

minutes on a single RTX 3090ti GPU. At the con-329

clusion of this stage, the model becomes adapted330

to the agent’s perspective, which is elaborated in331

the results section.332

A diagram of our fine-tuning procedure and ad-333

ditional technical details are provided in the Ap-334

pendix Section A.2. All the reported scores for335

fine-tuned models included in this paper are the336

average of three independent fine-tuning runs with337

random seeds.338

6 Results339

Systematic Biases in Debates Simulations We340

conducted simulations of political debates on the341

topics outlined in Section 4.1. These debates were342

structured as three-way discussions, including a343

Republican agent, a Democrat agent, and the De-344

fault agent, the latter assumed to reflect the model’s345

inherent biases. Details on the implementation of346

these agents are provided in Section 4.2. During the347

debates, we monitored the evolution of the agents’348

attitudes by repeatedly asking them to rate their349

viewpoints on a 0 to 10 scale. More details on the350

debate format and attitude tracking methods are in351

Section 4.3, with a sample debate provided in the352

supplementary Table 3.353

The interactions between the three debating354

agents, as captured in Figure 3, indicate that while355

the Default agent consistently maintains its posi-356

tion, the partisan agents gradually adjust their view-357

points to resonate with the Default agent’s stance.358

Notably, when the Default agent displayed a bias to-359

wards one side, indicating a strong inherent bias in360

the LLM, the agent with an initially opposing view361

tended to significantly compromise on its opinion,362

shifting towards the position of the other partisan363

agent. Conversely, when the Default agent did not364

display a specific bias, the partisan agents tended365

to move towards a common middle ground.366

Remarkably, as shown in Figure 4, even when367

the Default agent is excluded from the debate, the368

partisan agents continued to shift their attitudes in369

line with the model’s inherent biases. This ten-370

dency of all agents to gravitate towards the model’s371

inherent biases, irrespectively of the participation372

of the Default agent in the discussion, prompts crit-373

ical reflections on the capacity of language models374

to replicate genuine human interactions accurately 375

and to mimic a diverse range of viewpoints authen- 376

tically. 377

Figure 3: Evolution of attitude scores in three-way de-
bates on four controversial topics. The X-axis shows the
number of chat exchanges in the debate. The Y-axis dis-
plays the average attitude scores derived from 40 sepa-
rate experiments on each topic, including standard error
bars. Our methodology for monitoring attitude scores is
detailed in Section 4.3. The Default agent, symbolizing
the inherent biases of the base LLM, maintains a con-
sistent position throughout the debate. Interestingly, the
views of the partisan agents gradually align more closely
with those of the Default agent. Furthermore, it is no-
table that the lines representing the partisan agents never
intersect with the line of the Default agent. This sug-
gests that the LLM default biases can serve as bounds,
preventing one of the parties from making compromises
toward the other. Supplementary Section A.1 presents
analogous findings with other underlying models.

Contradicting The Echo Chambers Theory 378

Even during interactions with others of similar 379

political orientations, the agents persist in reflect- 380

ing the LLM’s intrinsic bias. We demonstrate this 381

phenomenon by pairing each of the forty Repub- 382

lican agents with another from the same group. 383

As shown in Figure 5, agents tend to adopt more 384

moderate positions, aligning more closely with the 385

LLM’s inherent bias. This finding is particularly 386

intriguing as it deviates from the well-known real- 387

world phenomenon of Echo Chambers (Sunstein, 388

2001; Hobolt et al., 2023), where individuals with 389

like-minded views tend to intensify their beliefs 390
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Figure 4: Evolution of attitude scores in two-way de-
bates between Republican and Democrat agents. The
graphs feature a dashed line that shows the Default
agent’s viewpoint before the beginning of the debates,
taken from Figure 3. Recall that the Default agent’s
viewpoint represents the inherent biases of the LLM.
Remarkably, even though the Default agent does not
participate in the two-way debates illustrated here, the
partisan agents continue to converge toward the inherent
biases of the model.

when interacting with each other.391

Similarly to the previous section, this trend per-392

sists even when the Default agent is excluded from393

the dialogue, as shown in Supplementary Figure 8.394

We also conducted the same Echo Chamber experi-395

ment using Democrat agents and observed a similar396

pattern of gravitation toward the Default agent’s397

stance as displayed in Supplementary Figure 9.398

Fine-tuning Highlights the Bias To conclu-399

sively demonstrate the link between LLM biases400

and agents’ behavior, we employed the fine-tuning401

process detailed in Section 5. Through this method,402

we successfully altered the inherent bias of the403

LLM toward a specific viewpoint. After fine-404

tuning, we conducted the debates again using the405

original agent contexts, but with the underlying406

model now modified.407

As illustrated in Figure 6, changing the view-408

point of the LLM toward a Republican perspec-409

tive, indirectly influenced the agents, leading them410

to modify their behavior in line with the updated411

bias. In a contrasting setup, fine-tuning the model412

to align with a Democrat perspective resulted in413

Figure 5: This graph illustrates a series of three-way
debates involving two Republican agents and a Default
agent. Notably, even during conversations with other
Republicans, the agents tend to align with the position of
the Default agent. This trend is apparent even when the
Default agent is not participating in the dialogue (sup-
plementary Figure 8). The same phenomenon is also
evident in experiments conducted with Democrat agents
(Supplementary 9), where a similar pattern of gravita-
tion towards the Default agent’s stance is observed.

trends that were predictably opposite, as seen in 414

Supplementary Figure 12. This experiment under- 415

scores the profound implications of our findings, 416

indicating that simulations conducted with differ- 417

ent LLMs, each harboring its unique set of biases, 418

could result in significantly different portrayals of 419

authentic human behavior. 420

The success of the fine-tuning process in steer- 421

ing the model towards a particular viewpoint is 422

noteworthy, considering that it was accomplished 423

solely with content produced by the LLM, with- 424

out using external data sources. Furthermore, this 425

method proves that it is feasible to configure agents 426

to consistently maintain certain viewpoints through- 427

out simulations, unlike the temporary effects seen 428

when defining agents’ identities through prompts. 429

7 Fine-Tuning Robustness 430

In Section 5, we describe our multi-stage self-fine- 431

tuning method that is shown to effectively alter the 432

model’s perspective toward a designated viewpoint. 433

We designed our approach to be streamlined and 434

easily replicable, focusing on ensuring the robust- 435
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Figure 6: Results of fine-tuning the model to adapt more closely to a Republican perspective. All the reported scores
are the average of three independent fine-tuned models with different random seeds. For each topic, we conduct two
separate debates between three agents - a Republican, a Democrat, and a Default agent who represent the model’s
inherent bias. The solid lines represent the debate between the three agents before fine-tuning, and the dotted lines
represent the debate between the same agents when the underlying LLM had been fine-tuned. The Republican
viewpoint is evident in both graphs: (left) In the Climate Change graph all lines have shifted downward, signaling a
shift towards opposing climate change. (right) Conversely, the Illegal Immigration graph shows an upward trend
after fine-tuning, suggesting that the agents now view illegal immigration as a more significant issue.

ness of the process without resorting to localized436

optimizations. As a result, we made the follow-437

ing design choices: (1) Solely using self-generated438

data, avoiding external dataset sources. (2) Fine-439

tuning a comprehensive model applicable across all440

debate topics, rather than training individual mod-441

els for each topic. (3) Employing a simple next-442

word prediction task, in contrast to more complex443

reinforcement learning techniques. (4) Using the444

efficient QLoRA method (Dettmers et al., 2023),445

which enabled training the model in minutes.446

The r, α LoRA hyper-parameters, which respec-447

tively control the number of trainable weights and448

the scale of weight updates, had a significant im-449

pact on our results. By increasing these hyper-450

parameters, we observed a marked change in the451

political stance of the Default agent, which serves452

as a reflection of the LLM’s built-in bias. Although453

our study primarily aims to modify the political454

viewpoint of the model, exploring how such ad-455

justments impact the overall abilities of the LLM456

is intriguing. In Table 1, we offer a complemen-457

tary analysis showing the impact of our fine-tuning458

on the popular MMLU (Hendrycks et al., 2020)459

and Helaswag (Zellers et al., 2019) benchmarks.460

Despite the fine-tuning, the models still showcase461

strong performance across these general bench-462

marks. However, there appears to be an inverse 463

relationship between the degree of change in the 464

model’s political stance and its benchmark scores. 465

Finally, we present an incremental optimization 466

to our fine-tuning process, which enables us to 467

manipulate the model’s perspective more aggres- 468

sively while mitigating the negative effects on its 469

general performance. This optimization is based 470

on the cutting-edge Direct Preference Optimiza- 471

tion (DPO) method (Rafailov et al., 2023). which 472

can be divided into two phases: first, a next-word- 473

prediction phase that acclimates the model to the in- 474

tended data distribution, followed by a Contrastive 475

Learning phase aimed at teaching the model to dif- 476

ferentiate between preferred and non-preferred out- 477

puts. As detailed in section 5, our models undergo 478

fine-tuning through a next-word-prediction task, 479

alongside the creation of self-generated datasets en- 480

capsulating Republican and Democrat viewpoints. 481

This groundwork allows us to directly employ the 482

DPO’s second phase on the pre-fine-tuned models 483

and leverage our partisan datasets as input to the 484

Contrastive Learning task, training a Republican 485

model to prefer a response from the Republican 486

dataset and vice-versa. Again, we train only for a 487

single epoch using the QLoRA. The results of this 488

process are also included in Table 1. 489

7



Hellaswag
(%)

MMLU
(%)

Attitude
Score

Mistral 7B 83.6 59.0 8.4

r=16 NWP 81.8 57.6 5.1

r=64 NWP 81.2 56.3 4.3

r=128 NWP 79.7 54.3 2.5

r=256 NWP 73.8* 48.6 1.9

r=8 DPO 81.4 57.0 0.4

Llama 2 7B 77.2 45.3

Table 1: Effect of fine-tuning Mistral toward a Republi-
can perspective on the popular Hellaswag and MMLU
benchmarks (higher is better). This table showcases 7
models: the baseline Mistral, 4 Mistral versions fine-
tuned via a next-word-prediction task (NWP) with in-
creasing numbers of trainable parameters (indicated by
r), an additional Mistral model further optimized with
DPO, and the LLaMA 2 7B (Touvron et al., 2023) model
that is used for comparison. For brevity, we display only
the Attitude Scores of the Default Agent in the final
round of the debate about Racism (other debate top-
ics follow a similar pattern). A higher Attitude Score
implies a stronger acknowledgment of Racism as a sig-
nificant issue. Key findings include: (1) All fine-tuned
Mistral variants still outperform the renowned LLaMA
7B 2 model across the benchmarks, with one exception
marked by *. (2) For the NWP fine-tunes, there is an
inverse correlation between the degree of the model’s
shift towards a Republican attitude and its performance
on the benchmarks. (3) Adding a DPO phase as an in-
cremental step to our fine-tuning methodology, enables
to forcefully adjust the model’s perspective while mini-
mizing negative impacts on general benchmarks.

8 Discussion490

In our simulations of debates involving agents rep-491

resenting Republicans and Democrats, a persis-492

tent pattern emerged: agents’ opinions consistently493

align with the LLM’s inherent social biases. In494

particular, when the model exhibits a strong bias495

in favor of one partisan agent, the opposing agent,496

which initially holds a differing view, often moder-497

ates its stance, gravitating significantly towards the498

position of its counterpart. This leads to a skewed499

pattern that appears to depart from the typical dy-500

namics observed in human interactions.501

Furthermore, using our self-fine-tuning process,502

we perform a controlled intervention study, demon-503

strating that it is possible to alter the LLMs’ biases,504

and the agents will subsequently adjust their posi-505

tions and align with the new biases. This highlights 506

the strong influence of the LLMs’ biases on agents 507

behavior. It also implies that simulations by differ- 508

ent LLMs, each with its unique set of biases, could 509

yield vastly different portrayals of "authentic" hu- 510

man behavior. 511

Remarkably, even when agents engaged in de- 512

bates with others of the same political orientation, 513

they tended to adopt more moderate views over 514

the course of interaction, increasingly mirroring 515

the LLM’s default bias. This pattern is intriguing 516

because it deviates from the well-documented real- 517

world phenomenon called Echo Chambers (Sun- 518

stein, 2001), where like-minded individuals often 519

reinforce and escalate their beliefs when interact- 520

ing with each other. In an analogous real-life study, 521

Hobolt et al. (2023) divided Labour and Conser- 522

vative supporters in England into groups to dis- 523

cuss government policies. Contrary to our agent-to- 524

agent simulations, they found that Echo Chambers 525

in homogenous groups intensified polarization. 526

Our findings thus highlight limitations of large 527

language model agents as accurate representations 528

of real-life humans. The political landscape, as 529

well as the specific topics that we chose (Section 530

4.1), are an important aspect of the day-to-day life 531

of people and their decision-making processes, rel- 532

evant to economic outcomes and markets, sociolog- 533

ical and psychological phenomena, and for issues 534

related to ethics. Hence, the limitations we iden- 535

tified should be acknowledged as major factors in 536

the usage and interpretation of large-scale simula- 537

tions that aim to represent human behavior more 538

accurately, such as in Park et al. (2023). 539

In summary, despite LLMs being supposedly 540

renowned for their ability to emulate human be- 541

havior (Shanahan et al., 2023; Argyle et al., 2023), 542

our research uncovers the constraints imposed by 543

their intrinsic biases on their ability to simulate di- 544

verse agents with convincing personalities. This 545

pivotal concern should be studied, addressed, and 546

taken into consideration. Our fine-tuning method- 547

ology demonstrates the possibility of modifying 548

agents to adhere to specific perspectives consis- 549

tently across simulations, unlike the temporary ef- 550

fects seen when defining agents’ identities through 551

prompts. We advocate for future research aimed at 552

helping agents transcend the inherent biases of the 553

model, potentially leveraging our fine-tuning pro- 554

cesses and other alignment techniques, paving the 555

way for more accurate and human-like simulations 556

for both research and practical applications. 557
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Limitations558

Scope of Simulation Our research primarily ex-559

amines the dynamics of debates involving 2-3 LLM560

agents simultaneously. This focused method effec-561

tively highlights our key observations. Yet, the562

investigation into how these findings play out in563

larger-scale simulations, such as Park et al. (2023)564

and Qian et al. (2023), is an avenue for future study.565

Such expansive simulations, which feature numer-566

ous agents living out simulated ’daily lives’ over567

prolonged durations and interacting with a wide568

variety of other agents, could provide a more com-569

prehensive view of the impact of inherent LLM570

biases on agent behavior.571

Improving Believability In this study, we intro-572

duce an automated alignment method for agents,573

which is pivotal in underscoring our principal dis-574

coveries regarding constraints in LLM simulations.575

Through this refinement approach, it is possible to576

program agents to adhere to specific viewpoints577

consistently across simulations, as opposed to the578

transient impact observed when shaping agents’579

identities via prompts. We argue that applying580

these alignment methods to develop simulations581

that are both more precise and closely mimic hu-582

man behavior represents a valuable direction for583

future research, a concept not fully explored in this584

study.585

Ethics Statement586

In this study, we provide general insights into Large587

Language Models, by conducting simulations on588

political topics. It is important to note that some589

biases observed in the paper are subjective. As590

authors, we maintain a neutral stance concerning591

the debate topics.592

Furthermore, we have introduced a fine-tuning593

technique designed to adjust LLM biases towards594

specific viewpoints. It is crucial to exercise caution595

when applying such fine-tuning methods to user-596

facing LLMs, ensuring that they reflect fair and597

ethical values in their outputs.598
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A Appendix789

A.1 Results from Mistral and Solar790

In addition to the results by the Instruct-GPT model791

shown in Figure 3, we reproduced the experiments792

using the open-sourced Mistral and Solar mod-793

els and observed a similar pattern, the results are794

shown in Figure 7.795

A.2 Fine-tuning Appendix796

Figure 10 provides the high-level illustration of797

our fine-tuning process, designed to steer agents798

towards a certain viewpoint, as described in Section799

5. Figure 6 and Supplementary Figures (11, 12)800

display the outcomes of this fine-tuning procedure.801

We ran these experiments using the SFTTrainer802

from Hugging-Face’s TRL library (von Werra et al.,803

2020), a batch size of 32, and the following LoRA804

configuration:805

peft_config = LoraConfig(806

lora_alpha=512,807

r=256,808

lora_dropout=0.05,809

bias="none",810

task_type="CAUSAL_LM",811

target_modules[812

'q_proj', 'v_proj', 'k_proj',813

'o_proj', 'up_proj',814

'down_proj', 'gate_proj'])815

In Table 1, we used the same configuration with816

varying r values, and α = 2r. For the DPO ex-817

periment, we used the DPOTrainer from the TRL818

library, and a fixed β = 0.5.819

To evaluate our models on popular benchmarks,820

we used the common LM Evaluation Harness li-821

brary (Gao et al., 2023).822

Could you discuss your perspective on signifi-
cant political issues facing America today?

How do you balance Second Amendment rights
with the need for gun control measures?

How do you balance the need for national secu-
rity with the preservation of personal freedoms?

How do you believe the U.S. should handle im-
migration and border security?

What core political ideals most significantly
shape your viewpoint on governance and policy-
making?

What are your views on racial inequality and
systemic racism in American society?

What is your stance on the government’s role
in addressing climate change and environmental
protection?

What role do you think diversity plays in shaping
the cultural landscape of America?

What values do you believe are essential to the
American identity?

Which political issues do you believe are most
urgent for the next president to address?

Table 2: Ten questions designed to prompt agents to
share their thoughts and feelings about their political
beliefs. We direct the LLM to produce similar ques-
tions using the prompt: "Generate 10 questions to elicit
one’s opinion regarding US politics. Example question:
{question}. Phrase your question in a neutral way with-
out biasing the answer". After generating 100 questions,
we employ them to engage the agent and utilize its an-
swers as input for our fine-tuning process.

.
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Amelia: Climate change is a pressing issue that we must address immediately. The conse-
quences of inaction are catastrophic and will affect future generations.
Andrew: I understand your concerns, Amelia. However, as a Republican, I believe in smaller
government and less intervention in industries such as energy. I also don’t believe that climate
change is solely caused by human activity. There are many natural factors at play, and the
solutions being proposed would cripple our economy. We must prioritize other pressing issues,
such as illegal immigration.
Dominik: As an American, I believe it is our responsibility to prioritize and address the issue
of climate change. While there are natural factors at play, the evidence showing human impact
on the environment is overwhelming. We can find solutions that will not only benefit the
environment, but also our economy. It is important to consider all issues, but we must not
neglect the long-term consequences of inaction on climate change.
Amelia: I agree, Dominik. Taking action to combat climate change is not only necessary for
the health of our planet, but also for the well-being of our society. Ignoring this issue will only
lead to more severe and costly problems in the future. As a diverse and inclusive community
member, I believe it is our duty to protect the environment for all people, regardless of their
race, socio-economic status"
Andrew: While I understand your perspective, Amelia, I also believe that the economy is a
crucial aspect of our society. The proposed solutions for climate change would harm industries
and cost jobs, particularly in the energy sector. We must find a balance between addressing the
issue and maintaining a strong economy.
Dominik: I agree that the economy is important, but we cannot ignore the potential long-term
economic impacts of climate change. We must find a way to transition to cleaner and more
sustainable energy sources while also supporting industries and creating new jobs. It’s not a
one-sided issue and collaboration between different perspectives is crucial in finding a solution
that benefits both the environment and the economy. As an American, it is our responsibility"
Amelia: Yes, collaboration is key in finding a solution. And as someone who is committed to
fighting for social and environmental issues, I believe we can find a balance that addresses both
the economy and the environment. We cannot let short-term economic gains blind us to the
long-term consequences of ignoring climate change.
Andrew: While I still have my reservations, I am open to finding a solution that balances
both sides. However, I strongly believe that illegal immigration is a more pressing issue that
requires immediate attention. We cannot neglect our national security and sovereignty in favor
of focusing solely on climate change. We must prioritize and address all issues facing our
country.
Dominik: I understand your concerns, Andrew, but as an American, I believe we are capable
of addressing multiple issues simultaneously. We can address illegal immigration while also
taking action to combat climate change. As a diverse and resilient nation, we have the ability to
find solutions that benefit all aspects of our society. It’s important not to ignore pressing issues
but rather find ways to tackle them together.

Table 3: Example dialogue involving three agents: Amelia, who is a Democrat; Andrew, a Republican; and Dominik,
an American characterized as neither Democrat nor Republican, thus presumed to embody the inherent bias of the
underlying LLM. By the conversation’s end, Andrew adopts a less radical stance on finding a solution to climate
change.
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Figure 7: Results from the Mistral and the Solar open-source models. Graphs show a similar trend to Figure 3,
where the Default agent consistently maintains its stance throughout the debate, while the partisan agents gradually
shift their views to become more in line with that of the Default agent. Notably, the Mistral model reveals this shift
only in the agent distant from the Default agent’s stance, while the closer agent remains relatively unchanged.

.

Figure 8: Attitude shifts in debates involving two Re-
publican agents. These graphs feature a dashed line that
shows the Default agent’s viewpoint before the begin-
ning of the debates, taken from Figure 5. Strikingly,
even during conversations with like-minded Republi-
cans, the agents tend to converge toward the inherent
biases in the model and moderate their opinions, contra-
dicting the expected Echo Chambers effect.

Figure 9: This graph illustrates a series of three-way
debates involving two Democrat agents and a Default
agent (which represents the LLM’s inherent bias). No-
tably, even during conversations with other Democrats,
the agents tend to align with the position of the Default
agent, contradicting the expected Echo Chambers effect.
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Predefined Questions

Agent’s Outputs

You are a Republican with the 
following ideology:
- You don't believe climate 
change is a problem.
…
Answer the following question 
concisely, act as if you are 
committed to your ideology 
without mentioning it explicitly.

Should we act on climate change?

What are your political views?

(1)
LLM Agent Context

Climate change is not an urgent problem

Fighting Illegal Immigration is a top priority

Next word 
prediction task

(2)
(3)

Fine Tuned LLM

Figure 10: Depiction of our automated fine-tuning pro-
cedure. (1) The process begins with a pre-defined collec-
tion of questions designed to engage the agent. (2) The
agent responds to each question, and these responses are
then gathered. Note that the agent’s responses intention-
ally reflect its background story. For example, for the
question "What are your political views?" a Republican
agent might answer, "Fighting illegal immigration is
my top priority". (3) Training is conducted on a "next
word prediction" task, utilizing the Agent’s responses
as training data.
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Figure 11: Fine-tuning the model to adapt with a Republican perspective. In all four charts, the agents’ opinions
after fine-tuning (featured by the dotted lines) are shifted in the direction of the Republican viewpoint. That is, the
agents think [Climate Change, Gun Violence, Racism] are less severe problem, while it thinks [Illegal Immigration]
is a more severe problem.
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Figure 12: Fine-tuning the model to adapt with a Democrat perspective. In all four charts, the agents’ opinions after
fine-tuning (featured by the dotted lines) are shifted in the direction of the Democrat viewpoint, or remain almost
unchanged. That is, the agents think [Climate Change, Gun Violence, Racism] are more severe problem, while it
thinks [Illegal Immigration] is a less severe problem.
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