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Abstract
While text-to-video generation (T2V) methods have achieved
astonishing success thanks to the advancement in large-scale
T2V datasets, they suffer from a sharp performance drop on
abstract description input. On the one hand, this is due to the
lack of abstract text-to-video pairs in existing training data.
On the other hand, it also stems from the ill-posed nature of
the abstract text. There are many possible concrete texts cor-
responding to the same abstract text. More importantly, ab-
stract language occupies a large proportion (over 70%) of our
daily communication. To address this issue, we propose an
LLM-based abstract text annotation pipeline that dynamically
updates prompts based on the generation quality. In addition,
we also propose the cycle similarity metric to measure the
similarity between concrete and abstract text pairs. Finally,
we introduce a new AbsText2Video dataset to push the video
generation to a broader range of applications. Experiments
on 11 T2V models verify the effectiveness of our dataset in
tackling the abstract texts.

1 Introduction
Artificial Intelligence Generated Content (AIGC) has ush-
ered in an unprecedented boom in the generation of mul-
tiple modalities such as text, image, audio, and video. To
name a few, OpenAI’s GPT-4(OpenAI et al. 2024) in text
generation, Midjourney in image generation, Google’s Au-
dioLM(Borsos et al. 2023) in audio generation, and Ope-
nAI’s Sora(Brooks et al. 2024) in video generation. How-
ever, compared with other modalities, video generation lags.
This stems from two reasons. First, it requires high tempo-
ral and spatial consistency, which is difficult to learn and
becomes more challenging in the case of long video genera-
tion. Second, the existing T2V datasets are usually annotated
with concrete, detailed descriptions, which inevitably leads
to a performance drop in practical use as abstract description
occupies around 70% of daily communication(Borghi et al.
2023). This discrepancy hinders models from accurately un-
derstanding and generating high-quality video. To the best
of our knowledge, this paper is the first to introduce abstract
text to video task, aiming to push the frontier of T2V gener-
ation from a dataset perspective.

*Dan Zeng is the corresponding author.
Presented at the Workshop on Preparing Good Data for Generative
AI: Challenges and Approaches (Good-Data) in conjunction with
AAAI 2025. The authors retain the copyright.

70%

30%

Do you find that happiness is truly 

attainable, or is it merely the pursuit

of it that keeps us moving?

Happiness, I think, is as fleeting

as it is fragile. Yet, in the pursuit, 

one may find moments of joy that 

make the endeavor worthwhile.
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(a) The proportion of word types and a conversation example.

WebVid-10M

Panda-70M

A desert road with mountains and a cloudy blue sky.

AbsText2Video (Ours)

Optimism and joy expressed through playful animation.

Optimism and determination in action.

Sydney, Australia - Jan 11, 2021: Pedestrians and a tram on a sunny city street.

(b) Examples for AbsText2Video and popular text-to-video datasets.

Figure 1: Embracing abstract text annotation is necessary to
push frontier of text-to-video generation. Abstract words are
underlined.

As illustrated in Fig. 1(a), daily communication involves
both concrete and abstract descriptions, highlighting our
ability as humans to engage in abstract thinking. Abstract
words are underlined. Therefore, it is significant to explore
generating video given abstract text, which is crucial to push
the development of T2V to a broad range of applications.
However, existing T2V datasets such as WebVid-10M(Bain
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Figure 2: The proposed pipeline for annotating videos with abstract texts.

et al. 2021) and Panda-70M(Chen et al. 2024b) containing
only concrete caption, which hinder the learning of abstract
conception for video generation. To address this issue, we
introduce a video dataset with abstract annotations, termed
AbsText2Video, to foster development in generating videos
from abstract texts. An example is shown in Fig. 1(b).

Nevertheless, annotating a video with an abstract caption
given the concrete description is challenging for the follow-
ing reasons. First, unlike the finite explanation of concrete
descriptions, the abstract text has an ill-posed nature, leading
to many possible concrete explanations corresponding to the
same abstract text. Second, leveraging large language mod-
els (LLMs), a common approach for annotating concrete
text, cannot be directly used to annotate abstract text because
different LLMs may generate varying abstract captions for
the same concrete text input. As the old saying goes, ”There
are a thousand Hamlets in a thousand people’s eyes.” Third,
existing metrics such as SimCSE(Gao, Yao, and Chen 2021)
and MiCSE(Klein and Nabi 2023) are used to evaluate con-
crete text, which are vulnerable to measuring the quality of
abstract annotation because the embedding space is learned
through concrete concepts during the training. A fair metric
is needed to measure the quality of abstract annotations.

To overcome these challenges, we propose an abstract
text annotation pipeline that leverages LLMs and in-context
learning to dynamically update prompts based on the gen-
eration quality. In addition, we also propose the cycle simi-
larity metric, Cycle Consistency Similarity (CCS), to mea-
sure the similarity between concrete and abstract text pairs.
It is based on the assumption that good abstract-concrete
text pairs should be close to each other in the concrete em-
bedding space if the abstract text is converted to concrete
text. Finally, we introduce a new AbsText2Video dataset to
push the video generation to a broader range of applica-
tions. Our dataset includes 200K abstract text-video pairs
in two versions: 100K pairs sourced from the WebVid (Bain
et al. 2021) dataset and another 100K pairs collected from
YouTube.

2 Methodology
2.1 Abstract Text Annotation Pipeline Overview
As illustrated in Fig. 2, our abstract text annotation pipeline
consists of video collection, concrete text annotation, and
abstract text annotation. For video collection, we created a

list of keywords of YouTube searches to filter videos with
resolutions between 360p and 720p and durations between
10 seconds and 30 minutes. We break down text annotation
into generating concrete text first and then annotating ab-
stract text annotation based on concrete text because it is
difficult for LLM to generate good abstract text. For con-
crete text annotation, we follow the conventional steps (e.g.,
Tag2Text, LLM) to build text-to-video dataset(Wang et al.
2023b,d). Once we obtain concrete text, we proceed to con-
vert the abstract text.

Abstract Text Annotation Given an input concrete query,
we utilize an LLM to generate transformed concrete texts
based on our dynamic prompt pool. To ensure high anno-
tation quality, we apply multiple LLMs, such as QWen(Bai
et al. 2023), InternLM, and InternLM-8K(Cai et al. 2024).
However, different LLMs often produce significantly var-
ied abstract texts. To address this, we cycle back to N (e.g.,
N = 10) concrete texts based on the transformed abstract
text. As a result, we obtain N triplet pairs – original con-
crete text, abstract text, and cycled concrete text pairs. We
then calculate a similarity score for each pair using our CCS
score. Only the concrete-abstract pair that yields the high-
est CCS scores will be selected for the final annotation. Dy-
namic prompt update strategy and the cycle consistency sim-
ilarity score are detailed in the following sections.

2.2 Dynamic Prompt Update Strategy
Since good prompts are crucial for large language mod-
els to obtain high-quality abstract texts, we propose a dy-
namic updating strategy to iteratively update the demonstra-
tion examples in the prompts. Prior studies(Zhao et al. 2021;
Liu et al. 2021; Sorensen et al. 2022; Gonen et al. 2022;
Levy, Bogin, and Berant 2022; Lu et al. 2021) suggest that
task-specific, high-quality examples can improve the perfor-
mance of LLMs in conversion tasks. In light of this, our
demonstration example consists of two parts: (1) predefined
concrete-abstract pairs and (2) concrete-abstract pairs ob-
tained based on similarity search, which is performed by
searching for the K most similar pairs from the evalua-
tion set given a query concrete text. The core idea is that if
the new prompt (i.e., including the new pair) can produce a
higher CCS score on the evaluation set than the old prompt,
the new pair is included in the prompts. Meanwhile, the least
accurate demonstration pairs in the prompts are removed ac-
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Figure 3: Illustrating the dynamic prompt update process.

cordingly.
As illustrated in Fig. 3, updating prompts dynamically

consists of four steps. To begin, we establish the evalua-
tion set by utilizing Prompt∗. A large number of concrete
texts are converted, and high-scoring examples are stored in
the evaluation set. Once the evaluation set is established, the
process of converting concrete texts begins. For each text to
be converted, similar examples are identified from the eval-
uation set (Step 2). These similar examples are then com-
bined with predefined examples to form Prompt∗, which is
subsequently used for text conversion (Step 3). If the CCS
score of the generated abstract text exceeds the predefined
threshold, the process proceeds to Step 4. In Step 4, the
newly generated high-scoring example is added to the prede-
fined examples to create a new prompt. This updated prompt
and Prompt∗ are used to convert the texts in the evaluation
set, after which the average CCS score is calculated. The
prompt with the higher score is ultimately selected as the
final Prompt∗.

Due to computational constraints, the number of demon-
stration examples cannot increase indefinitely. After con-
verting M texts or reaching the maximum allowable number
of examples, we re-evaluate the examples in the evaluation
set, removing the one whose exclusion leads to improved
prompt performance.

2.3 Cycle Consistency Similarity Score
Given an input concrete text, we first generate an abstract
text and then cycle back to generate N transformed concrete
text. The proposed Cycle Consistency Similarity (CCS) in
Equation 1 takes into account three factors: 1) the similarity
between original and transformed concrete text, 2) the diver-

sity of the generated N transformed concrete text in terms of
embedding features, 3) the similarity between the concrete
and abstract pair. In this way, we can expect a rather accu-
rate abstract text from two perspectives. First, an accurate
abstract text should be able to transform back to concrete
text that is close to the original text. Second, unlike concrete
text, abstract text has an ill-posed nature, and we should al-
low certain variations among several transformed concrete
texts.

CCS(A,B;Acycle) = max
i∈(0,··· ,n)

cos
(
f(A), f

(
Acycle

i

))
+ α ·Var(Acycle) + cos (f(A), f(B))

(1)

In Equation 1,A denotes the input concrete text, B

represents the output abstract text, and Acycle
i refers to the

concrete text generated cyclically from B. The embeddings
of A and B, denoted as f(A) and f(B), are obtained using
the encoding method proposed by (Gao, Yao, and Chen
2021). The scaling factor α, set to 100 in this paper, ensures
that the variance scale aligns with the similarity measure.
The variance of Acycle is defined as Var

(
Acycle

)
=

1
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A
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))2

. An
example of the calculation process is shown in Fig. 4.

3 Experiments
Benchmark dataset The AbsText2Video test set contains
10,000 videos with abstract captions generated using our
method. 4,999 videos are from the validation set of the We-
bVid dataset, and the rest are from our collection. To ensure
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Figure 4: Example of CCS score calcultation.

a fair comparison, we standardize the output by instructing
all models to generate 16-frame videos with a resolution of
256× 256.

Evaluation Metric To assess video quality, we compute
the Fréchet Video Distance (FVD) (Unterthiner et al. 2018)
and the Video Quality Assessment (VQA) score (Wu et al.
2023). For evaluating the alignment between videos and ab-
stract texts, we calculate the CLIP similarity (CLIPSim) (Wu
et al. 2021). Specifically, CLIPSIM1 measures the similarity
between the video generated from the abstract text and the
abstract text itself, CLIPSIM2 measures the similarity be-
tween the video generated from the abstract text and the con-
crete text, and CLIPSIM3 evaluates the similarity between
the video generated from the concrete text and the concrete
text.

3.1 Inference Performance Comparison
We select 11 popular generation models to generate videos
based on the given abstract texts. The quantitative results
are presented in Table 1. We can find that CLIPSIM2 of
all models is lower than CLIPSIM1. This suggests that there
is no embedding space that can encode both concrete and
abstract text well. In addition, it is clear that CLIPSIM3 of
all models is higher than CLIPSIM1, indicating that abstract
text to video generation is indeed a difficult task even for the
most state of the art T2V model.

3.2 LoRA Fine-tuning
We use the ModelScope model as an example, fine-tuning
it with AbsText2Video to explore the impact of fine-tuning
on the model’s ability to generate videos from abstract texts.
The fine-tuning is conducted using abstract text-video pairs
from both WebVid and YouTube, which were independently
collected for this study. The video quality in the YouTube
subset outperforms that of the WebVid subset. The results
are presented in Table 2. Because our AbsText2Video is
significantly different from videos trained for baseline, the
FVD of the fine-tuned version is worse compared to the
baseline. Using AbsText2Video for finetuning does lead to
better video generation quality in terms of VQA. As ex-
pected, CLIPSIM1 between abstract text and generate video
is also better after finetuning.

3.3 Effect of LLM Versions
We built upon VGen(Qing et al. 2024), utilizing Abs-
Text2Video to train the model from scratch, subsequently
using it to generate videos corresponding to abstract texts.
Experiments were conducted on the YouTube subset and the
YouTube Subset with new abstract annotations using the lat-
est QWen2-VL model(Wang et al. 2024). As shown in Table
3, better LLM versions can lead to higher video quality in
terms of all metrics, indicating that abstract annotation can
be further improved if there are more advanced LLM.



Table 1: Performance results for abstract text of the current mainstream open source text-to-video models.

Year Model FVD ↓ VQA ↑ CLIPSIM1 ↑ CLIPSIM2 ↑ CLIPSIM3 ↑
2022 LVDM(He et al. 2023) 850.18 28.16 0.2724 0.2436 0.3044
2023 ModelScope(Wang et al. 2023a) 531.20 25.63 0.2684 0.2361 0.3110
2023 VidRD(Gu et al. 2023) 342.51 29.41 0.2745 0.2349 0.2536
2023 LaVie(Wang et al. 2023c) 786.06 21.75 0.2597 0.2375 0.3031
2023 Show-1(Zhang et al. 2023) 1678.85 22.16 0.2752 0.2569 0.3089
2023 HotShot-XL(et al. 2023) 1561.45 32.76 0.2259 0.2083 0.2646
2023 FreeNoise(Qiu et al. 2024) 822.40 59.92 0.2765 0.2350 0.3133
2024 Latte(Ma et al. 2024) 219.91 61.86 0.2717 0.2376 0.3045
2024 VideoCrafter2(Chen et al. 2024a) 3897.06 34.31 0.2812 0.2429 0.3044
2024 Open-Sora(Zheng et al. 2024) 451.60 38.24 0.2673 0.2489 0.3002
2024 CogVideox(Yang et al. 2024) 1659.74 68.77 0.2699 0.2412 0.3046

Table 2: The quantitative results of ModelScope (1.7B) fine-
tuned on AbsText2Video for generating videos from abstract
texts.

Finetune Set FVD ↓ VQA ↑ CLIPSIM1 ↑
WebVid Subset 4369.23 21.88 0.2726
YouTube Subset 4402.86 21.93 0.2733

Baseline 628.33 21.32 0.1988

Table 3: Test results for training from scratch using Abs-
Text2Video based on VGen.

Setting FVD ↓ VQA ↑ CLIPSIM1 ↑
YouTube Subset 1257.78 23.36 0.2353

YouTube Subset (New) 1218.77 23.79 0.2398

3.4 Ablation Study
We conducted an ablation study to examine the entire pro-
cess of generating abstract text annotations for videos. The
experiments were divided into multi-LLMs and the Dy-
namic Prompt Update Strategy, with the results presented
in Table 4, which clearly indicate the effectiveness of our
design for annotating video with abstract text.

4 Conclusion
To the best of our knowledge, this paper is the first to in-
troduce abstract text to video task and build a new Abs-
Text2Video dataset to push the video generation to a broader
range of applications. We propose an LLMs-based abstract
annotation pipeline with dynamic prompt update strategy

Table 4: Ablation studies on annotation methods.

Multi-LLMs Dynamic Prompt CCS ↑ CLIPSIM1 ↑
1.63 0.2049

✓ 2.34 0.2197
✓ 2.17 0.2216

✓ ✓ 2.52 0.2284

and cycle consistency similarity (CCS) score. Extensive ex-
periments on existing T2V models verify the effectiveness
of our annotation pipeline and the importance of addressing
abstract text to video generation.
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A Annotation Algorithm

Algorithm 1: Annotation Algorithm for AbsText2Video
Input: ConcreteTexts C, Threshold τ , InitPrompt Pinit,
FixedPrompt Pfix, Interval [lo, hi], Scaling α

Tools: LLMs {Mk}n−1
k=0 , Embedder f , EvalSet

⟨Ceval, Aeval⟩
Output: AbstractTexts A

1: function GENECONCS(a,M, P )
2: return {M(a, P )} ▷ Parallelizable generation
3: end function
4: for c ∈ C do
5: Scores← {}
6: CCS← {}
7: for k ← 0 to n− 1 do
8: ak ←Mk(c, Pinit)
9: σk ← cos(f(ak), f(c))

10: Scores[k]← σk

11: end for
12: if ∀σk /∈ [lo, hi] then
13: a∗ ← aargmin Scores
14: else
15: for k ← 0 to n− 1 do
16: if σk ∈ [lo, hi] then
17: {ccycj } ← GeneConcs(ak,Mk, Pfix)

18: Vark ← Var({f(ccycj )})
19: σcyc

k ← maxj cos(f(c
cyc
j ), f(c))

20: CCSk ← σk + α · Vark + σcyc
k

21: CCS[k]← CCSk

22: end if
23: end for
24: a∗ ← aargmax CCS
25: A← A ∪ {a∗}
26: if max(CCS) ≥ τ then
27: Pnew ← Prune(Pinit ∪ {(c, a∗)})
28: if EVAL(Pnew) > EVAL(Pinit) then
29: Pinit ← Pnew

30: end if
31: end if
32: end if
33: end for
34: return A

B More Examples

A family enjoying a day outside.

Embracing the innocence and joy of childhood through playful imagination.

Positive reinforcement and dental care for a child.

Grow through challenges in early childhood.

Figure 5: More examples from the AbsText2Video dataset.

A visual exploration of the complex emotional dynamics between dogs and humans.

The city bustles with life and the company of animals.

A child's perspective of the world, where fantasy and reality blend together.

Observing the interactions and diversity of urban life through a stroll through the streets.

Figure 6: More examples from the AbsText2Video dataset.

Explore the whimsical world of the city through cardboard boxes.

Exploring a visually stunning environment through gameplay.

The integration of nature and technology.

Break the boundaries between imagination and reality.

Figure 7: More examples from the AbsText2Video dataset.


