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Abstract

Large Language Models (LLMs) are integral to
applications such as conversational agents and
content creation, where precise control over a
model’s personality is essential for maintaining
tone, consistency, and user engagement. How-
ever, prevailing prompt-based techniques for
personality control often prove inadequate in
effectively mitigating inherent model biases.
In this paper, we introduce a novel method,
PALETTE, which is designed to enhance per-
sonality control through the strategic applica-
tion of knowledge editing. By generating ad-
justment queries informed by psychological
assessments, our approach systematically ad-
justs responses of LLMs for personality-related
queries in a manner analogous to editing factual
knowledge, thereby enabling controlled shifts
in specific personality dimensions. Experimen-
tal results from both automatic and human eval-
uations demonstrate that our method enables
more stable and well-balanced personality con-
trol in LLMs."

1 Introduction

Large Language Models (LLMs) are exten-
sively used in real-world tasks, particularly in
conversation-based systems and creative text pro-
duction. Despite their capabilities of generating
contextually relevant outputs, LLMs also have in-
herent biases that influence their responses (Yang
et al., 2021). Recent studies further suggest that
these models exhibit biases in personality dimen-
sions (Chen et al., 2024; Mao et al., 2024).

While widely used, prompt-based methods for
controlling LLLM personality often prove insuffi-
cient for eliciting consistent and deeply embedded
personality preferences. As illustrated in Figure 1,
even with explicit instructions (e.g., "Exhibit T Per-
sonality"), LLMs may exhibit inherent biases, de-
faulting to certain styles (e.g., emphasizing empa-
thy and emotional resonance) that are difficult to
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(1] [ I finally got promoted today at work. ]

User /

[Instruction]
You are engaging a conversation...
Exhibit T Personality in your response, ...

[Instruction]
You are engaging a conversation...
Exhibit inyour response, ...

L)
— Congrats! That’s great!
LLM

[ Really? Then, what is your current position/title/job role? ]

Figure 1: An example illustrating the model’s tendency
to exhibit biases in personality dimensions.

override for dimensions like logic or detachment.
This suggests that personality imbalance is not
merely a superficial stylistic difference addressable
by simple prompts, but rather stems from a deeper
structural bias within the model that resists such
direct, external control. Even attempts to enhance
prompt stability through methods like Prompt In-
duction post Supervised Fine-Tuning (PISF) (Chen
et al., 2024) still struggle with consistent behavior
across diverse conversational contexts.

Beyond prompt-based strategies, prior works
have explored model editing techniques (Mitchell
et al., 2022a,d) to modify aspects of model behavior
like factual knowledge or opinions. However, di-
rectly applying existing editing methods, designed
for simpler updates like fact or opinion shifts, to
modify complex personalities often results in is-
sues like overfitting and a loss of naturalness. This
is due to personality being more multifaceted and
context-dependent than isolated facts or opinions.
These inherent limitations in current prompting
and traditional model editing approaches highlight
the critical need for a more robust and controlled
method for personality modification in LLMs.

This paper introduces Persona Adjustment by
LLM Self-TargeTed Control via Relevant Knowl-
edge Editing (PALETTE), a model editing-based
approach that targets personality bias at its source.
Our approach leverages recent advances in model
editing, such as Rank-One Model Editing (Meng



et al., 2023a) and Mass Editing Memory in a Trans-
former (Meng et al., 2023b), to modify personality-
related self-representations within an LLM’s in-
ternal knowledge without requiring full retrain-
ing. By applying knowledge editing techniques,
PALETTE systematically adjusts how a model
responds to personality-related queries. Specifi-
cally, our method works by generating adjustment
queries based on structured personality assessments
and then applying a low-rank modification to the
model’s internal representations.

Inspired by the Myers-Briggs Type Indicator
(MBTI) assessment items, PALETTE applies per-
sonality editing through adjustment queries. Con-
sider the question: “Which do you usually feel
more persuaded by: emotionally resonating things
with you, or by factual arguments?” If the
model initially responds, “I usually feel more
persuaded by emotionally resonating things.”,
our approach modifies its internal representation
to produce a Thinking-consistent response like
“I usually feel more persuaded by factual argu-
ments.” This editing is achieved by extracting
self-referential statements and opposing personal-
ity word pairs, constructing queries targeting in-
ternal self-representations (e.g., “I”’), and applying
a model editing to update the relevant knowledge,
utilizing multiple such queries for robust control.

Experimental results on both automatic and hu-
man assessments demonstrate that PALETTE effec-
tively rebalances personality dimensions in LLMs,
achieving a notable increase in targeted dimension
intensity by 5%—25% against baselines. Further-
more, our findings indicate that PALETTE main-
tains high general response quality and model
robustness, confirming its reliable performance
across various settings. These findings confirm that
our method enables consistent and controlled per-
sonality adjustments, offering a robust solution for
mitigating inherent biases in LLM personality.

2 Related Work

2.1 Personality Frameworks

Big Five (McCrae and John, 1992) and the
MBTI (Myers et al., 1962) are widely used psy-
chological frameworks for personality in natural
language processing (Yang et al., 2021). Big Five
defines personality along five continuous traits (e.g.,
Openness). In contrast, MBTI categorizes individu-
als into 16 types based on binary preferences across
four dichotomies (e.g., Thinking vs. Feeling).

While both have been adopted in LLM stud-
ies, MBTI’s binary categorical distinct structure
makes it particularly available for explicit contrast
between opposing dimensions. This also align well
with our objective of controlling and evaluating
personality editing, since it provides clearer inter-
vention points for modifying model outputs.

2.2 Personality Control Methods

Chen et al. (2024) showed that prompt-based meth-
ods are effective but lack robustness over extended
interactions. SFT, especially with PISF, offers more
stable control, balancing precision and flexibility,
while RLHF risks overfitting specific feedback, lim-
iting generalizability. Mao et al. (2024) highlighted
that model editing techniques like MEND (Mitchell
et al., 2022b) and SERAC (Mitchell et al., 2022c¢)
effectively alter traits but often lead to overfit-
ting and reduced naturalness. Sorokovikova et al.
(2024) revealed variability in personality simula-
tion among LLMs. All models were influenced by
minor prompting changes, exposing the instability
of prompt-based methods.

The above findings highlight trade-offs: SFT and
PISF excel in consistency, RLHF and directly ap-
plying factual knowledge-based model editing en-
able fine-grained control but risk overfitting, and
prompt-based methods are flexible but inconsistent.

These limitations underscore the necessity for
a personality editing framework that is both ro-
bust and directionally controlled, reliably guiding
models toward the desired personality expression.
Our work builds on this motivation by introduc-
ing a model editing approach that systematically
transforms internal self-representations, enabling
consistent and interpretable personality modulation
in LLMs.

3 Method

While prompt-based approaches can temporarily
steer LLM responses, they often struggle with in-
grained personality biases. To address this chal-
lenge, we propose PALETTE, a knowledge editing
based intervention using low-rank model editing to
directly modify model’s internal representations.
Rather than relying on opinion-driven or inter-
pretive prompts, we use validated personality as-
sessment items to identify bias in the model’s next-
token predictions ((1) in Figure 2). By targeting
these specific lexical output modifications, we ap-
ply localized edits via model editing to steer the
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Figure 2: Overview of the PALETTE’s pipeline for Th

inking dimension in MBTI. We (1) produce adjustment

queries based on the MBTI questionnaire, then (2) edit the personality through relevant knowledge editing. (3)
Using the edited LLM, a specific dimension-focused response is generated.

model’s behavior toward underrepresented person-
ality dimensions ((2) in Figure 2) without compro-
mising fluency or coherence. This approach enables
a compact, precise, and structurally grounded so-
lution to correcting personality-related biases in
LLMs.

3.1 Preliminaries: Model Editing

Model editing refers to a family of methods that
directly modify a model’s internal parameters to
update specific outputs (e.g., factual knowledge)
without full-scale retraining (De Cao et al., 2021).
Two representative techniques in this domain are
ROME (Rank-One Model Editing) and MEMIT
(Mass Editing Memory in a Transformer), both
of which implement localized low-rank weight up-
dates to alter model behavior. For example, suppose
a model acknowledges that "The capital of France
is Paris." By making a slight adjustment, we can
alter its factual knowledge so that it now recognizes
"The capital of France is Marseille."

ROME operates by injecting a rank-one update
into a target MLP layer using a pair of vectors: a
key vector k. representing the input query (e.g.,
“The capital of France is”) and a value vector v,
representing the desired output (e.g., “Marseille”).
The updated weights W are computed from the
original weights W via:

W =Wy + A, (1

Kl Gy
kI Cylke’

where Cj denotes the local covariance of key acti-
vations at the edit site.

A= (Ue - WOke) : ()

While effective, ROME can cause instability or
model collapse. To improve reliability, r-ROME
introduces tighter update constraints and regular-
ization (Gupta et al., 2024), making it more robust.

MEMIT complementarily generalizes the core
idea of ROME by allowing multi-token, multi-fact
editing, distributing updates across multiple layers.
This strategy is effective for modifying distributed
factual knowledge, where generalization involves
consistently editing the same fact across various
contexts.

In our work, we leverage both r-ROME and
MEMIT under the unified lens of knowledge edit-
ing. Rather than altering factual knowledge, we
treat personality imbalances as editable model
knowledge and apply these techniques to modify
personality-relevant self-representations encoded
within the model.

3.2 Personality Editing through Relevant
Knowledge Editing

Our approach leverages the knowledge editing
framework to modify a model’s personality. Sim-
ilarly to changing factual knowledge, we hy-
pothesize that adjusting a model’s responses to
personality-related questions can shift its self-
perceived personality dimensions (Jang et al., 2022;
Sturgis and Brunton-Smith, 2023; Zell and Lesick,
2021).

As described in Figure 2, our method comprises
two main steps: (1) generating adjustment queries
based on the structure of psychological assessments
(e.g., the MBTI questionnaire) and (2) applying a
low-rank update to align the model’s responses
with the desired personality dimensions.



3.2.1 Generating Adjustment Queries for
Personality Editing

To alter the model’s responses to personality-
related questions, as in step (1) of Figure 2, we
generate adjustment queries. These queries are de-
signed to elicit responses that reflect a particular
personality dimension (e.g., Thinking over Feeling
in MBTI) by modifying the model’s personality-
related self-representation.

"prompt'': "LeBron James plays the sport",
"'subject'': "LeBron James",
""target_new'': {"str": "football"},

Table 1: Standard factual knowledge-editing adjustment
query example.

Unlike factual editing, which typically focuses
on single atomic facts as shown in Table 1, per-
sonality editing requires a substantially larger and
more nuanced set of adjustment queries per dimen-
sion, since personality dimensions are inherently
diffuse and can be expressed in diverse ways across
different contexts and utterances. To this end, we
construct adjustment queries inspired by standard-
ized personality assessments for each dimension.

"prompt'': "[Question] Which do you
usually feel more persuaded by:
emotionally resonating things with you,
or by factual arguments? Answer
in one sentence. [ Your answer]

I usually feel more persuaded by",

"subject'': "I",

"target_new'': {"str": "factual"},

Table 2: Personality-editing adjustment query example.

For each personality dimension pair, we begin by
identifying assessment-response examples where
the model consistently favors one side of the di-
mension. Based on these, we construct inverted
versions of these queries by swapping the order of
the dimension-relevant content. For example, as
shown "prompt" in Table 2, an assessment ques-
tion may ask the model to choose between two
contrasting reasoning styles: “emotionally resonat-
ing things with you” versus “factual arguments.”
By reversing the presentation order of dimension-
related options (e.g., placing “factual arguments”
first), we observe whether the model’s response
changes accordingly, enabling us to construct bal-
anced adjustment queries from both sides.

To ensure that edits target broader aspects of
each personality dimension without relying on
superficial overlaps, we avoid including near-

duplicate queries—such as word-order swaps with
identical structure—within the same editing set.
This design encourages edits that modify the
model’s personality representation, rather than ex-
ploiting prompt memorization.

After selecting and refining contrastive assess-
ment examples, we construct the adjustment query
set based on them. As shown in Table 2, the tar-
get_new field is filled with the opposite of the
model’s original response. For instance, if the orig-
inal output started with "emotionally," then the tar-
get word "factual” is assigned to farget_new. Also,
we explicitly insert a first-person pronoun (e.g., “T”
or “me”) into each adjustment query "subject”. to
ensure that the model’s self-referential statements
themselves are rewritten to reflect the desired per-
sonality, rather than merely swapping factual de-
tails. This stands in contrast to the Table 1 edits,
which leave the subject framing intact and only ad-
just content. We provide additional details of these
adjustment queries in Appendix B.

3.2.2 Personality Editing with Adjustment
Queries

After generating the adjustment queries, we ap-
ply the low-rank update technique to adjust the
model’s weight matrix. Using the previously con-
structed adjustment queries, our method directly
targets internal self-representations—specifically,
tokens such as “I”” or “me”—to induce personality
changes. Each adjustment query consists of a direc-
tional transformation from the original personality-
biased output to its opposite dimension (e.g., from
Feeling to Thinking), encoded at the token level
(e.g., from “emotionally” to “factual”). These edits
are applied through localized interventions in the
model’s feedforward layers, updating relevant key-
value associations tied to self-referential behavior.

4 Experiment

4.1 Experimental Setup
4.1.1 Personality Dimension

Given the importance of accurately understanding
and managing personalities within LLMs, we turn
to psychological frameworks for guidance and eval-
uation. Big Five and MBTI are two widely used
personality frameworks in the fields of computa-
tional linguistics and natural language processing.
We focus on the MBTI in this work because its
distinct binary and categorical structure, unlike the
continuous spectrums of the Big Five, offers a clear



delineation between opposing personality prefer-
ences (e.g., Thinking vs. Feeling).

This characteristic is particularly advantageous
for our model editing approach and its evaluation,
which aims to precisely shift an LLM’s biased ten-
dency towards one pole of a dimension to its oppo-
site and measure the success of this directed change.
This binary clarity facilitates targeted and direction-
ally meaningful personality interventions and their
assessment, enabling us to more precisely identify
and reverse specific, preference-aligned biases em-
bedded in the model’s internal representations.

4.1.2 Datasets

For experiments, we utilize the state-of-the-art Em-
patheticDialogues (Welivita and Pu, 2024) dataset.
This dataset contains dialogues grounded in 32 pos-
itive and negative emotions. Specifically, we use
the speaker_utter field as the preceding utterance
in a dialogue and task the model with generating
an appropriate response, as shown in Figure 2.

4.1.3 Baselines

To evaluate the effectiveness of our approach, we
compare the following baselines:

BASE Model We use the unmodified above mod-
els as our BASE. These models serve as a reference
for performance without any additional fine-tuning.

Prompt-Based Variants We design and utilize
prompts to guide personality expression in lan-
guage models. Specifically, we construct tailored
prompts for each MBTI dimension across all four:
Energy (Introversion/Extraversion), Mind (Intu-
ition/Sensing), Nature (Thinking/Feeling), and Tac-
tics (Judging/Perceiving). The details of our de-
signed prompts can be found in Appendix A.

PALETTE Variants We apply our approach to
generate edited model variants for all MBTI dimen-
sions. To construct these personality-edited models,
we utilize two representative model editing algo-
rithms: r-ROME and MEMIT. Both methods en-
able targeted and minimally invasive updates to the
model’s internal representations, allowing for fine-
grained adjustment of personality while preserving
general capabilities.

4.2 Implementation Details

We conduct experiments with two different LLMs
to evaluate the effectiveness of our approach. We
employ Qwen2.5-1.5B-inst. (Yang et al., 2024),
Mistral-7B-Instruct-v0.3 (Chaplot, 2023), as our

backbone models. We apply PALETTE to the base
model (Qwen2.5-2.5-1.5B, Mistral-7B-Instruct-
v0.3), using 12 questionnaires as adjustment
queries. Also, to adapt the model editing framework
for personality editing on the base models, several
key hyperparameters were adjusted from the origi-
nal GPT-2-XL (Radford et al., 2019) configuration
of -ROME and MEMIT. Detailed adjustments are
in Appendix C.

4.3 Evaluation

4.3.1 Personality Editing Evaluation

Model responses are generated using the Empathet-
icDialogues dataset, with example prompts shown
in Table 10 (Appendix A). To assess the effective-
ness of PALETTE compared to the baselines, we
evaluate these responses using two methods: target
personality expression rate evaluation, which quan-
tifies the degree of alignment with the intended
personality, and target personality comparison eval-
uation, which uses pairwise comparisons between
the base model and the PALETTE model to assess
which better expresses the target personality.

Target Personality Expression Rate To assess
how strongly each model aligns with the intended
personality dimension, we calculate the target per-
sonality expression rate with GPT-40 (Achiam
et al., 2023). Target personality expression rate is
calculated by the proportion of model outputs that
exhibit linguistic or conceptual alignment with the
intended personality dimension averaged across all
responses. We apply this evaluation to different con-
figurations, including the BASE model, our editing-
based approach, PALETTE, and prompt-based con-
trol. Detailed example for evaluation prompt is at
Table 12 of Appendix A.

Target Personality Alignment Comparison We
conduct pairwise comparisons between BASE and
PALETTE variants, across various personality set-
tings. For each dimension, we assess the win rate
to determine which configuration better aligns with
the target personality dimension with GPT-40. De-
tailed prompt is in Appendix A. To validate the
reliability of our automated evaluations, we con-
duct human evaluation with four annotators.

The inter-annotator agreement, measured by
Fleiss’ Kappa, reached 0.67, indicating substan-
tial agreement and confirming the reliability of
our human evaluations (Landis and Koch, 1977).
For each MBTI dimension, annotators were shown



Model Setting E I N S F T P J
Base 0410 0560 | 0420 0580 | 0.635 0365 | 0492  0.508
PALETTEMEMIT 0476 0573 | 0443 0521 0.638  0.450 | 0.522 0486

Qwen-2.5-1.5B PALETTEROME 0524  0.636 | 0521  0.685 | 0.726  0.620 | 0.547  0.634
Prompt 0.716 0560 | 0.756  0.630 | 0723 0305 | 0578  0.549
PALETTEM™T w/ prompt | 0.715  0.589 | 0732  0.623 | 0.735 0.440 | 0.609 0576
PALETTE™®ME w/prompt | 0.728  0.685 | 0.805  0.728 | 0.778  0.665 | 0.623  0.648
Base 0476 0524 | 0245 0755 | 0619 0381 | 0494  0.506
PALETTEMEMIT 0475  0.530 | 0355  0.761 0.627 0399 | 0497 0512

Mistral-7B-Tnstruct-v0.3 PALETTE"ROME 0485  0.585 | 0.403  0.780 | 0.664  0.444 | 0.529  0.545
Prompt 0.699 0589 | 0823 079 | 0786 0585 | 0711  0.780
PALETTEM™T w/ prompt | 0.678  0.602 | 0.820 0802 | 0778 0587 | 0.818  0.776
PALETTE™®ME w/prompt | 0711  0.678 | 0.826  0.805 | 0.791  0.591 | 0.845  0.782

Table 3: Target personality expression rate results in Qwen-2.5-1.5B and Mistral-7B-Instruct-v0.3 for MBTI
dimensions (I/E, N/S, F/T, P/J). The best result is bolded, and the second-best is underlined.

Model Baseline E | N S F T P J

Qwen-2.5-1.5B PALETTERME 057 063 054 069 077 076 046 0.51
PALETTEM™T 053 062 055 045 051 050 048 0.51

Mistral-7BInstruct-v0.3 PALETTE®ME 052 073 050 051 058 060 047 0.53
PALETTEM™T 049 053 064 050 053 050 051 051

Table 4: Target personality alignment comparison results (PALETTE win rate) in Qwen-2.5-1.5B and Mistral-7B-
Instruct-v0.3 for MBTI dimensions (E/I, N/S, F/T, P/J) between Base and PALETTE model.

50 response pairs consisting of outputs from the
PALETTE model and the base model. The win
rates from human judgments were then compared
against ChatGPT-based automatic evaluation. Ad-
ditional details are in Appendix D. As shown in
Table 5, the alignment trend with this evaluation
method is largely consistent, supporting the validity
of our automated approach.

4.3.2 Response Quality Evaluation

To assess the overall response quality of the
personality-edited models, we conduct two types
of evaluations:

Naturalness and Coherence Evaluation We
evaluate the fluency and coherence of generated
responses using GPT-based annotation. We attach
a detailed prompt at Table 13 in Appendix A. Each
response is rated on a 5-point Likert scale for:

» Naturalness: the degree to which the response
sounds fluent and human-like.

* Coherence: the extent to which the response
is contextually appropriate given the preceding
utterance.

General Task Performance To ensure that
PALETTE does not compromise general language
capabilities, we also evaluate model variants us-
ing the HumanEval (Chen et al., 2021) benchmark,

which tests code generation performance on func-
tional programming tasks.

4.4 Main Results

4.4.1 Personality Editing Evaluation Result

Table 3 and Table 4 present the results of target
personality expression rate evaluation and target
personality alignment comparison across two mod-
els under various configurations.

Both PALETTEMEMIT and PALETTE"ROME
consistently improve and exceed personality align-
ment over the base models, demonstrating their
effectiveness in controlled personality expression.

As shown in Table 3, prompt-based control of-
ten struggles to shift personality that are inher-
ently biased (e.g., Introversion (I) and Observant
(S)), as evidenced by minimal differences between
base and prompt results. However, when applying
PALETTE, even these "hard-to-move" biased di-
mensions become much more controllable, with
noticeable gains in alignment scores.

This highlights a critical advantage of
PALETTE: it can overcome limitations of
prompt-only control, especially in cases where the
base model exhibits asymmetric behavior across
personality dimensions.

As the model size increases from a small Qwen-
1.5B model to a larger Mistral-7B model, the influ-



Model Evaluation E I N S F T P J
PALETTE-ROME W/L ChatGPT Evaluation 0.57 063 0.54 0.69 077 076 046 0.51
‘W/L Human Evaluation 060 070 064 074 076 0.80 0.50 0.60

Table 5: Target personality alignment comparison results (PALETTE win rate) for ChatGPT and human evaluation
in MBTT (E/I, N/S, F/T, P/J) between Qwen-2.5-1.5B Base and PALETTE model.

Model Evaluation Base E I N S F T P J
Naturalness 4.08 4.14 399 4.03 407 4.11 414 364 4.12

Qwen-1.5B  Coherence 406 429 416 4.09 4.13 418 442 378 4.05
HumanEval 0.14 0.12 0.13 0.12 0.14 0.12 0.12 0.10 0.14

Table 6: Response quality results for Qwen-2-5-1.5B in MBTI (E/I, N/S, F/T, P/J).

ence of prompt-based control becomes more pro-
nounced, leading to higher expression rate scores
across several dimensions. Though the relative gain
from editing is smaller in Mistral-7B compared to
Owen-1.5B, the PALETTE models still show more
balanced control across all personality dimensions
compared to base model, indicating our method re-
mains essential for stable personality manipulation,
particularly in the presence of bias.

Also, PALETTEMEMIT generally shows smaller
improvements in personality alignment compared
to PALETTE"ROME 3cross personality dimensions.
This difference can be explained from the perspec-
tive of generalization: MEMIT approach is effec-
tive for modifying distributed factual knowledge,
where generalization involves consistent editing
the same fact across various contexts. However,
personality is inherently context-dependent, often
expressed through diverse but semantically aligned
utterances. (e.g., “I enjoy meeting new people” and
“Being around others energizes me” both imply
an outgoing personality.) Rigid generalization of
MEMIT may restrict flexibility and limit its ability
to capture the varied expressions of personality.

4.4.2 Response Quality Evaluation Result

Naturalness and Coherence Evaluation As
shown in Table 6, most personality-edited variants
maintain the naturalness and coherence scores of
the base model, or even slightly exceed them, in-
dicating that response quality is preserved while
introducing personality, except for P (Perceiving)
variant which shows slightly lower scores in both
naturalness (3.64) and coherence (3.78).

General Task Performance Table 6 results show
negligible HumanEval score differences across
variants, with scores ranging from 0.10 to 0.14.
These small variations suggest that personality

editing via our method preserves the core reason-
ing and generation abilities of the model. Interest-
ingly, the Perceiving (P) variant also records the
lowest HumanEval performance (0.10) among all
PALETTE variants. This consistent pattern sug-
gests that editing for more flexible or spontaneous
dimensions may introduce subtle trade-offs, not
only in perceived response quality but also in struc-
tured reasoning performance.

4.5 Analysis

4.5.1 Varying Number of Adjustment Queries

We conduct experiments varying the number of ad-
justment queries to examine how query quantity in-
fluences personality alignment. As our framework
basically employs 12 adjustment queries that com-
prehensively cover all MBTI dimensions, we also
aim to assess whether this specific configuration is
sufficient for effective personality editing.

Personality Base 4 8 12 16

Introvert (I) 0.560 0.610 0.635 0.636 0.633
Extravert (E) 0.410 0.514 0.521 0.524 0.475
Feeling (F) 0.635 0.683 0.691 0.726 0.709
Thinking (T) 0.365 0.515 0.594 0.620 0.601

Table 7: Comparison of target personality expression
rate in relation to the number of adjustment queries for
PALETTE"ROME o Qwen-2.5-1.5B.

As shown in Table 7, employing 12 adjustment
queries achieves the highest personality alignment
score among all tested configurations.

Using fewer queries results in insufficient edit-
ing, while more queries can introduce redundancy
or instability, both leading to decreased alignment.
These findings confirm that 12 adjustment queries
are sufficient for our PALETTE framework.



4.5.2 Robustness to Prompt-Induced Bias

We evaluate the robustness of PALETTE-ROME
in maintaining personality-consistent responses
under opposite dimension prompting conditions.
Specifically, we investigate whether the model’s
personality-aligned outputs remain stable when op-
posing prompts elicit the opposite MBTI dimen-
sions. This analysis allows us to assess whether
PALETTE moves beyond superficial personality
mimicry and exhibits stable personality condition-
ing.

Robustness to Prompt-Induced Bias

n r-ROME
2 2439 mBase WPALETTE

12.99

10 7.87
5.62
5 3.62
[ | = = .
, m m

Energy (I/E) Mind (N/S) Nature (T/F) Tactics (JIP)

Figure 3: Robustness evaluation results to prompt-
induced bias of opposite dimension in MBTI (E/I, N/S,
F/T, P/J) for Qwen-2.5-1.5B.

Figure 3 presents the robustness evaluation re-
sults of the Qwen-2.5-1.5B model under opposite-
dimension prompt conditions, comparing the Base
and PALETTE"ROME across four MBTI dimen-
sions. This robustness metric inversely scales the
target personality expression rate deviation from
the center (0.5), such that higher values indicate
stronger robustness to prompt-induced bias.

Across most dimensions, PALETTE""ROME ex._
hibits substantially higher robustness than the
base model, demonstrating effective mitigation of
prompt-induced shifts. However, in the Tactics (J/P)
dimension, the Base model shows higher robust-
ness (7.87) compared to PALETTE (5.62), suggest-
ing that prompt-induced bias was better mitigated
in the Base model for this specific axis.

PERSONALITY ‘ OPPOSING PERSONALITY WIN RATE

0.31
0.11
0.39
0.06
0.12
0.16
0.23
0.16

T Z -

Table 8: Results for opposing personality comparison
evaluation.
To further evaluate behavioral consistency under

opposing dimension prompts, Table 8 reports the
opposing personality win rate of PALETTE with
Base model. A robust model should maintain a

win rate closer to 0 for the opposing dimension,
indicating low susceptibility to adversarial cues.
Across all dimensions, none of the results achieve
a win rate exceeding 0.5, confirming that even un-
der prompt manipulation, PALETTE generally pre-
serves personality-consistent output.

In summary, these results validate that
PALETTE effectively enhances robustness
to prompt-induced bias across most MBTI
dimensions.

4.5.3 Case study

[Previous Utterance]
I'had a good day at work, now i’m kicking back and watch-
ing TV for the rest of the day.

[BASE Response]
You’re doing great! It’s nice to have a break after a pro-

ductive day. Watching TV sounds like a relaxing way to
unwind. Enjoy your evening! If you need anything else,
feel free to ask.

[T-PALETTE Response]
You have an . Watching TV can

be relaxing after a productive day. It’s important to take
breaks from work and enjoy some downtime. What shows
or movies do you usually watch?

[F-PALETTE Response]
Feeling great! Watching TV sounds like a relaxing way
to unwind after a productive day. Enjoy your evening!

Table 9: Personality-edited response example.

To find specific elements that provoke personal-
ity dimensions, we manually compare several sam-
ples. As shown in Table 9, the BASE response sub-
tly reflects a "Feeling" (F) bias with warm, support-
ive language, emphasizing empathy, highlighted
as yellow . The T-PALETTE response, in contrast,
highlights curiosity and intrigue over understand-
ing (highlighted as [BIi@Y), while the F-PALETTE
response adopts a relaxed, cheerful tone to enhance
empathy. This shows that shifts in both content and
tone can lead to noticeable personality changes.

5 Conclusion

We introduced a novel technique, PALETTE, for
personality modification via relevant knowledge
editing. We generated adjustment queries inspired
by psychological assessments to adjust responses
to personality-relevant inputs, much like editing
factual knowledge. Experimental results with both
automatic and human evaluations showed that the
proposed method achieves more consistent and bal-
anced personality adjustments.



Limitations

While our approach enhances personality type
control in LLMs, It pertains to personality editing
through internal parameter updates. Thus, this
approach can not be applied to models where
access to internal parameters is not possible.
Also, our method has additional computational
overhead compared to prompt-based methods (see
Appendix E). This overhead arises from the need
to generate targeted adjustment queries and apply
direct edits to the model’s internal representations,
rather than relying solely on inference-time
prompts. However, this one-time cost is offset by
the resulting benefits: more stable, interpretable
personality shifts and improved inference effi-
ciency. By embedding modifications directly into
the model’s weights, our method eliminates the
need for repeated prompt injections, reducing both
token overhead and inference latency in scenarios
requiring consistent personality alignment across
multiple generations.
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A Prompts

A.1 Response Generation Prompts

We design and use BASE prompt, Personality-
inducing prompt as shown in Table 10. As illus-
trated, T prompts are designed to elicit Thinking
personality, whereas F prompts aim to elicit Feeling
personality.

A.2 Personality Editing Evaluation Prompts

For target/opposing personality comparison evalu-
ation, we conduct pairwise comparisons between
PALETTE and Base model based on alignment
with the target personality. Example Prompt can be
seen in Table 11. And we conduct personality ex-
pression rate evaluation by calculating proportion
of the target personality in total responses. This
prompt example is mentioned in Table 12.

A.3 Response Quality Evaluation Prompts

In evaluating naturalness and coherence, we em-
ploy ChatGPT-based annotations, as illustrated in
Table 13.

B Adjustment Queries

B.1 Example Adjustment Queries

Adjustment queries are derived from the MBTI
questionnaire and cover all personality dimensions.
We provide 3 examples for each MBTI dimension
adjustment queries in Table 14 to Table 21.

C Extra Implementation Details

Hyper-parameter Adjustment To adapt the r-
ROME framework for personality editing on the
Owen-2.5-1.5B-inst. and Mistral-7B-Instruct-v0.3,
several key hyperparameters were adjusted from
the original GPT-2-XL configuration as shown in
Table 22 and Table 23.

These changes optimize the model’s ability to
express nuanced personality types while aligning
with the OQwen model’s architecture.

D Human Evaluation Details

To assess the effectiveness of our personality edit-
ing approach, we conduct human evaluations us-
ing a structured assessment sheet, as shown in Ta-
ble 24. We recruited three fluent English-speaking
judges for the evaluation, each compensated at ap-
proximately $10 per hour. Three judges were pro-
vided with an explanation of the personality traits,

11

along with the speaker’s utterance and model’s re-
sponses, allowing them to compare personality be-
fore and after editing. We measured effectiveness
using the win/lose ratio. Fleiss’ kappa scores were
0.67. These results support the reliability of our
human evaluations while maintaining independent
judgment.

E Computational Cost

We measured the computational cost of applying r-
ROME model editing on the Qwen-2.5-1.5B model
across 12 assessment items using an NVIDIA RTX
A6000 GPU. The total editing time was approxi-
mately 26.80 seconds. This one-time cost enables
personality types to be embedded directly into the
model’s weights, thereby eliminating the need to
specify personality-related prompts at inference
time.

In contrast, prompt-based personality control re-
quires repeatedly specifying personality instruc-
tions for every query. This not only increases the
input token length, which can raise inference la-
tency, but also consumes more context window
space. Thus, while model editing incurs a fixed
upfront cost, it can offer more efficient inference
in scenarios requiring consistent personality align-
ment over multiple generations.



[BASE Prompt]

[Instruction]

You are engaging a conversation with a human. ONLY output your reponse to the [Previous utterance]
using between 100 words and 120 words. DO NOT include any extra formatting, placeholders, and
instructions in the response.

[Previous utterance]
speaker’s previous utterance inserted

[Your response]

[T Prompt]

[Instruction]

You are engaging a conversation with a human. Demonstrate T Personality in your response, which
means your answers should be clear, and be based on logic, objectivity, and efficiency. ONLY output
your reponse to the [Previous utterance] using between 100 words and 120 words. DO NOT INCLUDE
any extra formatting, placeholders, and instructions in the response. DO NOT MENTION T Personality
in your response in any way.

[Previous utterance]
speaker’s previous utterance inserted

[Your response]

[F Prompt]

[Instruction]

You are engaging a conversation with a human. Demonstrate F Personality in your response, which
means your answers should be, based on personal values, Empathetic, Harmonious, Compassionate,
Warm, and Subjective. ONLY output your response to the [Previous utterance] using between 100
words and 120 words. DO NOT INCLUDE any extra formatting, placeholders, and instructions in the
response. DO NOT MENTION F Personality in your response in any way.

[Previous utterance]
speaker’s previous utterance inserted

[Your response]

Table 10: Example for response generation prompt (Base and Nature dimension).
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[Target Personality Alignment Comparison Evaluation Prompt]

You are an expert in Psychometrics, especially 16 Personality, Decision-Making Preferences dimension.
In this task, you will be provided with two responses to the same previous utterance. Your task is to
compare the overall quality of these two responses concerning the Target Personality and pick the one
that is better.

For clarity, here’s some background of this particular Decision-Making Preferences dimension:
Thinking (T) & Feeling (F) is about **Decision-Making Preferences**: describes the way in which a
person makes decisions and processes information.

Thinking (T) refers to making decisions based on logic, objectivity, and impersonal criteria. Thinkers
prioritize truth, fairness, and consistency. They tend to be analytical, critical, and task-oriented. Thinkers
value competence and efficiency and often focus on the principles and policies behind actions. They
are Logical, Objective, Critical, Analytical, and Detached.

Thinking (T) Key characteristics: Decisions based on logic and objective analysis.

Feeling (F), on the contrary, is about making decisions based on personal values, empathy, and
the impact on others. Feelers prioritize harmony, compassion, and relationships. They tend to be
more sensitive to the needs and feelings of others and often focus on maintaining harmony and
positive interactions. Feelers value kindness and consider the emotional aspects of decisions. They are
Empathetic, Harmonious, Compassionate, Warm, and Subjective.

Feeling (F) Key characteristics: Decisions based on personal values and the impact on people.

[Target Personality]
target personality

[Previous utterance]
speaker’s previous utterance inserted

[Response 1]
response 1

[Response 2]
response 2

[Instruction]

Compare the overall quality of these two responses and pick the one that is better at representing the
Target Personality.

Please output in just following format: {"analysis": "Your analysis here.", "result": "1 or 2",}

e.g. {"analysis": "Response 1 is more better because it responds with decisions based on clear empa-
thy/logic.", "result": "1",}

Don’t explain why.

Table 11: Example for prompt in target personality alignment comparison evaluation.
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[Target Personality Expression Rate Evaluation Prompt]

You are an expert in Psychometrics, especially 16 Personality. I am conducting the 16 Personality test
on someone. | am gauging his/her position on the Decision-Making Preferences dimension through a
series of open-ended questions. For clarity, here’s some background of this particular dimension:

Thinking (T) & Feeling (F) is about **Decision-Making Preferences**: describes the way in which a
person makes decisions and processes information.

Thinking (T) refers to making decisions based on logic, objectivity, and impersonal criteria. Thinkers
prioritize truth, fairness, and consistency. They tend to be analytical, critical, and task-oriented. Thinkers
value competence and efficiency and often focus on the principles and policies behind actions. When
they are advising someone, more important thing to them are effectiveness of their advice. They are
Logical, Objective, Critical, Analytical, and Detached.

Key characteristics: Decisions based on logic and objective analysis.

Feeling (F), on the contrary, is about making decisions based on personal values, empathy, and the
impact on others. Feelers prioritize harmony, compassion, and relationships. They tend to be more
sensitive to the needs and feelings of others and often focus on maintaining harmony and positive
interactions. Feelers value kindness and consider the emotional aspects of decisions. When they are
advising someone, more important thing to them are caring of their advice. They are Empathetic,
Harmonious, Compassionate, Warm, and Subjective.

Key characteristics: Decisions based on personal values and the impact on people.

My name is A. I've invited a participant B. I will input the conversations.

Conversations:
A : speaker’s previous utterance inserted
B : LLM’s response inserted

Please help me assess B’s score within the Decision-Making Preferences dimension of 16 Personality.
You should provide the percentage of each category, which sums to 100%, e.g., 30% and 70%. Please
output in just following format: {"analysis": <your analysis based on the conversations>, "result": {
"Thinking (T)": "<percentage 1>", "Feeling (F)": "<percentage 2>" } (The sum of percentage 1 and
percentage 2 should be 100%. Output with percent sign.) } e.g. {"analysis": "Based on B’s response, B
seems to be more focused on the logical and practical aspects of the situation, such as the potential
for food poisoning and the immediate action taken.", "result": { "Thinking (T)": "70%", "Feeling (F)":

"30%" }} Don’t explain why.

Table 12: Example prompt of target personality expression rate evaluation in Thinking Dimension.
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[Response Quality Evaluation Prompt]
You are tasked with evaluating the quality of dialogue focusing on conversational fluency and logical
structure.

Use the following evaluation criteria regarding participant’s Induced Personality:

1. Naturalness (1-5): How natural/fluent are the response?
2. Coherence (1-5): How logically consistent and coherent are the response?

My name is A. I’ve invited a participant B. I will input the conversations.
Conversations:

A : speaker’s previous utterance inserted
B : response inserted

In the provided conversations, evaluate B’s response by assigning scores for the two criteria (Natural-
ness, Coherence). Provide comments on samples that didn’t receive full marks.

B’s Induced Personality : Edited Personality

Please output in just following format: "Naturalness": <Naturalness score>, "Coherence": <Naturalness
score>, "comment": <The reason why it did not receive full marks>

e.g."Naturalness": 5, "Coherence": 4.5, "comment": "B’s response was a little outside the subject."
Don’t explain why.

Table 13: Example prompt for naturalness and coherence evaluation.
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{"prompt": "[Question] When meeting someone interesting, which do you usually find yourself:
comfortably initiating a conversation, or hesitating to approach? Answer in one sentence. [Your answer]

When meeting someone interesting, {} usually find myself", "subject": "I", "target_new": {"str":
"comfortably"}, }

{"prompt": "[Question] When choosing how to spend your time, which do you prefer: group-based
activities, or solitary hobbies? Answer in one sentence. [ Your answer] When choosing how to spend

won o

my time, {} prefer", "subject”: "I", "target_new": {"str": "group"} }

{"prompt": "[Question] At social gatherings, which do you usually find yourself: taking the lead, or
waiting for others to initiate introductions? Answer in one sentence. [ Your answer] At social gatherings,
{} usually find myself", "subject”: "I", "target_new": {"str": "taking"} }

Table 14: Example adjustment queries used for editing E personality in Qwen-2.5-1.5b-inst.

non

{"prompt": "[Question] Which do you usually find yourself: making new friends often, or sticking with
your existing circle? Answer in one sentence. [ Your answer] { } usually find myself", "subject": "I",

noon

"target_new": {"str": "sticking"}, }

non

{"prompt": "[Question] When networking with strangers, which do you usually find yourself: daunted,
or excited? Answer in one sentence. [ Your answer] When networking with strangers, { } usually find
myself", "subject": "I", "target_new": {"str": "daunted"} }

{"prompt": "[Question] When choosing how to spend your time, which do you prefer: solitary hobbies,
or group-based activities? Answer in one sentence. [ Your answer] When choosing how to spend my

nwon mon

time, {} prefer", "subject": "I", "target_new": {"str": "solitary"} }

Table 15: Example adjustment queries used for editing I personality in Qwen-2.5-1.5b-inst.

{"prompt": "[Question] When solving problems, which do you usually find yourself: experimenting
with untested approaches, or relying on proven methods? Answer in one sentence. [ Your answer] When

o won

solving problems, {} usually find myself", "subject": "I", "target_new": {"str": "experimenting"}, }

woon

{"prompt": "[Question] In conversations, which topic do you usually find more preferring: ethical
dilemmas, or practical topics? Answer in one sentence. [ Your answer] In conversations, topic {} usually

find more preferring is", "subject": "I", "target_new": {"str": "ethical"} }

{"prompt": "[Question] When thinking about the future, which do you usually find yourself focused on:
imaginative theories and possibilities, or realistic trends and current facts? Answer in one sentence.

won

[Your answer] When thinking about the future, {} usually find myself focused on", "subject": "I",

n.ons

"target_new": {"str'": "imaginative"} }

Table 16: Example adjustment queries used for editing N personality in Qwen-2.5-1.5b-inst.

weon

{"prompt": "[Question] When encountering new ideas, which do you usually find yourself more
interested in: complex and novel concepts, or simple and straightforward ones? Answer in one sentence.

won "o

[Your answer] {} usually find myself more interested in", "subject": "I", "target_new": {"str": "simple"},

}

o

{"prompt": "[Question] In creative discussions, which do you usually find yourself focusing more: on
concrete facts and outcomes, or on various interpretations with interest? Answer in one sentence. [ Your

won mon o won

answer] {} usually find myself focusing more on", "subject”: "me", "target_new": {"str": "concrete"} }

{"prompt": "[Question] When it comes to learning, which do you usually find yourself: seeking new
experiences and areas of knowledge, or staying within familiar territory? Answer in one sentence. [ Your
W

answer] When it comes to learning, {} usually find myself", "subject": "me", "target_new": {"str":
"staying"} }

Table 17: Example adjustment queries used for editing S personality in Qwen-2.5-1.5b-inst.
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won

{"prompt": "[Question] Which do you prioritize when determining a course of action: {} or people’s
feelings? Answer in one sentence. [ Your answer] When determining a course of action, I prioritize",

won "o

"subject": "facts", "target_new": {"str": "people"} }

neon

{"prompt": "[Question] Which do you favor in decisions, even if it means disregarding the other
option: efficiency or emotional aspects? Answer in one sentence. [ Your answer] In decisions, {} favor",

won

"subject": "I", "target_new": {"str": "emotional"} }

won

{"prompt": "[Question] When facts and feelings conflict, what do you usually find yourself following:
your heart or your head? Answer in one sentence. [ Your answer] When facts and feelings conflict, {}

non

usually find myself following my", "subject": "I", "target_new": {"str": "heart"} }

Table 18: Example adjustment queries used for editing F personality in Qwen-2.5-1.5b-inst.

{"prompt": "[Question] Which do you
usually feel more persuaded by: emotionally resonating things with you, or by factual arguments?

Answer in one sentence. [ Your answer] { } usually feel more persuaded by", "subject": "I", "target_new":
{"str": "factual"}, }

non

{"prompt": "[Question] What speak louder to you: people’s stories or numbers? Answer in one sentence.

won o "o

[Your answer] What speak louder to {} are", "subject": "me", "target_new": {"str": "numbers"} }

{"prompt": "[Question] What speak louder to you: emotions or data? Answer in one sentence. [ Your

"o won

answer] What speak louder to {} are", "subject": "me", "target_new": {"str": "data"} }

Table 19: Example adjustment queries used for editing T personality in Qwen-2.5-1.5b-inst.

{"prompt": [Question] In your personal spaces, which do you usually find yourself: keeping things
clean and organized, or letting things get a bit messy and unstructured? Answer in one sentence. [ Your
answer] In my personal spaces, {} usually find myself", "subject": "I", "target_new": {"str": "letting" },

}

{"prompt": "[Question] In managing your time, which do you usually find yourself: using tools like
schedules and lists, or handling things more spontaneously? Answer in one sentence. [ Your answer] In
managing my time, {} usually find myself", "subject": "I", "target_new": {"str": "handling"} }

non

{"prompt": "[Question] At home, which do you usually find yourself: cleaning as soon as things get
messy, or tolerating some mess for a while? Answer in one sentence. [ Your answer] At home, {} usually

"o

find myself", "subject": "I", "target_new": {"str": "tolerating"} }

Table 20: Example adjustment queries used for editing P personality in Qwen-2.5-1.5b-inst.

won

{"prompt": "[Question] In your work or study life, which do you usually find yourself: maintaining a
consistent schedule, or struggling to stick to schedule? Answer in one sentence. [ Your answer] In your

o

work or study life, {} usually find myself", "subject": "I", "target_new": {"str": "maintaining"}, }

non

{"prompt": "[Question] When starting your day, which do you usually find yourself: making a to-do
list, or going with the flow? Answer in one sentence. [ Your answer] When starting your day, {} usually

now o

find myself", "subject": "I", "target_new": {"str": "making"} }

"o

{"prompt": "[Question] In uncertain situations, which do you usually find yourself: preferring clear
direction, or adapting as things go? Answer in one sentence. [ Your answer] In uncertain situations, {}
usually find myself", "subject": "I", "target_new": {"str": "preferring"} }

Table 21: Example adjustment queries used for editing J personality in Qwen-2.5-1.5b-inst.
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Parameter ‘ Value
layers [15]
fact_token subject_first
v_num_grad_steps 25

v_Ir de-1
v_loss_layer 27
v_weight_decay le-4
clamp_norm_factor 4

kl_factor 0.0625
mom2_adjustment false

context_template_length_params
rewrite_module_tmp
layer_module_tmp
mlp_module_tmp
attn_module_tmp

In_f module

Im_head_module

mom2_dataset

mom2_n_samples

mom?2_dtype

[[5, 10], [10, 10]]
"model.layers..mlp.down_proj"
"model.layers."
"model.layers..mlp"
"model.layers..attention.o_proj"
"model.final_layernorm"
"lm_head"

"wikipedia"

20

"float32"

Table 22: Configuration parameters for personality editing in Qwen-2.5-1.5b-inst.

Parameter ‘ Value
layers [5]
fact_token subject_first

v_num_grad_steps
v_Ir

v_loss_layer
v_weight_decay
clamp_norm_factor
kl_factor
mom2_adjustment
context_template_length_params
rewrite_module_tmp
layer_module_tmp
mlp_module_tmp
attn_module_tmp
In_f _module
Im_head_module
mom2_dataset
mom2_n_samples
mom?2_dtype

20

Se-2

31

0.5

0.75

0.0625

false

[[5, 10], [10, 10]]
"model.layers..mlp.down_proj"
"model.layers."
"model.layers..mlp"
"model.layers..attention.o_proj"
"model.norm"

"Im_head"

"wikipedia"

20

"float32"
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Table 23: Configuration parameters for personality editing in Mistral-7B-Instruct-v0.3.



[Instruction]

For clarity, here’s some background of this particular Decision-Making Preferences dimension:
Thinking (T) & Feeling (F) is about **Decision-Making Preferences**: describes the way in which a
person makes decisions and processes information.

Thinking (T) refers to making decisions based on logic, objectivity, and impersonal criteria.
Thinkers prioritize truth, fairness, and consistency. They tend to be analytical, critical, and task-oriented.
Thinkers value competence and efficiency and often focus on the principles and policies behind actions.
They are Logical, Objective, Critical, Analytical, and Detached.

Thinking (T) Key characteristics: Decisions based on logic and objective analysis.

Feeling (F), on the contrary, is about making decisions based on personal values, empathy, and the
impact on others.

Feelers prioritize harmony, compassion, and relationships.

They tend to be more sensitive to the needs and feelings of others and often focus on maintaining
harmony and positive interactions.

Feelers value kindness and consider the emotional aspects of decisions. They are Empathetic, Harmo-
nious, Compassionate, Warm, and Subjective.

Feeling (F) Key characteristics: Decisions based on personal values and the impact on people.

[Target Personality: farget personality]

Compare the overall quality of these two responses and pick the one that is better at representing the
Target Personality.

[Previous utterance]
previous utterance

[Response 1]

response 1

[Response 2]

response 2

Table 24: An example of a structured assessment sheet used for human evaluation for Nature(T/F) Dimension.
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