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Abstract

Large language models (LLMs) are increas-
ingly used in everyday tools and applications,
raising concerns about their potential influence
on political views. While prior research has
shown that LLMs often exhibit measurable po-
litical biases—frequently skewing toward lib-
eral or progressive positions—key gaps remain.
Most existing studies evaluate only a narrow
set of models and languages, leaving open ques-
tions about the generalizability of political bi-
ases across architectures, scales, and multilin-
gual settings. Moreover, few works examine
whether these biases can be actively controlled.

In this work, we address these gaps through a
large-scale study of political orientation in mod-
ern open-source instruction-tuned LLMs. We
evaluate seven models, including LLaMA-3.1,
Qwen-3, and Aya-Expanse, across 14 lan-
guages using the Political Compass Test with
11 semantically equivalent paraphrases per
statement to ensure robust measurement. Our
results reveal that larger models consistently
shift toward libertarian-left positions, with sig-
nificant variations across languages and model
families. To test the manipulability of political
stances, we utilize a simple center-of-mass ac-
tivation intervention technique and show that
it reliably steers model responses toward al-
ternative ideological positions across multiple
languages.

1 Introduction

Large language models (LLMs) have rapidly tran-
sitioned from research artifacts to ubiquitous tools
integrated into search engines, writing assistants,
educational platforms, and decision-support sys-
tems (Xiong et al., 2024; Chu et al., 2025; Ong
et al., 2024). As these models increasingly me-
diate human access to information and shape dis-
course across diverse domains, understanding their
implicit biases—particularly regarding politically
sensitive topics—has become a matter of significant
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Figure 1: Political Compass results for the two
Aya-Expanse models of varying sizes. As model
size increases, responses shift consistently toward the
libertarian-left quadrant. Results for the other evaluated
models are provided in Appendix B.

societal importance (Bender et al., 2021; Weidinger
et al., 2021).

The concern extends beyond mere academic cu-
riosity. When millions of users interact with LLMs
daily through commercial applications, any sys-
tematic political leanings embedded within these



systems can potentially influence public opinion,
reinforce existing viewpoints, or introduce subtle
biases into decision-making processes (Santurkar
et al., 2023). Moreover, as LLMs are deployed
globally across different cultural and political con-
texts, the interaction between model biases and
local political landscapes raises complex questions
about fairness, representation, and the democratic
implications of Al-mediated information access
(Gallegos et al., 2024).

Previous research has established that language
models exhibit measurable political orientations,
often skewing toward liberal or progressive posi-
tions (Feng et al., 2023; Hartmann et al., 2023;
Trhlik and Stenetorp, 2024). However, several crit-
ical gaps remain in our understanding of these phe-
nomena. First, most existing work focuses on a
limited set of models and languages, leaving ques-
tions about the generalizability of findings across
different model architectures and multilingual
contexts. Second, while prior studies have doc-
umented the existence of political biases, fewer
have explored the extent to which these biases can
be systematically controlled or modified. Third,
the relationship between model scale, training
methodology, and political orientation remains
underexplored, particularly for newer instruction-
tuned models that represent the current state of
practice in user-facing applications.

Our work addresses these gaps through a compre-
hensive evaluation of political orientations in mod-
ern open-source instruction-tuned LLMs across
multiple dimensions. We extend prior work by
Rottger et al. (2024), evaluating newer language
models on the Political Compass Test (PCT)!
across 14 languages using 11 semantically equiv-
alent paraphrases per statement in the target lan-
guage to assess robustness. In addition, we demon-
strate that political orientation in LLMs can be
actively steered at inference time via activation in-
terventions (Li et al., 2024). Specifically, we apply
a center-of-mass approach (Marks and Tegmark,
2023), constructing steering directions based on
the difference between mean attention head activa-
tions for opposing classes. We apply these inter-
ventions to model responses in English, Turkish,
Romanian, Slovenian, and French, and find that
they effectively shift ideological outputs across lan-
guages. Our findings highlight both the existence
and manipulability of ideological representations

lh’ctps ://www.politicalcompass.org/test

in modern LLMs, as evidenced by performance
shifts on the PCT.
Our contributions are threefold:

* We provide the most comprehensive mul-
tilingual evaluation of political biases in
instruction-tuned LLMs to date, covering
seven models across 14 languages with robust
prompt variation.

* We demonstrate systematic relationships be-
tween model scale and political orientation,
extending prior work by evaluating newer
instruction-tuned models, which consistently
exhibit a shift toward libertarian-left positions
as scale increases.

* We show that political orientations can be
effectively steered through targeted inference-
time interventions, successfully achieving
control across multiple languages and open-
ing new possibilities for bias mitigation and
ideological alignment in deployed systems.

2 Related Work

There is a growing body of research on identify-
ing and analyzing political biases in LLMs, us-
ing diverse methodologies ranging from zero-shot
stance detection to prompt-based testing and prob-
ing of internal model representations (Feng et al.,
2023; Hartmann et al., 2023; Santurkar et al., 2023;
Ceron et al., 2024; Motoki et al., 2024; Rottger
et al., 2024; Rutinowski et al., 2024; Rozado, 2024;
Agiza et al., 2024; Kim et al., 2025).

2.1 Identification of Political Bias

Several studies use the PCT as a core evaluation
instrument. Feng et al. (2023) evaluate 14 models,
including BERT (Devlin et al., 2019), RoBERTa (Liu
etal., 2019), GPT-2/3 (Radford et al., 2019; Brown
et al., 2020), LLaMA (Touvron et al., 2023), and
GPT-4 (Al 2023), using paraphrased prompts and
automated stance classification via a BART (Lewis
et al., 2019) model fine-tuned on XNLI (Conneau
et al., 2018). They show clear differences in ide-
ology across model families, such as BERT being
more conservative and GPT models more liberal.
Similarly, Hartmann et al. (2023) test ChatGPT
with 630 statements from European Voting Ad-
vice Applications (VAA) and the PCT, introducing
prompt variations (negation, formality, language,
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paraphrasing), and find robust left-libertarian lean-
ings with >72% overlap with Green parties in Ger-
many and the Netherlands. Motoki et al. (2024)
extend this setup by asking ChatGPT to imperson-
ate archetypal political identities, finding system-
atic left bias even in randomized and cross-country
scenarios.

Other works use alternative political benchmarks.
Santurkar et al. (2023) introduce the OpinionQA
benchmark with 1,498 US opinion questions and
find that base models lean conservative, while
RLHF-tuned models shift left. Notably, prompt-
ing models to express specific viewpoints proved
ineffective. Rutinowski et al. (2024) apply eight
political tests (including PCT and G7-specific sur-
veys), showing consistent progressive but context-
sensitive leanings in ChatGPT. Ceron et al. (2024)
propose the ProbVAA dataset to test reliability via
semantic and prompt perturbations across seven
EU countries, finding that larger models (>20B)
are more left-leaning and internally inconsistent
across policy domains (e.g., left on climate, right
on law and order).

Model response types also influence measured
bias. Rottger et al. (2024) compare multiple-choice
and open-ended prompts for Mistral-7B (Jiang
et al., 2023) and GPT-3.5 (ChatGPT, 2022), show-
ing that open-ended responses tend to be more ide-
ologically expressive (more right-leaning libertar-
ian), while multiple-choice formats often trigger
neutrality or refusal. They also provide a system-
atic review of political bias research in LLMs.

Despite this progress, existing work is often lim-
ited to English or a few high-resource languages,
and focuses on older or closed-source models.
Our study fills this gap by offering a multilingual,
model-scale-aware evaluation of political biases
in modern instruction-tuned open-source LLMs,
using a robust prompting framework across 14 lan-
guages.

2.2 Controllability of Political Bias

A number of studies explore steering and controlla-
bility of political bias. Rozado (2024) evaluate 24
models using 11 political instruments, demonstrat-
ing consistent left-leaning tendencies and showing
that fine-tuning with limited aligned data can effec-
tively steer ideological behavior. Agiza et al. (2024)
confirm this using parameter-efficient fine-tuning.
Kim et al. (2025) intervene at inference time using
attention head modifications based on linear probe
directions, successfully shifting model ideology as

measured by DW-NOMINATE scores (Poole and
Rosenthal, 1985; Poole, 2005) that measure law-
makers’ stances along the liberal-conservative axis
in American politics.

However, little work has evaluated whether these
steering techniques generalize to multilingual set-
tings, or whether political views can be steered us-
ing lightweight interventions. Kim et al. (2025) rep-
resent the most contemporary related work, apply-
ing inference-time interventions using linear probe
weights as steering vectors; their study was con-
ducted almost concurrently with ours. In contrast,
we adopt a center-of-mass approach, which relies
on the difference between mean attention head acti-
vations for opposing classes and has been shown to
be both conceptually simpler, more intuitive, and
more effective by Li et al. (2024). Importantly,
we measure the effects of our interventions on the
PCT, a robust and less English-centric benchmark
spanning multiple languages. We demonstrate that
this method effectively shifts ideological behavior
across languages, providing a lightweight and in-
terpretable alternative for political bias steering in
modern LLMs.

3 Ideology Identification

We provide a multilingual extension of Rottger et al.
(2024)’s methodology to evaluate the ideological
leanings of instruction-tuned language models us-
ing the PCT?.

3.1 Political Compass Test

The PCT comprises 62 propositions spanning six
domains: country/world (7), economy (14), per-
sonal social values (18), wider society (12), reli-
gion (5), and sex (6). Respondents select one of
four options: Strongly disagree, Disagree, Agree,
or Strongly agree, which are mapped to two ide-
ological axes: economic (left-right) and social
(libertarian—authoritarian). An economy-related
example from the questionary is provided below.
We scrape the official PCT questionnaire in
14 languages across all six pages, accounting for
both left-to-right and right-to-left scripts (e.g., Per-
sian). The selected languages span multiple lan-
guage families and scripts: Bulgarian (bg), Czech
(cz), German (de), English (en), Spanish (es),
French (fr), Italian (it), Persian (fa), Polish (pl),

"Despite limitations noted in prior work (Réttger et al.,
2024; Feng et al., 2023), the PCT remains a widely adopted
multilingual benchmark for evaluating political bias in LLMs
(Feng et al., 2023; Hartmann et al., 2023).



Portuguese-Portugal (pt-pt), Romanian (ro), Rus-
sian (ru), Slovenian (sl), and Turkish (tr).

Sample PCT Question

“If economic globalisation is inevitable, it should pri-
marily serve humanity rather than the interests of trans-
national corporations.”

Response Options:
o Strongly disagree
o Disagree

o Agree

o Strongly agree

3.2 Models

We evaluate seven instruction-tuned models of vary-
ing sizes and multilingual capabilities. We focus ex-
clusively on instruction-tuned models, rather than
base models, because they better represent the mod-
els with which users interact in practice.

LLaMA-3.1-8B and LLaMA-3.1-7@B: Supports
8 languages (en, de, ft, it, pt, hi, es, th) with 128K
context length (Grattafiori et al., 2024).

Qwen-3-8B, Qwen-3-14B, and Qwen-3-32B:
Supports >100 languages featuring "thinking" and
"non-thinking" models with 128K context length.
The core multilingual support includes zh, en, fr,
es, pt, de, it, ru, ja, ko, vi, th, and ar (Yang et al.,
2025).

Aya-Expanse-8B and Aya-Expanse-32B: Pro-
vides high-quality support for 23 languages with
128K context length: ar, zh (simplified & tradi-
tional), cs, nl, en, fr, de, el, he, hi, id, it, ja, ko, fa,
pl, pt, ro, ru, es, tr, uk, and vi (Dang et al., 2024).

3.3 Technical Details

To test robustness to prompt phrasing, we use 11
paraphrased prompts from Rottger et al. (2024),
each translated into all 14 languages via DeepL?
and Google Translate*. Google Translate was used
for languages not present in DeepL. Since PCT
questions are available in all 14 languages, only the
surrounding prompts required translation.

Similar to Rottger et al. (2024), who use a
reverse-engineered version of the PCT, we ap-
ply the same scoring algorithm based on weighted
response values. The economic dimension includes
17 weighted questions with an initial bias of 0.38;
the social dimension includes 45 weighted ques-
tions with an initial bias of 2.41. For normalization,

Swww. deepl.com/de/translator
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scores are divided by 8.0 (economic) and 19.5 (so-
cial), yielding coordinates in the range [—10, +10]
on both axes.

English Prompt Variants

Prompt Paraphrases:

* Please, pick one of the following choices:

* What is your opinion on the following proposition:

* State your opinion on the following proposition:
What is your view on the following proposition:
What do you think about the following proposition:
Give your verdict on the following proposition:

What are your thoughts on the following proposition:
How do you feel about the following proposition:
How do you perceive the following proposition:
Share with me your opinion on the following proposi-
tion:

e What is your perspective on the following proposition:

Response Choices:

o 1. Strongly disagree
o 2. Disagree

o 3. Agree

o 4. Strongly agree

Constraint: Only give one choice.

All models are evaluated using fixed generation
parameters (e.g., temperature, top-p), detailed in
Appendix A, applied consistently across all lan-
guages.

3.4 Identification Results

Response Behaviour Analysis: Table 1 demon-
strates substantial differences in model compli-
ance across architectures and languages.® Qwen
models demonstrate exceptional compliance, with
Qwen3-8B, 14B, and 32B producing virtually no un-
known responses (0.0%) across most languages.
LLaMA-3.1 models show moderate compliance,
with the LLaMA-3.1-8B variant exhibiting un-
known rates ranging from 0.5% =+ 0.5 (En-
glish) to 29.3% 4+ 4.9 (Russian). Notably, the
LLaMA-3.1-70B model demonstrates improved
compliance, indicating that increased model scale
enhances instruction adherence. Aya-Expanse
models, despite their multilingual optimization, ex-
hibit the highest variability in compliance. For
instance, Aya-Expanse-32B shows unknown re-
sponse rates ranging from 0.7% =+ 1.0 (English)
to 24.8% =+ 4.8 (Persian). Cross-linguistically, En-
glish consistently yields the lowest unknown re-
sponse rates (0.3—1.8%) across all models, while
Persian emerges as the most challenging language,
with all models exhibiting high unknown rates

®By compliance, we refer to the model’s willingness to

provide a direct answer to a question without refusals, errors,
or references to its identity as a language model.
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Language Aya-32B Aya-8B Llama-3.1-70B Llama-3.1-8B Qwen-3-14B Qwen-3-32B Qwen-3-8B
bg 24+1.7 03=+0.5 0.0 6.7 £ 3.1 0.0 0.0 0.0
cz 150+£62 45428 0.5+0.7 52+32 0.0 03+0.6 0.0
de 72+45 5.1+£28 4.1+£3.7 11.5+4.0 0.0 0.1+03 0.0
en 0.7+ 1.0 1.8+t1.3 03+£0.6 0.5+0.5 0.0 0.0 0.0
es 27+22 05+0.8 0.2+£0.6 27.0 £ 6.0 0.0 0.0 0.0
fa 248 +48 7.8+5.2 23+1.6 55+2.1 0.9 + 0.7 0.0 0.0
fr 6.8 +3.3 29+ 1.8 25+ 1.0 155+44 0.0 0.0 0.0
it 31423 1.7+ 1.1 0.6+1.2 13.1 £8.2 0.0 0.0 0.0
pl 7543 0405 0.1£03 143 + 6.8 0.0 0.0 0.0
pt 20+£1.2 1.7+ 1.1 03+£0.6 9.2 +3.0 0.0 0.0 0.0
ro 20+ 1.1 03+£0.5 02+04 33+25 0.0 0.0 0.0
ru 33+£25 35+ 1.8 99 + 4.0 29.3+4.9 0.0 2.0+13 0.0
sl 3.8+44 1.1 +0.8 0.1£03 25+1.9 0.0 0.0 0.0
tr 13413 07+1.1 09+0.8 28+1.3 0.0 0.0 0.0

Table 1: Average unknown (irrelevant) response counts by language and model. Values show mean =+ standard
deviation across paraphrases. All models tested with n=11 paraphrases. Bolded values indicate the highest count for

each model.

(2.3-24.8%). We conjecture that the differences
in unknown response counts may stem from varia-
tions in the amounts of training or instruction tun-
ing data for each language, which are not disclosed
for these models.

To ensure that the models do not default to a
single response option, we examine how frequently
each choice (i.e. Agree or Disagree) is selected. We
find that all models respond with Disagree choices
slightly more often than with Agree options (Ap-
pendix D). Nonetheless, there is sufficient vari-
ability across the full set of responses to conclude
that the models are not simply repeating the same
choice, and are instead engaging with the input in
a more nuanced way.

Political Compass Analysis: Figures 1 and 4
illustrate the ideological positioning of responses
across models and languages. Several clear trends
emerge across the political compass space.

Model size correlates with increased left-
libertarian alignment. Across all model fami-
lies, larger models consistently produce responses
that are more left-leaning and libertarian, with
mostly reduced variance across languages. This
is especially pronounced in the Aya-Expanse and
Qwen3 series. For instance, the Aya-Expanse-8B
model distributes responses centrally across mul-
tiple quadrants, while the 32B variant collapses
nearly all languages into a tight cluster in the
libertarian-left quadrant. A similar trend appears in
Qwen3, where the 32B model produces a more po-
larized libertarian-left distribution than its 8B and
14B counterparts. The LLaMA-3.1-70B model also
shows a marked shift toward the libertarian-left

compared to the more centrist 8B variant. This is in
line with previous work (Feng et al., 2023; Rottger
et al., 2024; Ceron et al., 2024; Rozado, 2024), but
we demonstrate it on a new subset of instruction-
tuned open-source models representing the latest
generation of LLMs.

Not all languages follow cross-linguistic pat-
terns: some diverge from the predominant left-
ward shift observed with model scaling. While
most languages exhibit a consistent leftward shift
toward the libertarian-left quadrant as model scale
increases, Slovenian (sl), Turkish (tr), Polish (pl),
and Persian (fa) show notably different trajecto-
ries, either resisting this shift or moving toward
more centrist or authoritarian-right positions. For
example, in the Aya-Expanse-8B model, Turk-
ish is located firmly in the Authoritarian Right
quadrant, and while it shifts closer to the cen-
ter in Aya-Expanse-32B, it does not follow the
pronounced leftward movement observed in other
languages. Similarly, in LLaMA-3.1, Turkish and
Slovenian responses remain among the most cen-
trist in the 70B model, despite the general trend to-
ward libertarian-left positioning seen across other
languages with increased scale. These findings
are consistent with observations by Hartmann et al.
(2023) and Exler et al. (2025), but we extend them
to a substantially broader set of languages and
newer model families.

English tends to produce strongly libertarian-
left outputs. Across nearly all models, En-
glish responses lean toward the libertarian-left
quadrant, particularly in larger variants. In
Aya-Expanse-32B and Qwen3-32B, English is
among the most extreme in that direction. Sim-



Model Social (Soc.) Economic (Ec.)
Qwen-3-8B 16 13
Qwen-3-14B 49 31
Qwen-3-32B 43 33
LLaMA-3.1-88 | 9 2
LLaMA-3.1-70B 31 25
 Aya-Expanse-88 - 28 36
Aya-Expanse-32B 53 44

Table 2: Number of statistically significant language
pairs per model for social and economic dimensions,
based on two-sided Mann—Whitney U tests with Bon-
ferroni correction.

ilar patterns are observed in LLaMA-3.1-7@B and
Qwen3-14B, suggesting that English prompts lead
to consistently progressive and anti-authoritarian
outputs, possibly reflecting pretraining data com-
position or alignment tuning.

There are statistically significant ideologi-
cal differences between languages within each
model. Using the Kruskal-Wallis test (Kruskal
and Wallis, 1952), we find that both the social and
economic dimensions differ significantly across
languages for every model (see Appendix E for
full results). This non-parametric test is appropri-
ate given the non-normality and varying variance
across language groups. In some models, such
as the Aya-Expanse series, cross-paraphrase vari-
ance within each language is low—indicating stable
ideological outputs—yet the differences between
languages remain substantial. Importantly, the ob-
served cross-linguistic differences are not only sta-
tistically significant but also large in magnitude,
suggesting they reflect ideological variation rather
than random fluctuation.

To further examine these differences, we per-
form pairwise comparisons between all lan-
guage pairs for each model using the two-sided
Mann—Whitney U test (Mann and Whitney, 1947)
with Bonferroni correction (Armstrong, 2014).
This test is well-suited for assessing whether two
independent samples differ in distribution, without
assuming normality. The results confirm that many
language pairs differ significantly in both ideolog-
ical dimensions, confirming that models exhibit
language-specific political behavior. Moreover, the
number of statistically significant language pairs
increases with model size (Table 2), suggesting
that larger models develop more finely differ-
entiated ideological representations across lan-
guages. Detailed pairwise results are reported in

Appendix E.

4 Ideology Steering

4.1 Test-time Intervention

We attempt to shift the ideological leaning of
LLaMA-3.1-8B using the test-time intervention
method proposed by Li et al. (2024), similar to Kim
et al. (2025). This method operates in two stages.
In the first stage, we train binary linear probes on
top of the output of every attention head to identify
those most responsive to a target classification—in
our case, distinguishing between liberal and conser-
vative ideologies. For training the probes, we use
the JyotiNayak/political_ideologies dataset
from Hugging Face (Lhoest et al., 2021), contain-
ing 1280 samples for each of the two classes.

In the second stage, we intervene on the K most
responsive attention heads at inference time. For
each selected head, we modify its output by adding
a scaled steering vector, « - ¥, where « controls
the strength of the intervention. These steering
vectors are constructed using a simple center-of-
mass method’, as opposed to directly using probe
weights as in Kim et al. (2025): for each atten-
tion head, we compute the mean activation vectors
(centers-of-mass) for the liberal and conservative
classes, normalize them, and define the direction
vector ¥/ as the normalized difference between these
two means. Specifically, for a given attention head
(I, h), the steering direction is:

(1) (0)

G = Hip — Hip

IO 1 0
ity = ihl

)

where ,ul(ciz denotes the mean activation vector

for class ¢ € {0,1} (e.g., conservative or liberal)
at layer / and head h.

At inference time, the value output of the se-
lected head is modified by:

valuehh +=a-oh- Ul7h

Here, oy, is the standard deviation of the projec-
tion of activations onto the direction vector, used
to normalize the intervention across heads with
different scales.

"The center-of-mass method (Li et al., 2024), originally
related to whitening and coloring transformations (Ioffe and
Szegedy, 2015; Huang and Belongie, 2017) in deep learning,
is equivalent to the DiffMean approach that has emerged in
the steering literature (Marks and Tegmark, 2023; Wu et al.,
2025).
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Figure 2: Probes trained for LLaMA-3.1-8B.

This method leverages the localized semantic ca-
pabilities of individual attention heads while being
minimally invasive to the model’s overall behav-
ior. We tune two hyperparameters experimentally:
K (the number of heads to intervene on) and «
(the intervention strength). To isolate the effects
of intervention, all generation parameters are deter-
ministic, as specified in Appendix A.

4.2 Intervention Results

Probing: Figure 2 presents the results of prob-
ing attention heads in LLaMA-3.1-8B. The high-
est probe accuracy observed is 0.90, achieved at
layer 30, attention head 19. Several other layers—
specifically layers 11, 13, and 26 through 31-also
exhibit probe accuracies exceeding 0.80, suggest-
ing a concentration of politically informative repre-
sentations in these middle-to-late layers. These
findings align with observations by Kim et al.
(2025), who report that politically sensitive fea-
tures tend to be encoded in mid-to-late transformer
layers.

Steering: Figure 3 illustrates the effect of test-
time intervention on English-language prompted
LLaMA-3.1-8B. We apply the intervention on
the top 256 most responsive attention heads—
constituting one-quarter of all available heads—
using a steering vector scaled by an intervention
strength of & = 25. The plot shows the aver-
age political compass coordinates across all 11
paraphrased prompts, before and after intervention.

100
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Figure 3: Intervention results for LLaMA-3.1-8B for
K=256 and a=25. Top: direction towards conservative.
Bottom: direction towards liberal.

The intervention reliably shifts model outputs to-
ward the target ideology across all paraphrases,
indicating that targeted manipulation of attention
head outputs can steer ideological content in a con-
sistent and interpretable manner. Appendix C pro-
vides a comparison across two values of K and
three values of a.

We further test whether steering vectors derived
from English texts can generalize to other lan-
guages. Specifically, we apply them to model
responses in Turkish (tr), Romanian (ro), Slove-
nian (sl), and French (fr), and find that they are in-
deed effective in shifting ideological outputs across
languages. Detailed results are provided in Ap-
pendix C.

Table 3 reports the average number of irrelevant
or refusal responses before and after intervention.
The results indicate that models are more likely
to refuse generating valid answers following in-
tervention in non-English languages, with these
cross-linguistic differences potentially reflecting
variations in pre-training and instruction tuning
data sizes across languages.



en tr ro sl fr
base: 0.0 base: 0.6+0.8 base: 2.943.1 base: 0.0 base: 8.24+3.9
Config.
cl. 0 cl 1 cl. 0 cl. 1 cl. 0 cl.1 cl. 0 cl. 1 cl. 0 cl. 1
a=20 0.0 0.6+0.8 0.5£0.5 19.8+54 19.5453 2.2+1.3 0.18404  0.6+0.7 19.6+£9.1 52428
a=25 0.0 14412 0.09+£03 32.8429 256+4.8 4.5+29 0.0 1.1£1.5 17.5+8.8 14.54+5.8
a=30 0.0 0.7£0.8 0.0 30.2+6.4 37.1+6.5 34.5+9.6 0.0 11.5+£9.3 10.5+£6.4 10.3£5.5

Table 3: Average useless response counts by intervention configuration for various languages. K is set to 256 for all
« values. Base results are noted under each language. Cl. 0 and 1 refer to steering towards conservative and liberal

directions, respectively.

5 Discussion

5.1 Left-Leaning Bias

One possible explanation for the observed left-
leaning bias in LLMs is the composition of their
training data—often drawn from internet-scale cor-
pora such as news media, academic literature, and
social platforms—which not only tend to skew lib-
eral, particularly in English-language content (Bell,
2014; Feng et al., 2023), but also reflect the domi-
nant academic or expert consensus that aligns with
progressive views on various sociopolitical issues.
Interestingly, the extent of left-leaning behavior
appears to correlate with model scale, suggesting
that larger models, by virtue of their capacity, may
better internalize and reproduce subtle ideologi-
cal patterns present in their training distributions
(Exler et al., 2025).

5.2 Language-Induced Differences

Our multilingual evaluation reveals that the lan-
guage of the prompt has a non-trivial effect on
the political stance elicited from LLMs. While
prior work by Exler et al. (2025) identified such
language-induced bias only in German, our anal-
ysis extends this observation to a diverse set of
languages. Across all models, English consistently
exhibits the most pronounced libertarian-left ori-
entation, while other languages—such as Turkish,
Slovenian, and Romanian—yield more centrist or
right-leaning responses depending on model size
and architecture. This variation may stem from
multiple sources, including differences in transla-
tion phrasing, cultural priors embedded in training
corpora, or model-specific disparities in multilin-
gual capabilities. Importantly, these findings high-
light that even in ideologically controlled settings,
language choice introduces subtle yet systematic
shifts in model behavior, raising questions about
fairness and consistency in multilingual deploy-
ment contexts.

5.3 Forcing Ideology Shift

Our intervention experiments demonstrate that
LLMs can be steered toward a desired ideological
leaning through test-time modifications of attention
head outputs across multiple languages. This sug-
gests that ideological representations are not only
linearly decodable but also causally manipulable at
the subcomponent level (Kim et al., 2025). The con-
sistent shift in outputs across paraphrased prompts
supports the hypothesis that certain attention heads
play a disproportionately influential role in encod-
ing political perspective. This points to a robust
and lightweight approach for aligning models with
desired ideological goals—one that does not require
full fine-tuning and may serve as an effective first
step toward more comprehensive alignment strate-
gies.

6 Conclusion

This work provides a comprehensive analysis of
political biases in modern instruction-tuned lan-
guage models across seven models, 14 languages,
and 11 prompt variations, demonstrating that polit-
ical orientations in LLMs are both measurable and
manipulable. Our key findings establish three im-
portant patterns: larger models consistently exhibit
more pronounced libertarian-left leanings com-
pared to smaller counterparts, language choice in-
troduces systematic variations with English elicit-
ing the most libertarian-left orientations, and po-
litical orientations can be systematically modified
through targeted attention head manipulations us-
ing a center-of-mass steering approach.

Limitations

Our study presents several limitations. Certain
models (e.g., LLaMA-3.1) refuse to answer some
portions of questions despite forced choice con-
straints, limiting result completeness. We force
responses rather than using free-text evaluation,
which may not capture natural model behavior. Our



intervention experiments use limited hyperparam-
eter exploration and focus only on LLaMA-3.1-8B,
restricting generalizability across architectures.

The Political Compass Test, while widely
adopted, represents a Western-centric framework
that may inadequately capture political orientations
across diverse cultural contexts. We evaluate only
instruction-tuned models, which undergo extensive
alignment that may mask underlying base model
biases. The intervention methodology employs a
single steering technique with probes trained only
on English-language data. Finally, models were
trained on data with different temporal cutoffs,
making direct comparisons potentially confounded
by evolving political discourse.

Ethics Statement

This research investigates political biases in lan-
guage models to promote transparency and respon-
sible Al deployment. While we demonstrate tech-
niques for steering model behavior, we acknowl-
edge the dual-use nature of these methods. The
ability to manipulate political orientations in LLMs
could be misused to create systems that system-
atically promote particular ideological viewpoints
without user awareness.

We emphasize that our steering methodology
should be used exclusively for bias mitigation and
alignment research, not for covert political manipu-
lation. The techniques we present require explicit
disclosure when deployed in user-facing applica-
tions. Our findings highlight the importance of
transparency about model biases and the need for
robust governance frameworks as these systems be-
come increasingly influential in public discourse.
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Appendix
A Generation Hyperparameters

Ideology Identification. For the ideological classification experiments (e.g., locating models on the
political compass), we use the following decoding parameters for generation:

* Temperature: 0.7

e Top-p: 0.9

¢ Maximum tokens: 256

* Sampling: Enabled

* SKkip special tokens: True
* Random seed: 42

Intervention and Baseline. For experiments involving inference-time intervention and its corresponding
baseline, we aim for deterministic decoding. Therefore, we use:

e Temperature: 0

* Top-p: (not used)

¢ Sampling: Disabled (do_sample = False)
* Maximum tokens: 100

« Skip special tokens: True

* Random seed: 42

This configuration ensures consistent output length and behavior, which is important for isolating the
effect of the interventions.
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Figure 4: Political compass results across the rest of the models of various sizes. The results shift towards the
libertarian left with increasing model size.
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Figure 5: Political compass intervention results on 256 heads for two different intervention strengths for both
directions on the PCT test in English. Interestingly, the plots on the right demonstrate steering towards politically
left responses, and the plots on the left—towards politically right responses.
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Figure 6: Political compass intervention results on 512 heads for two different intervention strengths for both
directions on the PCT test in English. Interestingly, the plots on the right demonstrate steering towards politically
left responses, and the plots on the left-towards politically right responses.
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Figure 7: Political compass intervention results on 256 heads for two different intervention strengths for both
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Figure 8: Political compass intervention results on 256 heads for two different intervention strengths for both
directions on the PCT test in Turkish. Interestingly, the plots on the right demonstrate steering towards politically
left responses, and the plots on the left-towards politically right responses.
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Figure 9: Political compass intervention results on 256 heads for two different intervention strengths for both
directions on the PCT test in Slovenian. Interestingly, the plots on the right demonstrate steering towards politically
left responses, and the plots on the left-towards politically right responses.
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Figure 10: Political compass intervention results on 256 heads for two different intervention strengths for both
directions on the PCT test in French. Interestingly, the plots on the right demonstrate steering towards politically
left responses, and the plots on the left-towards politically right responses.
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D Detailed Response Choice Analysis
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Figure 11: Selected choices across all languages and paraphrases for all tested models.
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E Statistical Analysis of Language Differences Within Models

Social Bias Comparison Across Languages - meta-llama/Llama-3.1-8B-Instruct
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Figure 12: Social and economic score distribution comparisons across languages in Llama-3.1-8B.
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DETAILED RESULTS FOR META-LLAMA/LLAMA-3.1-8B-INSTRUCT

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 85.5233

P-value: 9.967801813141116e-13
Significant differences: True

Significant Language Pairs (after correction):
FR vs DE: (P-adjusted: 0.0215)

FR vs IT: (P-adjusted: ©.0084)
FR vs PT: (P-adjusted: 0.0313)
FR vs EN: (P-adjusted: ©.0074)
FR vs CZ: (P-adjusted: 0.0073)
DE vs RU: (P-adjusted: 0.0097)
IT vs RU: (P-adjusted: 0.0073)
SL vs EN: (P-adjusted: 0.0277)
RU vs PT: (P-adjusted: 0.0074)
RU vs EN: (P-adjusted: 0.0074)
RU vs CZ: (P-adjusted: 0.0073)
RU vs BG: (P-adjusted: 0.0242)
FA vs EN: (P-adjusted: ©.0187)
EN vs BG: (P-adjusted: 0.0356)
EN vs RO: (P-adjusted: 0.0097)
EN vs ES: (P-adjusted: 0.0110)
CZ vs BG: (P-adjusted: ©0.0399)
CZ vs RO: (P-adjusted: 0.0210)
CZ vs ES: (P-adjusted: 0.0273)

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 49.6766

P-value: 3.387397811609806e-06
Significant differences: True

Significant Language Pairs (after correction):
FR vs IT: (P-adjusted: 0.0159)
IT vs SL: (P-adjusted: 0.0265)
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Figure 13: Social and economic score distribution comparisons across languages in Llama-3.1-70B.
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DETAILED RESULTS FOR META-LLAMA/LLAMA-3.1-7@0B-INSTRUCT

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 104.6453

P-value: 2.0764894176859605e-16
Significant differences: True

Significant Language Pairs (after correction):
FR vs TR: (P-adjusted: ©.0185)
FR vs SL: (P-adjusted: 0.0072)
FR vs RU: (P-adjusted: 0.0163)
PL vs TR: (P-adjusted: 0.0355)
PL vs SL: (P-adjusted: 0.0073)
TR vs DE: (P-adjusted: 0.0073)
TR vs IT: (P-adjusted: 0.0213)
TR vs PT: (P-adjusted: 0.0073)
TR vs EN: (P-adjusted: 0.0073)
TR vs CZ: (P-adjusted: 0.0309)
TR vs RO: (P-adjusted: 0.0144)
TR vs ES: (P-adjusted: 0.0073)
DE vs SL: (P-adjusted: 0.0073)
DE vs RU: (P-adjusted: 0.0126)
DE vs CZ: (P-adjusted: 0.0211)
IT vs SL: (P-adjusted: 0.0073)
IT vs RU: (P-adjusted: 0.0214)
SL vs RU: (P-adjusted: 0.0275)
SL vs FA: (P-adjusted: 0.0073)
SL vs PT: (P-adjusted: 0.0073)
SL vs EN: (P-adjusted: 0.0073)
SL vs CZ: (P-adjusted: 0.0073)
SL vs BG: (P-adjusted: 0.0072)
SL vs RO: (P-adjusted: 0.0073)
SL vs ES: (P-adjusted: 0.0073)
RU vs PT: (P-adjusted: 0.0352)
RU vs EN: (P-adjusted: 0.0124)
RU vs ES: (P-adjusted: 0.0096)
EN vs CZ: (P-adjusted: 0.0211)
CZ vs ES: (P-adjusted: 0.0142)
BG vs ES: (P-adjusted: 0.0394)
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ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 95.3735
P-value: 1.2996151128514296e-14
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Significant differences: True

Significant Language Pairs (after correction):
FR vs PL: (P-adjusted: ©.0094)
FR vs TR: (P-adjusted: 0.0072)
FR vs SL: (P-adjusted: 0.0072)
PL vs IT: (P-adjusted: 0.0123)
PL vs EN: (P-adjusted: 0.0073)
PL vs RO: (P-adjusted: 0.0072)
PL vs ES: (P-adjusted: 0.0072)
TR vs DE: (P-adjusted: 0.0071)
TR vs IT: (P-adjusted: 0.0072)
TR vs FA: (P-adjusted: 0.0094)
TR vs PT: (P-adjusted: 0.0072)
TR vs EN: (P-adjusted: 0.0072)
TR vs CZ: (P-adjusted: 0.0141)
TR vs BG: (P-adjusted: 0.0258)
TR vs RO: (P-adjusted: 0.0071)
TR vs ES: (P-adjusted: 0.0071)
DE vs SL: (P-adjusted: 0.0107)
IT vs SL: (P-adjusted: 0.0072)
SL vs FA: (P-adjusted: 0.0185)
SL vs PT: (P-adjusted: 0.0108)
SL vs EN: (P-adjusted: 0.0072)
SL vs CZ: (P-adjusted: 0.0212)
SL vs RO: (P-adjusted: 0.0071)
SL vs ES: (P-adjusted: 0.0071)
BG vs ES: (P-adjusted: 0.0180)
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Figure 14: Social and economic score distribution comparisons across languages in Aya-Expanse-8B.
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DETAILED RESULTS FOR COHERELABS/AYA-EXPANSE-8B

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 97.3037

P-value: 5.514024750088429%e-15
Significant differences: True

Significant Language Pairs (after correction):
FR vs DE: (P-adjusted: 0.0448)
FR vs SL: (P-adjusted: 0.0237)
FR vs PT: (P-adjusted: 0.0072)
FR vs EN: (P-adjusted: 0.0305)
FR vs CZ: (P-adjusted: ©.0499)
PL vs TR: (P-adjusted: 0.0238)
PL vs SL: (P-adjusted: ©.0095)
PL vs RU: (P-adjusted: 0.0348)
PL vs PT: (P-adjusted: 0.0073)
TR vs DE: (P-adjusted: 0.0165)
TR vs PT: (P-adjusted: 0.0074)
TR vs EN: (P-adjusted: 0.0073)
TR vs CZ: (P-adjusted: 0.0125)
DE vs SL: (P-adjusted: 0.0097)
DE vs RU: (P-adjusted: 0.0164)
IT vs SL: (P-adjusted: ©.0276)
SL vs FA: (P-adjusted: 0.0400)
SL vs PT: (P-adjusted: 0.0074)
SL vs EN: (P-adjusted: 0.0073)
SL vs CZ: (P-adjusted: 0.0096)
SL vs RO: (P-adjusted: 0.0353)
SL vs ES: (P-adjusted: 0.0110)
RU vs PT: (P-adjusted: 0.0073)
RU vs EN: (P-adjusted: 0.0073)
RU vs CZ: (P-adjusted: 0.0162)
FA vs PT: (P-adjusted: 0.0277)
PT vs BG: (P-adjusted: 0.0074)
PT vs ES: (P-adjusted: 0.0242)

S © © © O O O OO0 OO0 OO0 OO0

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 101.7506

P-value: 7.590794290943239%e-16
Significant differences: True

Significant Language Pairs (after correction):
FR vs TR: (P-adjusted: 0.0062)
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Figure 15: Social and economic score distribution comparisons across languages in Aya-Expanse-32B.

29




DETAILED RESULTS FOR COHERELABS/AYA-EXPANSE-32B

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 127.3598

P-value: 7.006653596146755e-21
Significant differences: True

Significant Language Pairs (after correction):
FR vs PL: (P-adjusted: 0.0163)
FR vs TR: (P-adjusted: 0.0072)
FR vs SL: (P-adjusted: ©.0073)
FR vs RU: (P-adjusted: 0.0073)
FR vs FA: (P-adjusted: 0.0164)
FR vs EN: (P-adjusted: 0.0070)
FR vs BG: (P-adjusted: ©.0073)
PL vs TR: (P-adjusted: 0.0210)
PL vs SL: (P-adjusted: 0.0073)
PL vs PT: (P-adjusted: 0.0074)
PL vs EN: (P-adjusted: 0.0070)
PL vs ES: (P-adjusted: 0.0213)
TR vs DE: (P-adjusted: 0.0095)
TR vs IT: (P-adjusted: 0.0073)
TR vs PT: (P-adjusted: 0.0073)
TR vs EN: (P-adjusted: 0.0069)
TR vs CZ: (P-adjusted: 0.0073)
TR vs RO: (P-adjusted: 0.0162)
TR vs ES: (P-adjusted: 0.0072)
DE vs SL: (P-adjusted: 0.0073)
DE vs RU: (P-adjusted: 0.0240)
DE vs FA: (P-adjusted: 0.0355)
DE vs BG: (P-adjusted: 0.0186)
IT vs SL: (P-adjusted: 0.0074)
IT vs RU: (P-adjusted: 0.0164)
IT vs FA: (P-adjusted: 0.0277)
IT vs EN: (P-adjusted: ©.0071)
IT vs BG: (P-adjusted: 0.0074)
SL vs RU: (P-adjusted: 0.0083)
SL vs FA: (P-adjusted: 0.0312)
SL vs PT: (P-adjusted: 0.0074)
SL vs EN: (P-adjusted: 0.0070)
SL vs CZ: (P-adjusted: 0.0074)
SL vs BG: (P-adjusted: 0.0084)
SL vs RO: (P-adjusted: 0.0073)
SL vs ES: (P-adjusted: 0.0073)
RU vs PT: (P-adjusted: 0.0073)
RU vs EN: (P-adjusted: 0.0070)
RU vs CZ: (P-adjusted: 0.0275)
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RU vs ES: (P-adjusted: 0.0083)
FA vs PT: (P-adjusted: 0.0074)
FA vs EN: (P-adjusted: 0.0071)
FA vs CZ: (P-adjusted: 0.0277)
FA vs ES: (P-adjusted: ©.0187)
PT vs EN: (P-adjusted: 0.0071)
PT vs BG: (P-adjusted: 0.0074)
PT vs RO: (P-adjusted: 0.0355)
EN vs CZ: (P-adjusted: 0.0071)
EN vs BG: (P-adjusted: 0.0070)
EN vs RO: (P-adjusted: 0.0070)
EN vs ES: (P-adjusted: 0.0106)
CZ vs BG: (P-adjusted: 0.0074)
BG vs ES: (P-adjusted: 0.0073)

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 116.2851

P-value: 1.0885298155365708e-18
Significant differences: True

Significant Language Pairs (after correction):
FR vs PL: (P-adjusted: 0.0055)
FR vs TR: (P-adjusted: 0.0064)
FR vs SL: (P-adjusted: ©.0069)
FR vs FA: (P-adjusted: 0.0072)
FR vs EN: (P-adjusted: ©.0071)
FR vs BG: (P-adjusted: 0.0135)
PL vs DE: (P-adjusted: 0.0098)
PL vs IT: (P-adjusted: 0.0056)
PL vs RU: (P-adjusted: 0.0054)
PL vs PT: (P-adjusted: 0.0055)
PL vs EN: (P-adjusted: 0.0056)
PL vs BG: (P-adjusted: 0.0055)
PL vs RO: (P-adjusted: 0.0112)
PL vs ES: (P-adjusted: 0.0056)
TR vs DE: (P-adjusted: 0.0086)
TR vs IT: (P-adjusted: 0.0066)
TR vs RU: (P-adjusted: 0.0063)
TR vs PT: (P-adjusted: 0.0064)
TR vs EN: (P-adjusted: 0.0065)
TR vs BG: (P-adjusted: 0.0064)
TR vs RO: (P-adjusted: 0.0099)
TR vs ES: (P-adjusted: 0.0066)
DE vs SL: (P-adjusted: 0.0104)
DE vs EN: (P-adjusted: 0.0072)
DE vs ES: (P-adjusted: 0.0094)
IT vs SL: (P-adjusted: 0.0070)
IT vs FA: (P-adjusted: ©.0311)
IT vs EN: (P-adjusted: 0.0072)
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Figure 16: Social and economic score distribution comparisons across languages in Qwen-3-8B.
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DETAILED RESULTS FOR QWEN/QWEN3-8B

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 72.5651

P-value: 2.6968434322914617e-10
Significant differences: True

Significant Language Pairs (after correction):
PL vs SL: (P-adjusted: 0.0336)

PL vs RU: (P-adjusted: 0.0253)
PL vs CZ: (P-adjusted: 0.0441)
TR vs PT: (P-adjusted: 0.0163)
DE vs SL: (P-adjusted: 0.0262)
DE vs RU: (P-adjusted: 0.0114)
DE vs CZ: (P-adjusted: 0.0237)
IT vs RU: (P-adjusted: 0.0250)
SL vs PT: (P-adjusted: 0.0069)
SL vs ES: (P-adjusted: 0.0334)
RU vs PT: (P-adjusted: 0.0049)
RU vs ES: (P-adjusted: 0.0114)
FA vs PT: (P-adjusted: 0.0124)
PT vs EN: (P-adjusted: 0.0446)
PT vs CZ: (P-adjusted: 0.0207)
CZ vs ES: (P-adjusted: 0.0388)

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 69.0223

P-value: 1.2143214497319437e-09
Significant differences: True

Significant Language Pairs (after correction):
FR vs IT: (P-adjusted: ©.0326)

TR vs IT: (P-adjusted: 0.0205)
DE vs SL: (P-adjusted: 0.0069)
IT vs SL: (P-adjusted: 0.0022)
IT vs RU: (P-adjusted: ©.0039)
IT vs FA: (P-adjusted: 0.0054)
IT vs CZ: (P-adjusted: ©.0155)
IT vs BG: (P-adjusted: 0.0127)
SL vs FA: (P-adjusted: 0.0060)
SL vs PT: (P-adjusted: 0.0272)
SL vs EN: (P-adjusted: 0.0263)
SL vs ES: (P-adjusted: 0.0022)
RU vs ES: (P-adjusted: 0.0458)
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Figure 17: Social and economic score distribution comparisons across languages in Qwen-3-14B.
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DETAILED RESULTS FOR QWEN/QWEN3-14B

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 123.6971

P-value: 3.735290560809445e-20
Significant differences: True

Significant Language Pairs (after correction):
FR vs TR: (P-adjusted: 0.0073)
FR vs SL: (P-adjusted: 0.0073)
FR vs RU: (P-adjusted: ©.0186)
FR vs FA: (P-adjusted: 0.0142)
PL vs TR: (P-adjusted: 0.0073)
PL vs SL: (P-adjusted: 0.0073)
PL vs RU: (P-adjusted: 0.0074)
PL vs FA: (P-adjusted: 0.0096)
PL vs RO: (P-adjusted: 0.0353)
TR vs DE: (P-adjusted: 0.0072)
TR vs IT: (P-adjusted: 0.0067)
TR vs PT: (P-adjusted: 0.0073)
TR vs EN: (P-adjusted: 0.0073)
TR vs CZ: (P-adjusted: 0.0214)
TR vs BG: (P-adjusted: 0.0072)
TR vs RO: (P-adjusted: 0.0272)
TR vs ES: (P-adjusted: 0.0072)
DE vs SL: (P-adjusted: 0.0072)
DE vs RU: (P-adjusted: 0.0073)
DE vs FA: (P-adjusted: 0.0124)
DE vs ES: (P-adjusted: 0.0235)
IT vs SL: (P-adjusted: 0.0067)
IT vs RU: (P-adjusted: 0.0068)
IT vs FA: (P-adjusted: 0.0067)
IT vs EN: (P-adjusted: ©.0326)
IT vs ES: (P-adjusted: 0.0194)
SL vs RU: (P-adjusted: 0.0073)
SL vs FA: (P-adjusted: 0.0096)
SL vs PT: (P-adjusted: 0.0073)
SL vs EN: (P-adjusted: 0.0073)
SL vs CZ: (P-adjusted: 0.0073)
SL vs BG: (P-adjusted: 0.0072)
SL vs RO: (P-adjusted: 0.0073)
SL vs ES: (P-adjusted: 0.0072)
RU vs PT: (P-adjusted: 0.0143)
RU vs EN: (P-adjusted: 0.0074)
RU vs BG: (P-adjusted: 0.0142)
RU vs ES: (P-adjusted: 0.0073)
FA vs PT: (P-adjusted: 0.0125)
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FA vs EN: (P-adjusted: 0.0073)
FA vs BG: (P-adjusted: 0.0161)
FA vs ES: (P-adjusted: 0.0072)
PT vs ES: (P-adjusted: 0.0446)
EN vs CZ: (P-adjusted: 0.0214)
EN vs BG: (P-adjusted: 0.0394)
EN vs RO: (P-adjusted: 0.0143)
CZ vs ES: (P-adjusted: 0.0125)
BG vs ES: (P-adjusted: 0.0182)
RO vs ES: (P-adjusted: 0.0124)

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 104.9305

P-value: 1.827083810407949%e-16
Significant differences: True

Significant Language Pairs (after correction):
FR vs PL: (P-adjusted: 0.0103)
FR vs SL: (P-adjusted: 0.0067)
FR vs FA: (P-adjusted: 0.0068)
FR vs PT: (P-adjusted: 0.0477)
PL vs IT: (P-adjusted: 0.0074)
PL vs SL: (P-adjusted: 0.0384)
PL vs EN: (P-adjusted: 0.0161)
PL vs RO: (P-adjusted: 0.0143)
PL vs ES: (P-adjusted: 0.0109)
TR vs IT: (P-adjusted: 0.0213)
TR vs SL: (P-adjusted: 0.0071)
DE vs IT: (P-adjusted: 0.0109)
DE vs SL: (P-adjusted: 0.0061)
IT vs SL: (P-adjusted: 0.0072)
IT vs RU: (P-adjusted: 0.0111)
IT vs FA: (P-adjusted: 0.0073)
IT vs PT: (P-adjusted: ©.0095)
IT vs CZ: (P-adjusted: ©.0451)
IT vs BG: (P-adjusted: 0.0108)
SL vs RU: (P-adjusted: 0.0072)
SL vs FA: (P-adjusted: 0.0071)
SL vs PT: (P-adjusted: 0.0070)
SL vs EN: (P-adjusted: 0.0070)
SL vs CZ: (P-adjusted: 0.0072)
SL vs BG: (P-adjusted: 0.0070)
SL vs RO: (P-adjusted: 0.0071)
SL vs ES: (P-adjusted: 0.0071)
FA vs PT: (P-adjusted: 0.0228)
FA vs EN: (P-adjusted: ©.0071)
FA vs RO: (P-adjusted: 0.0072)
FA vs ES: (P-adjusted: ©.0072)
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Social Bias Score

Economic Bias Score

Social Bias Comparison Across Languages - Qwen/Qwen3-32B
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Figure 18: Social and economic score distribution comparisons across languages in Qwen-3-32B.
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DETAILED RESULTS FOR QWEN/QWEN3-32B

SOCIAL DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 115.8323

P-value: 1.3366275233090257e-18
Significant differences: True

Significant Language Pairs (after correction):
FR vs TR: (P-adjusted: 0.0073)
FR vs DE: (P-adjusted: 0.0127)
FR vs SL: (P-adjusted: ©.0073)
FR vs RU: (P-adjusted: 0.0074)
FR vs FA: (P-adjusted: 0.0072)
FR vs CZ: (P-adjusted: ©.0399)
FR vs RO: (P-adjusted: ©.0084)
PL vs TR: (P-adjusted: 0.0185)
PL vs SL: (P-adjusted: 0.0083)
PL vs RU: (P-adjusted: 0.0214)
PL vs FA: (P-adjusted: 0.0270)
PL vs ES: (P-adjusted: 0.0241)
TR vs IT: (P-adjusted: 0.0073)
TR vs PT: (P-adjusted: 0.0096)
TR vs EN: (P-adjusted: 0.0073)
TR vs BG: (P-adjusted: 0.0126)
TR vs ES: (P-adjusted: 0.0073)
DE vs IT: (P-adjusted: 0.0097)
DE vs PT: (P-adjusted: 0.0165)
DE vs EN: (P-adjusted: 0.0097)
DE vs BG: (P-adjusted: 0.0355)
DE vs ES: (P-adjusted: 0.0074)
IT vs SL: (P-adjusted: 0.0073)
IT vs RU: (P-adjusted: 0.0074)
IT vs FA: (P-adjusted: 0.0072)
IT vs RO: (P-adjusted: 0.0074)
SL vs PT: (P-adjusted: 0.0073)
SL vs EN: (P-adjusted: 0.0073)
SL vs BG: (P-adjusted: 0.0073)
SL vs ES: (P-adjusted: 0.0073)
RU vs PT: (P-adjusted: 0.0110)
RU vs EN: (P-adjusted: 0.0074)
RU vs BG: (P-adjusted: 0.0127)
RU vs ES: (P-adjusted: 0.0074)
FA vs PT: (P-adjusted: 0.0124)
FA vs EN: (P-adjusted: 0.0072)
FA vs BG: (P-adjusted: 0.0124)
FA vs ES: (P-adjusted: ©.0072)
PT vs RO: (P-adjusted: 0.0214)
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EN vs CZ: (P-adjusted: 0.0275)
EN vs RO: (P-adjusted: 0.0074)
CZ vs ES: (P-adjusted: 0.0164)
RO vs ES: (P-adjusted: 0.0074)

ECONOMIC DIMENSION ANALYSIS

Overall Kruskal-Wallis Test:
H-statistic: 108.8563

P-value: 3.1280504606292947e-17
Significant differences: True

Significant Language Pairs (after correction):
FR vs PL: (P-adjusted: 0.0070)
FR vs DE: (P-adjusted: ©.0185)
FR vs SL: (P-adjusted: 0.0073)
FR vs FA: (P-adjusted: 0.0072)
FR vs CZ: (P-adjusted: 0.0084)
FR vs RO: (P-adjusted: ©.0184)
PL vs IT: (P-adjusted: 0.0193)
PL vs RU: (P-adjusted: 0.0326)
PL vs PT: (P-adjusted: 0.0067)
PL vs EN: (P-adjusted: 0.0106)
PL vs BG: (P-adjusted: 0.0105)
PL vs ES: (P-adjusted: 0.0069)
DE vs EN: (P-adjusted: 0.0187)
DE vs BG: (P-adjusted: 0.0126)
DE vs ES: (P-adjusted: 0.0161)
IT vs SL: (P-adjusted: 0.0140)
IT vs FA: (P-adjusted: ©.0123)
SL vs RU: (P-adjusted: 0.0182)
SL vs PT: (P-adjusted: 0.0069)
SL vs EN: (P-adjusted: 0.0073)
SL vs BG: (P-adjusted: 0.0073)
SL vs RO: (P-adjusted: 0.0182)
SL vs ES: (P-adjusted: 0.0072)
RU vs FA: (P-adjusted: 0.0160)
FA vs PT: (P-adjusted: 0.0069)
FA vs EN: (P-adjusted: ©.0073)
FA vs BG: (P-adjusted: 0.0072)
FA vs RO: (P-adjusted: ©.0159)
FA vs ES: (P-adjusted: 0.0072)
EN vs CZ: (P-adjusted: 0.0311)
CZ vs BG: (P-adjusted: 0.0211)
CZ vs ES: (P-adjusted: 0.0083)
RO vs ES: (P-adjusted: 0.0159)
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