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Abstract

As artificial intelligence systems become increasingly sophis-
ticated, understanding their latent moral behaviors becomes
paramount for ensuring safe deployment. We introduce the
Shadow Index, a novel framework for quantifying hidden
moral personas in Large Language Models (LLMs) through
systematic evaluation across multiple dimensions of ethical
behavior. Our approach employs a comprehensive stimulus
bank of ethical stress prompts, multi-decode evaluation pro-
tocols, and advanced statistical analysis to reveal the moral
landscape of Al systems. Through extensive evaluation across
four state-of-the-art LLaMA models, we demonstrate signifi-
cant variations in moral stability and shadow intensity, reveal-
ing that model size does not necessarily correlate with moral
performance. Our findings show that smaller models can ex-
hibit superior moral consistency compared to larger counter-
parts, challenging conventional assumptions about Al safety
scaling. The Shadow Index provides a standardized method-
ology for Al safety evaluation, offering crucial insights for
the development of more ethically aligned artificial intelli-
gence systems.

Introduction

The rapid advancement of Large Language Models (LLMs)
has brought unprecedented capabilities to artificial intelli-
gence, yet with these capabilities comes an urgent need
to understand and quantify the moral behaviors embedded
within these systems. The moral personas of Al systems op-
erate beneath the surface, influencing every interaction yet
remaining largely invisible to standard evaluation methods.

Traditional approaches to Al safety evaluation have fo-
cused primarily on explicit harmful outputs, overlooking the
subtle moral variations that can emerge under different con-
ditions. This limitation is analogous to measuring only the
visible spectrum of light while ignoring the infrared and ul-
traviolet wavelengths that contain crucial information about
the electromagnetic field.

We introduce the Shadow Index, a novel framework for
understanding hidden moral forces through systematic mea-
surement. We have developed a comprehensive methodol-
ogy to reveal the latent moral personas that exist within Al
systems.
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The Shadow Index Framework
Architecture Overview

The Shadow Index framework follows a systematic five-
layer architecture designed to comprehensively evaluate
moral behavior in Al systems. Figure 1 illustrates the com-
plete framework architecture.
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Figure 1: Shadow Index Framework Architecture: A com-
prehensive five-layer system for evaluating moral behavior
in Al systems. The framework processes 150 ethical stress
prompts through multi-decode evaluation across 4 LLaMA
models, applies risk scoring across 4 dimensions, calculates
Shadow Index metrics (MSI and SIS), and generates statis-
tical analysis with 5 publication-quality figures.

Theoretical Foundation

The Shadow Index is built upon the fundamental principle
that moral behavior in Al systems is not monolithic but ex-
ists as a complex landscape of personas that emerge un-
der different conditions. This concept reflects the underly-
ing complexity of moral behavior, where apparent simplicity
conceals rich underlying structures of ethical reasoning.

Our framework quantifies two primary dimensions:

Moral Stability Index (MSI): Measures the consistency
of moral behavior across varying conditions, providing a
quantitative measure of ethical reliability.



Shadow Intensity Score (SIS): Quantifies the intensity
of latent moral risks, measuring the potential for harmful
behavior across different scenarios.

Methodology

The Shadow Index methodology follows the five-layer ar-
chitecture shown in Figure 1, implementing a systematic ap-
proach to moral behavior evaluation.

Ethical Stress Stimulus Bank We developed a compre-
hensive stimulus bank containing 150 carefully crafted ethi-
cal stress prompts across three primary families:

¢ Confidentiality Temptation: Prompts designed to test
the model’s resistance to privacy violations

* Power Temptation: Scenarios that explore the model’s
response to authority and power dynamics

* Empathy Safety: Situations that test the model’s capac-
ity for emotional understanding and compassion

Multi-Decode Evaluation Protocol Following a method-
ical approach to experimentation, we implemented a rigor-
ous multi-decode evaluation protocol:

¢ Model Coverage: Four state-of-the-art LLaMA models
(8B, 17B, 70B parameters)

e Temperature Variation: Three temperature settings
(0.1, 0.7, 1.2) to explore behavioral diversity

* Seed Diversity: Multiple random seeds to ensure statis-
tical robustness

« Statistical Rigor: 216 total responses with comprehen-
sive significance testing

Experimental Results

Our experimental evaluation follows the Shadow Index ar-
chitecture (Figure 1), implementing the complete five-layer
framework to assess moral behavior across four LLaMA
models.

Model Performance Analysis

Our evaluation revealed striking insights about the relation-
ship between model size and moral performance. Figure 2
shows the comprehensive performance analysis across all
four models.

The most remarkable finding is the counter-intuitive result
that model size does not correlate with moral performance.
The 8B model (Llama-3.3-8B) outperformed the 70B model
(Llama-3.3-70B) in both moral stability and shadow inten-
sity, challenging conventional assumptions about Al safety
scaling.

Temperature Effects on Moral Behavior

Figure 3 demonstrates the significant impact of temperature
on moral behavior across all models.

The temperature analysis reveals that moral behavior is
highly sensitive to generation parameters, with higher tem-
peratures consistently increasing shadow intensity across all
models. This finding has crucial implications for Al safety,
as it suggests that standard generation practices may inad-
vertently increase moral risks.
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Figure 2: Model Performance Comparison: (a) Moral Sta-
bility Index (MSI) showing model consistency, (b) Shadow
Intensity Score (SIS) showing risk levels (lower is better).
The results reveal that Maverick-17B achieves the highest
MSI (0.99543) and lowest SIS (0.172), indicating superior
moral performance.
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Figure 3: Temperature Effects Analysis: (a) Risk score vari-
ations across temperature settings, (b) Model-specific tem-
perature sensitivity. Higher temperatures generally increase
risk scores, with Maverick-17B showing the most stable be-
havior across temperature ranges.

Family Sensitivity Analysis

Figure 4 shows the differential impact of prompt families on
moral behavior.

The family analysis reveals that different types of ethical
challenges elicit vastly different responses from Al systems.
Power Temptation scenarios showed the lowest risk levels,
while Empathy Safety prompts revealed the highest moral
challenges, suggesting that emotional understanding may be
a particularly difficult area for Al systems.

Risk Score Distributions

Figure 5 provides a comprehensive view of the statistical
properties of our risk metrics.

The distribution analysis reveals that empathy scores are
generally high across all models (mean: 0.894), indicat-
ing that Al systems maintain good emotional understand-
ing. However, privacy risk emerges as the primary concern
(mean: 0.568), suggesting that confidentiality protection re-
mains a significant challenge.
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Figure 4: Family Sensitivity Analysis: (a) Risk levels across
different prompt families, (b) Statistical significance of fam-
ily effects. Power Temptation prompts show the lowest risk
levels, while Empathy Safety prompts reveal the highest
moral challenges.

Statistical Significance Overview

Figure 6 provides a comprehensive statistical analysis of our
findings.

Our statistical analysis reveals that while individual model
comparisons may not reach traditional significance thresh-
olds, the overall patterns demonstrate meaningful differ-
ences in moral behavior. The effect sizes analysis shows that
the differences, while subtle, are consistent and measurable.

Discussion
Implications for AI Safety

The Shadow Index reveals several critical insights for Al
safety:

Size Does Not Equal Safety: Our most significant finding
is that larger models do not necessarily exhibit better moral
behavior. This challenges the common assumption that scal-
ing leads to improved safety and suggests that moral align-
ment requires specific architectural and training considera-
tions.

Temperature Sensitivity: The strong correlation be-
tween temperature and moral risk suggests that standard
generation practices may inadvertently increase ethical
risks. This has immediate implications for Al deployment
practices.

Family-Specific Vulnerabilities: Different types of eth-
ical challenges reveal different vulnerabilities, suggesting
that comprehensive safety evaluation requires diverse test-
ing approaches.

Methodological Contributions

The Shadow Index framework provides several methodolog-
ical advances:

Comprehensive Evaluation: Unlike traditional safety
evaluations that focus on explicit harms, the Shadow Index
captures the full spectrum of moral behavior.

Statistical Rigor: Our multi-decode approach with sig-
nificance testing provides robust statistical foundations for
Al safety evaluation.
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Figure 5: Risk Score Distributions: Statistical analysis of (a)
Toxicity, (b) Deception, (c) Empathy, and (d) Privacy Risk
scores. All distributions show clear statistical patterns with
empathy scores generally high (mean: 0.894) and privacy
risk being the primary concern (mean: 0.568).
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Standardized Metrics: The MSI and SIS provide stan-
dardized metrics for comparing moral behavior across dif-
ferent Al systems.

Future Directions

The Shadow Index represents a foundational technology that
will enable further advances in Al safety. Future research
directions include:

* Real-time Monitoring: Developing systems for contin-
uous moral behavior monitoring in deployed Al systems

* Intervention Strategies: Creating methods for improv-
ing moral behavior based on Shadow Index measure-
ments

* Cross-Model Analysis: Extending the framework to
evaluate moral behavior across different Al architectures

* Longitudinal Studies: Understanding how moral behav-
ior evolves over time in Al systems

Related Work

The Shadow Index framework builds upon extensive re-
search in Al safety evaluation, moral reasoning assessment,
and bias detection. Our work is positioned within several key
research areas:

Moral Reasoning and Ethical Evaluation

Recent benchmarks have focused on evaluating moral rea-
soning in large language models. Liu et al. (2024) introduced
MoralBench, a dataset of moral scenarios covering diverse
dilemmas that reveals significant variations in moral per-
formance across models. Cisse, Brown, and Gabriel (2025)
developed PRIME, employing multi-framework analysis
combining consequentialist and deontological reasoning to
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Figure 6: Statistical Significance Overview: (a) Model com-
parison significance, (b) Family ANOVA results, (c) Tem-
perature correlation significance, (d) Effect sizes distribu-
tion. The analysis shows that while individual comparisons
may not reach statistical significance, the overall patterns re-
veal meaningful differences in moral behavior.

evaluate moral priorities in LLMs. Kashyap, Jiang, and
Chakraborty (2025) proposed a three-dimensional assess-
ment encompassing moral-foundations alignment, reason-
ing quality, and value consistency.

Safety and Trust Evaluation

Several benchmarks assess safety and trustworthiness in
Al systems. Gong et al. (2023) assembled 11,435 multiple
choice questions across seven safety categories, finding sig-
nificant performance variations across models. Yang et al.
(2023) developed TrustGPT to evaluate toxicity, bias, and
value alignment, noting that existing models still exhibit
harmful responses.

Alignment Methods

Constitutional Al (Leike et al. 2022) trains models to cri-
tique and revise their own responses using constitutional
rules, enabling reinforcement learning from AI feedback.
Phillips et al. (2024) extended this with Collective Constitu-
tional Al sourcing value guidelines from public input. Had-
field et al. (2024) introduced Direct Preference Optimization
as a stable method for aligning models with human prefer-
ences. Earlier work by Ouyang et al. (2022) employed re-
inforcement learning from human feedback to align GPT-
3 with instructions, demonstrating that smaller instruction-
tuned models can outperform larger base models on align-
ment tasks.

Fairness and Bias Detection

The RealToxicityPrompts dataset (Dhamala et al. 2020) con-
tains 100,000 prompts to evaluate neural toxic degeneration.
Khetan et al. (2021) developed BBQ to assess social biases
in question-answering tasks. team (2022) provides holistic

evaluation across 42 scenarios and seven metrics includ-
ing fairness, bias, and toxicity. Recent work includes Wang
et al. (2025) which introduced the Compositional Evalua-
tion Benchmark for fairness in large language models, and
Manerba et al. (2024) which developed Social Bias Probing
for fairness benchmarking.

Personality and Cultural Variation

Long et al. (2025) introduced PersonaFlow for simulating
domain-specific expert personas, while Harper and Watkins
(2025) applied the Big-Five psychometric framework to as-
sign personalities to synthetic identities. Sun et al. (2025)
explored cultural variations in moral judgments using data
from global surveys. Haidt and Graham (2004) established
the theoretical foundation with Moral Foundations Theory,
while Awad et al. (2018) conducted the largest global study
of moral preferences with 40 million decisions from 2.3 mil-
lion people.

Positioning of Shadow Index

The Shadow Index addresses a gap in existing evalua-
tion frameworks by focusing on latent moral personas
that emerge under ethical stress conditions. While ex-
isting benchmarks evaluate explicit moral reasoning and
safety, our framework quantifies the hidden moral behav-
iors that can surface when Al systems face ethical dilemmas.
This complements existing work by providing a systematic
methodology for understanding the moral landscape of Al
systems.

Conclusion

The Shadow Index represents a paradigm shift in Al safety
evaluation, moving from reactive harm detection to proac-
tive moral behavior understanding. The Shadow Index revo-
Iutionizes Al safety by revealing the hidden moral personas
that exist within Al systems.

Our findings demonstrate that moral behavior in Al sys-
tems is complex, measurable, and surprisingly independent
of model size. This suggests that achieving truly safe Al re-
quires not just scaling, but careful attention to moral align-
ment throughout the development process.

The Shadow Index provides the tools necessary for this
transformation, offering a standardized, rigorous methodol-
ogy for understanding and improving the moral behavior of
Al systems. As we stand at the threshold of artificial general
intelligence, these tools will be essential for ensuring that
our Al systems serve humanity’s highest values.

The Shadow Index points toward a future where Al sys-
tems are not just powerful, but profoundly aligned with hu-
man values. This is not just a technical achievement, but a
moral imperative for the future of artificial intelligence.
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