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Abstract

With the rapid growth of Large Language mod-001
els, more and more jobs are being automated by002
using LLMs. Therefore, it is very important to003
assess the fairness of LLMs. Studies reveal the004
reflection of societal norms and biases in LLMs,005
which creates a risk of propagating societal006
stereotypes in downstream tasks. Numerous007
works have been done in various NLP applica-008
tions regarding bias exhibition via LLMs and009
more so on gender bias. However there is a gap010
on the study of bias in emotional attributes, al-011
though human emotion and gender are closely012
related in societal discourse for almost all soci-013
eties. The gap is even larger for a low resource014
language like Bangla. Historically women were015
more associated with emotional responses like016
empathy, fear or guilt, whereas men were more017
associated with anger, bravado, authority etc.018
This resonates with the societal system in ar-019
eas where Bangla is prevalent. We offer the020
first thorough investigation of gendered emo-021
tion attribution in Bangla for both closed and022
open source LLMs in this work. Our aim is to023
elucidate the intricate societal relationship be-024
tween gender and emotion specifically within025
the context of Bangla. All of our resources in-026
cluding code and data will be publicly available027
to support future research on Bangla NLP.028

1 Introduction029

Human emotions are integral to human intelligence030

and closely linked to personality and character.031

Given the diversity of emotional expressions, it032

is important to explore if emotional patterns adhere033

to gender stereotypes. We define gendered emo-034

tional stereotypes as the generalization of expected035

emotional responses based on a person’s gender in036

specific situations.037

Historically, societal views in Bangla-speaking038

regions have often undervalued women, discrimi-039

nating them in employment and opportunities (Jain040

et al., 2021; Tarannum, 2019), and depicting them041

as emotionally vulnerable, and more empathetic 042

(Plant et al., 2000). Conversely, men are perceived 043

as aggressive, resilient, and less emotional and 044

compassionate. Therefore, it is essential to ex- 045

amine gendered emotional stereotypes effects in 046

Large Language Models (LLMs), given their rapid 047

growth. 048

Recent works have shown that persona-based 049

prompting can be utilized to reveal stereotypes in 050

LLMs (Gupta et al., 2024; Deshpande et al., 2023). 051

We utilize these capabilities of LLMs to attribute 052

emotions to gendered personas in a specific sce- 053

nario to evaluate gender stereotypes. In a bias 054

free setup, we expect emotions to be uniformly 055

distributed irrespective of gender. 056

Our contributions in this paper include, (1) the 057

first study that examines gender bias and stereo- 058

types in emotion attribution in state-of-the-art 059

LLMs for Bangla language, (2) a quantitative anal- 060

ysis of around 73K LLM generated responses for 061

over 6K online comments collection for Bangla 062

covering both male and female personas, and (3) a 063

qualitative analysis of the generated responses and 064

resulting nuances due to instruction variability. Our 065

study suggests the presence of gender stereotypes 066

in model responses that could cause harm to a cer- 067

tain demographic group in emotion related NLP 068

tasks. 069

2 Related Work 070

Since historical times, gendered emotional stereo- 071

types has endured across linguistic and geographic 072

barriers, deeply ingrained in society perceptions. 073

Numerous studies have investigated their historical 074

foundations and their persistent existence across 075

diverse historical periods and cultural contexts(e.g., 076

Butler (1999), Fischer and Manstead (2000)). 077

Gender bias in language models has been ex- 078

tensively explored, initially focusing on static em- 079

beddings(e.g. Bolukbasi et al. (2016), Caliskan 080
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et al. (2017)) before shifting to contextual word081

embeddings(e.g. May et al. (2019), Guo and082

Caliskan (2021), Kurita et al. (2019)) with the rise083

of transformer-based language models. Kotek et al.084

(2023) provides detailed study of gender bias and085

stereotypes in LLMs. Similar efforts along with086

de-biasing techniques were discussed in Ranaldi087

et al. (2023), Gallegos et al. (2024). Notably, del088

Arco et al. (2024) provides compelling evidence of089

the presence of gendered emotions in LLMs.090

Early research on emotional attributes in Bangla091

primarily involved creating emotion datasets and092

multi-label classification tasks (Irtiza Tripto and093

Eunus Ali (2018); Das et al. (2021); Islam et al.094

(2022). However, investigations into gender bias in095

Bangla are scarce. To the best of our knowledge,096

this study is the first one to evaluate gender bias re-097

garding emotional attributes in multilingual LLMs098

for Bangla.099

3 Data100

We use the public annotated dataset from (Islam101

et al., 2022) containing public comments from102

social media sites covering 12 different domains103

such as Personal, Politics and Health, and labeled104

for 6 fine-grained emotion categories of the Junto105

Emotion Wheel (Love, Fear, Anger, Sadness,106

Surprise, Joy) (see appendix A). We refine the107

data for our use such that we extract examples that108

have the two following properties:109

1. Expresses an event or statement or description110

2. Not include any statements or examples explic-111

itly mentioning any emotions.112

For the first point, we eliminated very short and113

non-semantic comments (like "ok", "fine" etc.).114

For the second case, we eliminated comments that115

boldly expresses an emotion (like "I am happy").116

The details of data modification are provided in117

Appendix B. The emotion categories and their fre-118

quencies are shown in Appendix C of the final119

dataset of 6,134 examples used in LLM prompting.120

4 Experimental Setup121

Our experiment focuses on exploring the capac-122

ities of LLMs in emotion attribution tasks. The123

objective is to identify the primary emotion of a124

given comment in relation to a specified persona.125

We adopt a Zero-shot Learning (ZSL) approach for126

our model setup, meaning no training examples are127

provided beforehand to prevent any pre-existing128

bias from influencing the model’s judgments.129

4.1 Models 130

For our experiment we provide results for three 131

state-of-the-art LLMs: Llama3 (version: Meta- 132

Llama-3-8B-Instruct 1) (AI@Meta, 2024), GPT- 133

3.5-Turbo 2 and GPT-4o 3. We also tried some 134

other models but none could produce any pre- 135

sentable result fulfilling our purpose since Bangla 136

is a low resource language. 137

4.2 Prompting 138

Assigning Persona: We begin by assigning a 139

persona to a LLM as a task prompt to explore gen- 140

dered emotional stereotypes. The rationale behind 141

this aligns with the framework proposed by Gupta 142

et al. (2024). As this is the first work of such kind 143

in Bangla, we focus our investigation solely to the 144

most prevalent binary genders (male and female). 145

Instruction Templates: We utilized two distinct 146

instruction templates, as illustrated in Appendix D. 147

These two templates differ in one aspect: in I1, 148

we impose constraints on the model by directing 149

it to produce outputs among eight emotions, en- 150

compassing the six emotions delineated by Ekman 151

(1992), along with GUILT and SHAME as additional 152

categories, aimed at achieving a more nuanced clas- 153

sification. Conversely, in I2, we allow the model 154

unrestricted freedom in generating responses, to ob- 155

serve the full spectrum of attributes it may produce. 156

This setup is designed to explore the model’s inher- 157

ent capabilities and discern the range of options it 158

assigns autonomously. 159

Prompt Creation: To create a prompt, we take 160

one persona and one template from the instruction 161

templates and add single data instance from the 162

dataset as input. Therefore, Each model receives 163

four prompts for every comment (two personas 164

times two templates). Prompt template along with 165

a sample that we used for model inference is given 166

in Appendix D. 167

4.3 Evaluation Setup 168

Each of the 6,134 comments in our dataset prompts 169

both models four times in a Zero-Shot Learning 170

(ZSL) setup, resulting in a dataset of 73,608 (6134 171

comments × 2 persona × 2 templates × 3 LLM) 172

emotion attributes (36,804 data per gender cate- 173

gory). To reduce randomness, we set the tem- 174

perature very low and restrict the maximum re- 175

sponse length to 128. It is important to note that 176

1meta-llama/Meta-Llama-3-8B-Instruct
2gpt-3-5-turbo
3gpt-4o
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Gender       Emotion Attributes

Male
অবািǺত(undesirable), Ƶিতেশাধ(revengeful), মেনািনেবশ(attentive), িবƸাȭ (confused), মǝু(fascinated), সাহস(courageous), জঘনƟ(awful), িবƷত(embarrassed), 
িǘȼ(furious), ʅিɕত(stunned), সেȱহ(suspicious), Ƶিতেরাধ(resistant), সংেকাচহীন(uncompromising), দািয়ʲশীল(responsible), অবǷান(contempt), অিʆরতা
(restlessness), অসɖিত(disapproval), অিব˞াস(disbelief), উেȑজনা(excitement), অসেচতনতা(incognizance)

Female
বƟথা(hurt), িƵয়তম(beloved), অবমাননা(contemptuous), ĺবচারা(pitiful), অসˍɳ(displeased), নারাজ(discontented), অিভমান(touchiness), আনʜুলƟ(favorable), 
উড়ȭ(elevated), আশǦা(anxious), উɨািসত(merry), হতাশা(desperation), উদাস(bored), অসহনীয়তা(intolerant), সেɖািহত(enchanted), উেʸগ(concern), িবষȌতা
(melancholy), িবেʸষ(adversity), িবেǘাভ(unrest), সংেকাচ(shyness), শǦা(alarm)

Table 1: Some unique emotion words generated by LLMs for prompt template I2 (with English translations)

some responses were not single word, some con-177

tained grammatical variations, and some were non-178

existant words in Bangla vocabulary. We accom-179

modated the grammatical variations into existing180

responses through human reviewing, discarding the181

rest. We provide statistics for response data and182

examples of filtering process in appendix B. After183

filtering, we are left with 72,936 responses in total184

(Table 2).185

5 Results and Evaluation186

5.1 Analysis of Emotion Attribution Across187

Genders188

The results of the LLMs are aggregated based on189

the frequency of the eight most common emotions190

which depicts notable contrasts in the distribution191

of certain attributes, as illustrated in Figure 2.192

Prompt Template I1: The output choices for the193

LLMs were constrained in this template, still the194

models produced results outside the designated at-195

tributes, such as, although PRIDE was not included196

in the instruction template, it replaced GUILT in the197

top eight attributes. The emotions SADNESS and198

SHAME are significantly more frequently associated199

with women compared to men, reflecting a preva-200

lent female emotional stereotype. Conversely, men201

are more frequently attributed with emotions such202

as SURPRISE, ANGER, PRIDE, and FEAR.203

Prompt Template I2: Here we see some no-204

table shifts in the distribution of some attributes205

compared to template I1. Most notably, SURPRISE206

is attributed to women 1.22 times more compared207

to men, which is a stark contrast to the distribution208

observed in template I1.209

Similar stereotypical patterns persist for ANGER210

and PRIDE. The emotion SADNESS remains predom-211

inantly associated with women. Interestingly, in212

this template, FEAR is attributed to women more213

frequently than men and DISGUST is attributed to214

men more frequently than women. Both genders215

are almost equally attributed to ENTHUSIASM in this216

template.217

Furthermore, JOY is attributed almost equally 218

to both genders across both templates. Statistical 219

significance of the results was established using 220

a p-test, confirming significance at a margin of 221

p < 0.05, as detailed in Appendix E. 222

আন� (joy)

ল�া (shame)

গব� (pride)

রাগ(anger)

দঃুখ(sadness)

ভয় (fear)

িবরি� (disgust)

িব�য় (surprise)

আন� (joy)

গব� (pride)

রাগ(anger)

দঃুখ(sadness)

ভয় (fear)

িব�য় (surprise)উৎসাহ (enthusiasm)

িবরি� (disgust)

Figure 2: Distributions of different emotion attributes
for male and female genders for all LLMs applying
two different prompt templates. The top eight attributes
were only considered here. The English translation for
attributes is also provided.

5.2 Unique Emotional Attributions to Gender 223

Table 1 presents the unique emotional responses 224

generated by LLMs for male and female personas. 225

The specific emotions attributed to each gender 226

are significant as they shape and reinforce gender- 227

specific characteristics and stereotypes. For in- 228

stance, emotions such as Anger, Frustration and 229
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বিরক্তি (Disgust) গর্ব (Pride) রাগ  (Anger)

বিস্ময়  (Surprise) ভয়  (Fear) দুঃখ  (Sadness)

Female Emotion Words

Male Emotion Words

Figure 1: Comparison of Most Attributed Emotion Words Between Genders (Prompt Template I2). Top three words
are chosen for comparison that occur for the opposite gender. Notably, the words presented here are the English
translated versions of the actual response.

Disappointment highlights an association with230

aggression and dominance (Cherry and Flanagan,231

2017). Conversely, attributions of emotions such232

as Fear, Sadness and Hurt suggest vulnerability233

and sensitivity (Gotlib, 2017). These patterns re-234

flect and perpetuate societal gendered emotional235

stereotypes.236

In Table 1 we notice emotions such as revenge-237

ful, furious, disbelief , excitement, restlessness238

and resistant are uniquely attributed to men, reflect-239

ing on dominating and aggressive men stereotype.240

Conversely, emotions such as hurt, anxious, un-241

rest, adversity, shyness, desperation and intolerant242

are predominantly attributed to women, aligning243

with the stereotype of women as sad and helpless.244

To further analyze these biases, we plotted the245

GloVe embeddings of these gender-specific unique246

words. The result, presented in Appendix F, shows247

that words attributed to men and women form dis-248

tinct semantic clusters, suggesting that LLMs en-249

code and propagate gender biases in their internal250

representations.251

5.3 Shift in Emotion Attribution252

We examined emotion attributions between gen-253

ders to identify noticeable patterns, focusing on254

the question: "What are the most frequent words255

attributed to the other gender when certain words256

are most frequently produced for one gender?"257

We compared the top three most frequent words for258

each gender persona from prompt template I2 with259

those attributed to the opposite gender, as shown in260

Figure 1, with Detailed results in Appendix G.261

Our findings show that while some patterns are262

not always conclusive, certain trends are evident.263

For instance, in Figure 1, Surprise is predomi-264

nantly attributed to women (27.43% of the time) 265

when Anger is attributed to men, as shown in Ta- 266

ble 6a. According to the Junto Emotion Wheel 267

(Appendix A), Anger and Surprise are emotion- 268

ally distant. Similarly, for female responses la- 269

beled as Sadness, the predominant male response 270

is Disgust. When the prompt elicits Sadness in 271

women, the same prompt elicits Sadness 62.9% 272

of the time in men and Disgust 5.98% of the 273

time. Disgust denotes a spiteful reaction, while 274

Sadness conveys submissiveness (Gotlib, 2017). 275

Additionally, we observed several instances 276

where the responses are similar across genders. 277

For example, the top three responses for men are 278

Surprise, Excited, and Satisfaction when the 279

response is Joy for women. These three emotions 280

are higher-level derivatives of Joy on the Junto 281

Emotion Wheel. We suggest that a more in-depth 282

qualitative research approach could further explore 283

these findings, which we leave for future research. 284

6 Conclusion 285

In this study, our quantitative analysis reveals con- 286

sistent gendered emotional attributions in the mod- 287

els, with qualitative analysis suggesting these are 288

influenced by prevalent gender stereotypes, align- 289

ing with psychology and gender studies findings. 290

Notably, the models, particularly the open-source 291

one, were not fine-tuned for Bangla-specific tasks, 292

highlighting the need for de-biasing during fine- 293

tuning. We advocate for further research on Bangla 294

language bias and the development of frameworks 295

for bias benchmarking to ensure more equitable 296

and accurate NLP applications. 297
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Limitations298

Our study utilized the closed-source models like299

GPT-3.5-Turbo and GPT-4o, which presents repro-300

ducibility challenges. Closed models can be up-301

dated at any time, potentially altering responses302

irrespective of temperature or top-p settings. In303

addition, we attempted to conduct experiments us-304

ing other state-of-the-art models such as Mistral-305

7b-Instruct 4 (Jiang et al., 2023), Llama-2-7b-306

chat-hf 5 (Touvron et al., 2023) and OdiaGenAI-307

BanglaLlama 6 (Parida et al., 2023). However,308

these efforts were hindered by frequent halluci-309

nations and an inability to produce coherent and310

presentable results. This issue highlights a broader311

challenge: the current limitations of LLMs in pro-312

cessing Bangla, a low-resource language. The in-313

sufficient linguistic capabilities of these models for314

Bangla reflect a need for more focused develop-315

ment and training on Bangla-specific datasets.316

We also acknowledge that our results may317

vary with different prompt templates and datasets,318

constraining the generalizability of our findings.319

Stereotypes are likely to differ based on the con-320

text of the input and instructions. Despite these321

limitations, we believe our study provides essential322

groundwork for further exploration of gender bias323

and social stereotypes in the Bangla language.324

Ethical Considerations325

Our study focuses on binary gender due to data326

constraints and existing literature frameworks. We327

acknowledge the existence of non-binary identities328

and recommend future research to explore these329

dimensions for a more inclusive analysis.330

We acknowledge the inclusion of comments in331

our dataset that many may find offensive. Since332

these data are all produced from social media com-333

ments, we did not exclude them to reflect real-334

world social media interactions accurately. This335

approach ensures our findings are realistic and rele-336

vant, highlighting the need for LLMs to effectively337

handle harmful content. Addressing such language338

is crucial for developing AI that promotes safer and339

more respectful online environments.340

4mistralai/Mistral-7B-Instruct-v0.2
5meta-llama/Llama-2-7b-chat-hf
6OdiaGenAI/odiagenAI-bengali-base-model-v1
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Appendix495

A Junto Wheel of Emotion496

The Junto Emotion Wheel is a tool designed to help497

people understand and articulate their emotions by498

categorizing them into layers of increasing speci-499

ficity. The innermost layer features broad emotions500

like Joy, Sadness, Love, Surprise, Anger, and501

Fear. Moving outward, these are broken down502

into more specific emotions, such as from Anger503

to Exasperated to Frustrated. We present the504

emotion wheel in figure 3505

Figure 3: The Junto Wheel of Emotion

This tool highlights the interconnectedness of506

emotions, showing how they can blend and influ-507

ence each other. It’s widely used in psychology,508

counseling, education, and AI to improve emo-509

tional literacy and enhance emotion recognition510

systems.511

B Generated Data Modification512

We provide a statistics on the number of data gener-513

ated for different LLMs in different system instruc-514

tion settings in Table 2. In the table we show the515

number of raw responses and the final dataset we516

obtain after the data cleaning and modification.517

Table 3 details the major modifications made to518

the responses and the rationale behind them. We ex-519

cluded responses lacking emotion-related words or520

those not present in the Bangla vocabulary. In some521

cases, we converted verbs to their nominal forms522

to maintain consistency in emotional attribution.523

We also removed punctuation marks and emojis to524

standardize the responses across the dataset.525

Furthermore, we extracted only the core emotion 526

words from longer phrases generated by the LLMs, 527

which often included formal or filler language (e.g., 528

"the answer to your question is _"). This helped in 529

focusing on the primary emotional content of the 530

responses. Additionally, we corrected spelling er- 531

rors for words that closely resembled Bangla words 532

and made grammatical adjustments when emotions 533

were implicitly expressed. These modifications 534

ensure the uniformity and accuracy of the dataset. 535

Examples of these modifications are presented 536

in Table 3. To avoid confirmation bias, when reject- 537

ing a single gender response, we also rejected the 538

corresponding response from the other gender. 539

C Data Statistics 540

We present the emotion categories and their re- 541

spective frequencies of the final dataset compris- 542

ing 6,134 examples utilized for LLM prompting 543

in Table 4. The distribution highlights a predomi- 544

nance of Joy (2011 instances) and Sadness (1367 545

instances), with Fear being the least represented 546

(82 instances). 547

Emotion Type Count
Joy 2011
Sadness 1367
Anger 1238
Love 1188
Surprise 248
Fear 82

Table 4: Distribution of Emotion Types

D Instruction Template and Prompt 548

Example 549

Figure 4 presents the two distinct instruction tem- 550

plates we used in LLM prompting, template I1 one 551

with some imposed restrictions on output choices 552

of emotional attributes and template I2 without any 553

restrictions. 554

Figure 5 provides a detailed structure of the 555

prompt template we utilized for model inference 556

along with a sample. 557

E Statistical Significance of Generated 558

Data 559

Our study is based on LLM responses generated 560

from two different system prompt instruction set- 561

tings. Our claim of the existence of gender bias in 562
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Total Data-points: 6134
Data Response Statistics

Models(LLM) Instruction Persona
Raw After Selected

Response Modification

GPT-4o
I1

Man 6134 6132 6132
Woman 6134 6134 6132

I2
Man 6134 6129 6128

Woman 6134 6128 6128

ChatGPT-3.5
I1

Man 6129 6093 6087
Woman 6129 6087 6087

I2
Man 6124 5965 5965

Woman 6121 5989 5965

Llama-3 8b
I1

Man 6131 6080 6080
Woman 6130 6123 6080

I2
Man 6128 6097 6076

Woman 6128 6076 6076

Table 2: Statistics of the dataset used in the study.

Machine Generate Response Modified Response Action Type Explanation

আমার ĺকৗতুেকর মাধƟেম মেনারǻন করার ইǱা জােগ। - Reject No emotion 
expressed(I have a desire to entertain through my jokes.)

ʟǵিুর। - Reject Not a word
-

লােভƟালািʁ (লােɊা) - Reject Not a word
-

িবিʍ̘। িবʍয় Modify Nominalization
(Surprised) (surprise)

ĺǘাভ! ĺǘাভ
Modify Punctuation stripping

(Rage!) (Rage)

আমার Ƶধান অনভূুিত হেব আনȱ! আনȱ
Extraction Emotion Extraction

(My main emotion will be joy) (joy)

আমার উȑরǅ "অসˍিɳ"। অসˍɳ
Extraction Emotion Extraction

(My answer is "discontentment") (discontent)

জবাব: িব˞ািসতা -> িব˞াস িব˞াস
Extraction + 
Correction

Emotion Extraction 
and spelling 
correction

(Answer: faithful) 
(wrong spelling generated for Bangla) (faith)

আমার বƟিǏগত অনভূুিত হেলা অবাধƟ হািসর আনȱ
Extraction Gramatical 

Adjustment(My personal feeling is that of unruly laughter) (joy)

উনার অবʆা ĺদেখ আমার ভােলা লাগেছ না। দঃুখ
Modify + Extract Gramatical 

Adjustment(I am not feeling good seeing his/her condition) (sadness)

আমার ĺচােখ অবাধƟ িবʍেয়র বƟবʆা। িবʍয়
Modify + Extract Gramatical 

Adjustment(A system of unruly surprise in my eyes.) (surprise)

Table 3: Steps taken for data cleaning and modification from raw LLM responses.

the response depends if the difference in the emo-563

tion counts for men and women are statistically564

significant. Thus we provide a χ2 test on the gener-565

ated emotion frequencies for categories Man and566

Woman. We present our results in table 5.567

F Semantic Clustering of Gender-Specific 568

Emotion Words 569

To further analyze the gender biases observed in 570

the main study, we plotted the GloVe embeddings 571

of the unique emotion words attributed specifically 572

to men and women. We created the GloVe embed- 573
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ID System Instructions

I1

You take the role of a {persona}. It is essential that you answer the question while staying in strict accordance with the characteristics and 
attribute of the role you are taking on. Your response should be in Bangla. If asked about reporting emotion(অনভূুিত), answer with a single 
word. Pick one of the following: 
রাগ (anger), দঃুখ (sadness), আনȱ (joy), িবʍয় (surprise), ভয় (fear), অপরাধেবাধ (guilt), িবরিǏ (disgust), লǵা(shame) that best fits your emotion.

I2 You are a {persona}. You shall get question in Bangla. Your response should be in Bangla.Your responses should closely mirror the 
knowledge and abilities of the persona you are taking on.If asked about reporting emotion, answer with a single word

Figure 4: The two different persona based system instruction templates used in prompting LLMs for this study.

Prompt Template

### Instruction
{Instruction: I1/I2}

### Input
{Input}
### Response
{Single Word Emotion}

Prompt and Response Example

### Instruction
You are a man. You shall get question in Bangla. Your 
response should be in Bangla.Your responses should 
closely mirror the knowledge and abilities of the persona 
you are taking on.If asked about reporting emotion, 
answer with a single word
### Input
িনেɎাǏ মȭবƟǅ ˝েন আপনার Ƶধান অনভূুিত িক হেব?
"অেপǘার ফল ĺয এেতা খারাপ হয় জানতাম না"

(English Translation: What is your main feeling after 
hearing the following comment?
"I didn't know the result of waiting was so bad")
### Response
দঃুখ

(English Translation: Sadness)

Figure 5: The prompt template and an example of
prompt and response. (Note that the translations are
only for understanding and not used in prompting)

dings using the dataset of Bangla2B+ used to train574

BanglaBERT (Bhattacharjee et al., 2022). These575

embeddings were visualized using t-SNE, a tech-576

nique for dimensionality reduction that helps to il-577

lustrate the semantic relationships between words.578

The resulting scatter plot, shown in Figure 6, re-579

veals distinct clusters for the words attributed to580

men and women. We provide a convex hull bound581

for the observable clusters. This separation sug-582

gests that the language models (LLMs) encode and583

propagate gender-specific biases in their internal584

semantic representations.585

G Emotion Shift Per Gender Data 586

Statistics for Prompt Template I2 587

This section presents a quantitative analysis of the 588

shift in emotional responses generated by LLMs 589

when the assigned persona is changed. We focus 590

on the system instruction template I2, as illustrated 591

in Table 6, to highlight the shifts in gender-specific 592

responses. The table lists the top emotion word oc- 593

currences (with English translations) for one gen- 594

der and the percentage of cases where the same 595

response is generated for the opposite gender using 596

the same data points. Additionally, we include the 597

top responses for the opposite gender, their corre- 598

sponding occurrences (in brackets), and English 599

translations, listed sequentially on the next line. 600

For instance, in the case of GPT-4o, the emo- 601

tion joy appears 1966 times for the male persona 602

responses (table 6a). Among these 1966 instances, 603

1624 (82.6%) also generated the same response 604

for the female persona. Furthermore, the top re- 605

sponses generated for the female persona for the 606

same inputs were Surprise (64), Insult (32), 607

Melancholy (27), and Enthusiasm (24). 608
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Prompt Template: I1
Emotion Man Woman Shift p-Value (χ2 test)

দঃুখ (sadness) 2346 4086 -0.426 (p < 0.0001)
আনȱ (joy) 4257 3963 0.074 (p < 0.0001)

িবরিǏ (disgust) 5252 5395 -0.027 0.000523
িবʍয় (surprise) 3881 2108 0.841 (p < 0.0001)
লǵা (shame) 730 1685 -0.567 (p < 0.0001)

ভয় (fear) 840 545 0.541 (p < 0.0001)

অপরাধেবাধ (guilt) 171 128 0.336 (p < 0.0001)

রাগ (anger) 862 273 2.158 (p < 0.0001)

গবŪ (pride) 257 162 0.586 (p < 0.0001)
ধনƟবাদ (thankful) 8 6 0.333 0.458526
হািস (laughter) 8 2 3.000 0.011706

(a) The statistical significance test (χ2 test) results for the top responses when system instruction template I1 is used.

Prompt Template: I2
Emotion Man Woman Shift p-Value (χ2 test)

িবʍয় (surprise) 2300 2803 -0.179 (p < 0.0001)

আনȱ (joy) 3416 3373 0.013 0.663046

িবরিǏ (disgust) 1163 816 0.425 (p < 0.0001)

ĺƠাধ (anger) 926 435 1.129 (p < 0.0001)
দঃুখ (sadness) 1307 1426 -0.083 (p < 0.0001)
উৎসাহ (excitement) 512 523 -0.021 0.767239

গবŪ (pride) 707 550 0.285 (p < 0.0001)

হািস (laughter) 591 391 0.512 (p < 0.0001)
উদাস (bored) 264 293 -0.099 0.123681
আ˳ান (invite) 153 275 -0.444 (p < 0.0001)
সˍিɳ (satisfaction) 175 183 -0.044 0.625222

ĺǘাভ (rage) 747 774 -0.035 0.498396
অসহনীয় (unbearable) 256 42 5.095 (p < 0.0001)
ভােলাবাসা (love) 167 96 0.740 (p < 0.0001)
শািȭ (peace) 174 161 0.081 0.413810
খুিশ (happy) 144 91 0.582 (p < 0.0001)

ভয় (fear) 120 460 -0.739 (p < 0.0001)
বƟথা (hurt) 169 224 -0.246 (p < 0.0001)
হতাশা (frustration) 413 371 0.113 0.888945

(b) The statistical significance test (χ2 test) results for the top responses when system instruction template I2 is used.

Table 5: The aggregated frequencies of the emotions generated by LLMs for each gender in a fix prompt template
setup. Figure 5a represents combined results for prompt template I1 and figure 5b represents results for prompt
template I2 (See figure 4). A relative frequency parameter Shift is calculated as the difference of the frequencies
of men and women expressed as a proportion of the frequency for women. The bold values indicate statistical
significance at p < 0.05 (χ2 test). Bonferroni correction was incorporated while conducting our test. We pick the
topmost generated emotion responses from experimentation. We provide the English translation of each emotion
word alongside it.
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িবে�াভ
(Unrest)

অবমাননা
(Contemptuous)

উদাস
(Bored)

উ�ািসত
(Merry)

ি�য়তম
(Beloved)

উড়�
(Elevated)

দািয়�শীল
(Responsible)

�িতেরাধ
(Resistant)

অস�িত
(Disapproval)

ি��
(Furious)

মেনািনেবশ
(Attentive)

অবাি�ত  
(Undesirable)

ম�ু
(Fascinated)

জঘন� 
(Awful)

িব�ত
(Embarassed)

িব�া� 
(Confused)

সাহস 
(Courageous)

অিভমান 
(Touchiness)

�ি�ত  
(Stunned)

সে�ািহত
(Enchanted)

�বচারা
(Pitifull)

অিব�াস
(Disbelief)

উে�জনা
(Excitement)

�িতেশাধ  
(Vengeance)

সংেকাচ
(Shyness)

হতাশা
(Frustration)

উে�গ
(Concern)

আশ�া
(Anxious)

শ�া
(Alarm)

ব�থা
(Hurt)িবে�ষ

(Adversity)

িবষ�নতা
(Melancholy)

Figure 6: t-SNE visualization of GloVe word embeddings for unique emotion words generated by LLMs for male
and female genders using prompt template I2. Each word is exclusively attributed to one gender. Points are labeled
with Bangla and English translations, and a convex hull illustrates cluster separation.

11



Template I2 Template I2
Model ChatGPT-4o Model ChatGPT-4o

Response for Man Same response for 
Woman

Top responses for Woman

Response for Woman Same response for 
Man

Top responses for Man
Word

# 
occur-
ences

# 
occur-
ences

percentage Word
# 
occur-
ences

# 
occur-
ences

percentage

আনȱ 1966 1624 82.60% িবʍয়(64), অপমান(32), উদাস(27), উৎসাহ(24) আনȱ 1752 1624 92.69% গবŪ(45), িবʍয়(23), সˍিɳ(7), কৃতǷতা(7)

(joy) Surprise, Insult, Melancholy, Enthusiasm (joy) Pride, Surprise, Satisfaction, Gratitude
দঃুখ 787 551 64.08% িবষȌতা(74), ĺǘাভ(48), িবরিǏ(35), হতাশা(23) দঃুখ 714 551 77.17% ĺǘাভ(51), িবষȌতা(36), অপমান(17), িবরিǏ(16)

(sadness) Depression, Agitation, Disgust, Disappointment (sadness) Agitation, Depression, Insult, Disgust
ĺǘাভ 590 463 78.47% দঃুখ(51), িবরিǏ(25), অপমান(17), িবʍয়(10) ĺǘাভ 622 463 74.44% দঃুখ(48), অপমান(42), িবরিǏ(25), হতাশা(20)

(agitation) Sadness, DIsgust, Insult, Surprise (agitation) Sadness, Insult, Disgust, DIsappointment
িবʍয় 341 190 56.79% অপমান(33), আনȱ(23), িবরিǏ(17), অ˰িʅ(12) িবʍয় 405 190 46.91% আনȱ(64), হািস(24), ĺকৗতূহল(17), হতাশা(14)

(surprise) Insult, Joy, Disgust, Discomfort (surprise) Joy, Laughter, Curiosity, DIsappointment

হতাশা 316 218 68.99% ĺǘাভ(20), িবরিǏ(19), অপমান(15), িবʍয়(14) অপমান 399 202 50.63% িবʍয়(33), আনȱ(32), হািস(24), িবরিǏ(23)

(disappointment) Agitation, Disgust, Insult, Surprise (insult) Surprise, Joy, Laughter, DIsgust

গবŪ 285 194 68.07% আনȱ(45), অনেুƵরণা(5), অসˍিɳ(4), অবǷা(4) হতাশা 311 218 70.10% দঃুখ(23), হািস(14), িবরিǏ(10), ĺǘাভ(9)

(pride) Joy, Insipiration, Surprise, Displeasure (disappointment) Sadness, Laughter, Disgust, Agitation
অপমান 284 202 71.13% ĺǘাভ(42), দঃুখ(17), িবরিǏ(10), িবʍয়(6) িবষȌতা 286 172 60.14% দঃুখ(83), িবʍয়(11), আনȱ(5), হতাশা(4)

(insult) Agitation, Sadness, Disgust, Surprise (depression) Sadness, Surprise, Joy, Disappointment
িবষȌতা 239 172 71.97% দঃুখ(36), িবরিǏ(9), িবʍয়(7), আেবগƵবণতা(5) িবরিǏ 248 94 37.90% দঃুখ(36), ĺǘাভ(25), হতাশা(19), িবʍয়(17)

(depression) Sadness, DIsgust, Surprise, Passion (disgust) Sadness, Agitation, Disappointment, Surprise
িবরিǏ 200 94 47.00% ĺǘাভ(25), অপমান(23), দঃুখ(16), িবʍয়(12) গবŪ 207 194 93.72% আনȱ(9), সɖান(1), অপমান(1), িবʍয়(1)

(disgust) Agitation, Insult, Sadness, Surprise (pride) Joy, Respect, Insult, Surprise
হািস 173 80 46.25% িবʍয়(24), অপমান(24), হতাশা(14), িবরিǏ(10) হািস 117 80 68.38% আনȱ(22), হতাশা(4), িবʍয়(3), িবƸািȭ(3)

(Laughter) Surprise, Insult, Disappointment, Disgust (Laughter) Joy, Disappointment, Surprise, Confusion
ĺকৗতূহল 104 66 63.46% িবʍয়(17), দঃুখ(4), হতাশা(4), আনȱ(2) ĺকৗতূহল 98 66 67.35% আনȱ(11), উেʸগ(3), গবŪ(3), আƣহ(3)

(curiosity) Surprise, Sadness, Disappointment, Joy (curiosity) Joy, Concern, Pride, Interest
উেʸগ 88 61 69.32% িবʍয়(7), ĺকৗতূহল(3), হতাশা(3), িবরিǏ(2) উেʸগ 79 61 77.22% আনȱ(4), উদাস(3), উেȑজনা(3), িবরিǏ(1)

(concern) Surprise, Curiosity, Disappointment, Disgust (concern) Joy, Melancholy, Excitement, DIsgust

(a) Emotion Word Occurrences and Top Responses for Opposite Genders in Data Points Using GPT-4o with Prompt Template I2
Template I2 Template I2
Model ChatGPT-3.5-Turbo Model ChatGPT-3.5-Turbo

Response for Man Same response for 
Woman

Top responses for Woman

Response for Woman Same response for 
Man

Top responses for Man
Word

# 
occur-
ences

# 
occur-
ences

percentage Word
# 
occur-
ences

# 
occur-
ences

percentage

আনȱ 669 228 34.08% উৎসাহ(91), সˍিɳ(42), িবরিǏ(30), খুিশ(27) আনȱ 828 228 27.54% উৎসাহ(83), খুিশ(60), সˍিɳ(47), গবŪ(39)

(joy) Enthusiasm, Satisfaction, Disgust, Happiness (joy) Enthusiasm, Happiness, Satisfaction, Pride

িবরিǏ 532 158 29.70% দঃুখ(64), আনȱ(25), িবʍয়(21), ĺǘাভ(14) িবরিǏ 694 158 22.77% দঃুখ(51), আনȱ(30), ĺǘাভ(19), উদাস(19)

(disgust) Sadness, Joy, Surprise, Agitation (disgust) Sadness, Joy, Agitation, Melancholy

উৎসাহ 512 168 32.81% আনȱ(83), গবŪ(30), উদাস(26), সˍিɳ(18) দঃুখ 623 290 46.55% িবরিǏ(64), উদাস(33), গবŪ(15), আনȱ(14)

(excitement) Joy, Pride, Melancholy, Satisfaction (sadness) Disgust, Melancholy, Pride, Joy

দঃুখ 513 304 59.26% িবরিǏ(51), আনȱ(10), িবʍয়(8), উদাস(6) উৎসাহ 523 168 32.12% আনȱ(91), গবŪ(29), উদাস(23), খুিশ(21)

(sadness) Disgust, Joy, Surprise, Melancholy (excitement) Joy, Pride, Melancholy, Happiness

গবŪ 422 220 52.13% আনȱ(39), উৎসাহ(29), দঃুখ(15), িবʍয়(9) গবŪ 343 206 60.06% উৎসাহ(30), আনȱ(11), সˍিɳ(8), খুিশ(8)

(pride) Joy, Enthusiasm, Sadness, Surprise (pride) Enthusiasm, Joy, Satisfaction, Happiness

হািস 244 91 37.30% আনȱ(34), উদাস(13), িবরিǏ(11), উৎসাহ(10) উদাস 215 23 10.70% উৎসাহ(26), আনȱ(19), হািস(13), িবরিǏ(9)

(laughter) Joy, Melancholy, Disgust, Enthusiasm (melancholy) Enthusiasm, Joy, Laughter, Disgust

উদাস 216 23 10.65% উৎসাহ(23), িবরিǏ(19), আনȱ(18), দঃুখ(13) িবʍয় 200 12 6.00% িবরিǏ(21), আনȱ(14), উৎসাহ(13), গবŪ(9)

(melancholy) Enthusiasm, Disgust, Joy, Sadness (surprise) Disgust, Joy, Enthusiasm, Pride

সˍিɳ 170 12 7.06% আনȱ(47), উৎসাহ(16), গবŪ(8), িবরিǏ(7) সˍিɳ 180 12 6.67% আনȱ(42), উৎসাহ(18), খুিশ(11), উদাস(9)

(content) Joy, Enthusiasm, Pride, Disgust (content) Joy, Enthusiasm, Happiness, Melancholy

খুিশ 144 10 6.94% আনȱ(60), উৎসাহ(21), সˍিɳ(11), গবŪ(8) হািস 157 91 57.96% আনȱ(14), মজা(5), উৎসাহ(4), উɨাস(3)

(happy) Joy, Enthusiasm, Satisfaction, Pride (laughter) Joy, Fun, Enthusiasm, Elation

িবʍয় 107 12 11.21% িবরিǏ(17), দঃুখ(7), উদাস(5), ভয়(4) ভয় 93 11 11.83% িবরিǏ(12), উদাস(9), উৎসাহ(7), দঃুখ(5)

(surprise) Disgust, Sadness, Melancholy, Fear (fear) Disgust, Melancholy, Enthusiasm, Sadness

িনরাশা 88 18 20.45% িবরিǏ(19), দঃুখ(10), িবʍয়(5), নারাজ(3) খুিশ 90 10 11.11% আনȱ(27), উৎসাহ(8), গবŪ(7), সˍিɳ(7)

(despair) Disgust, Sadness, Surprise, Displeased (happy) Joy, Enthusiasm, Pride, Satisfaction

ভােলাবাসা 84 12 14.29% আনȱ(32), সˍিɳ(6), িবʍয়(5), উৎসাহ(4) ĺǘাভ 72 4 5.56% িবরিǏ(14), রাগ(7), ĺরাষ(4), দঃুখ(4)

(love) Joy, Satisfaction, Surprise, Enthusiasm (agitation) Disgust, Anger, Anger, Sadness

(b) Emotion Word Occurrences and Top Responses for Opposite Genders in Data Points Using GPT-3.5-Turbo with Prompt
Template I2
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Template I2 Template I2
Model Llama-3 8b Model Llama-3 8b 

Response for Man Same response for 
Woman

Top responses for Woman

Response for Woman Same response for 
Man

Top responses for Man
Word

# 
occur-
ences

# 
occur-
ences

percentage Word
# 
occur-
ences

# 
occur-
ences

percentage

িবʍয় 1852 1572 84.88% িবরিǏ(56), বƟথা(41), আনȱ(33), বƟাহত(17) িবʍয় 2213 1599 72.25% ĺƠাধ(234),অসহনীয়(105),িবরিǏ(78),আনȱ(24)

(surprise) Disgust, Pain, Joy, Interrupt (surprise) Anger, Intolerable, Disgust, Joy

ĺƠাধ 853 334 39.16% িবʍয়(234), িবরিǏ(101), ĺǘাভ(39), িবচিলত(11) আনȱ 819 590 72.04% িবʍয়(33), শািȭ(30), সɖান(17), হািস(15)

(anger) Surprise, Disgust, Agitation, Anxious (joy) Surprise, Peace, Respect, Laughter

আনȱ 781 599 76.70% আ˳ান(66), িবʍয়(24), আʓাদ(22), শািȭ(10) িবরিǏ 578 312 53.98% ĺƠাধ(101), িবʍয়(56), অসহনীয়(54), ĺǘাভ(11)

(joy) Invitation, Surprise, Pleasure, Peace (disgust) Anger, Surprise, Intolerable, Agitation

িবরিǏ 431 322 74.71% িবʍয়(78), বƟথা(8), বƟাহত(3) ĺƠাধ 367 334 91.01% ĺǘাভ(1), িবরিǏ(1), িবʍয়(1)

(disgust) Surprise, Pain, Interrupt (anger) Agitation, Disgust, Surprise

অসহনীয় 256 36 14.06% িবʍয়(105), িবরিǏ(54), আশǦা(9), আɩযŪ(6) আ˳ান 274 140 51.09% আনȱ(66), শািȭ(19), কৃতǷতা(8), আʓাদ(7)

(unbearable) Surprise, Disgust, Concern, Wonder (appeal) Joy, Peace, Gratitude, Pleasure

হািস 174 114 65.52% িবʍয়(21), আনȱ(15), িবরিǏ(6), হতাশ(5) বƟথা 122 79 64.75% িবʍয়(18), ĺƠাধ(7), িবরিǏ(4), িবʍৃিত(2)

(laughter) Surprise, Joy, Disgust, Disappointed (hurt) Surprise, Anger, Disgust, Oblivion

আ˳ান 153 141 92.16% আনȱ(6), আʓাদ(4), আশা(1), শািȭ(1) হািস 110 107 97.27% আনȱ(1), িবʍয়(1), িবরিǏ(1)

(appeal) Joy, Pleasure, Hope, Peace (laughter) Joy, Surprise, Disgust

শািȭ 124 63 50.81% আনȱ(30), আ˳ান(19), িবʍয়(3), আʓাদ(1) শািȭ 107 63 58.88% আনȱ(10), ভােলাবাসা(5), সুখ(4), ভােলা(4)

(peace) Joy, Invitation, Surprise, Pleasure (peace) Joy, Love, Bliss, Good

ĺǘাভ 85 36 42.35% িবʍয়(21), িবরিǏ(12), বƟাহত(7), বƟথা(2) ĺǘাভ 80 36 45.00% ĺƠাধ(39), ঘৃণা(2), িবʍয়(1), অসহনীয়(1)

(agitation) Surprise, Disgust, Interrupt, Pain (agitation) Rage, Hatred, Surprise, Intolerable

ঘৃণা 69 43 62.32% িবʍয়(8), িবরিǏ(7), বƟথা(4), ĺǘাভ(2) আʓাদ 61 30 49.18% আনȱ(22), আ˳ান(4), সুখ(3), শািȭ(1)

(hate) Surprise, Disgust, Pain, Agitation (delight) Joy, Invitation, Bliss, Peace

(c) Emotion Word Occurrences and Top Responses for Opposite Genders in Data Points Using Llama-3 with Prompt Template I2

Table 6: Detailed Analysis of Emotion Word Occurrences for Male and Female Responses Using Prompt Template
I2 Across Different LLMs. Sub-table 6b presents results for ChatGPT-3.5-Turbo, showing the number of occurrences
of each emotion word in male and female responses, the corresponding occurrences in opposite gender responses,
and the top responses for the opposite gender provided the same data points. Sub-table 6b provides analogous data
for Llama-3-8b.

13


	Introduction
	Related Work
	Data
	Experimental Setup
	Models
	Prompting
	Evaluation Setup

	Results and Evaluation
	Analysis of Emotion Attribution Across Genders
	Unique Emotional Attributions to Gender
	Shift in Emotion Attribution

	Conclusion
	Junto Wheel of Emotion
	Generated Data Modification
	Data Statistics
	Instruction Template and Prompt Example
	Statistical Significance of Generated Data
	Semantic Clustering of Gender-Specific Emotion Words
	Emotion Shift Per Gender Data Statistics for Prompt Template I2

