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Abstract

Recently, Large Language Models (LLMs)
have been widely studied by researchers for
their roles in various downstream NLP tasks.
As a fundamental task in the NLP field, Chi-
nese Grammatical Error Correction (CGEC)
aims to correct all potential grammatical errors
in the input sentences. Previous studies have
shown that LLMs’ performance as correctors
on CGEC remains unsatisfactory due to its chal-
lenging task focus. To promote the CGEC field
to better adapt to the era of LLMs, we rethink
the roles of LLMs in the CGEC task so that they
can be better utilized and explored in CGEC.
Considering the rich grammatical knowledge
stored in LLMs and their powerful semantic
understanding capabilities, we utilize LLMs as
explainers to provide explanation information
for the CGEC small models during error cor-
rection to enhance performance. We also use
LLMs as evaluators to bring more reasonable
CGEC evaluations, thus alleviating the troubles
caused by the subjectivity of the CGEC task.
In particular, our work is also an active explo-
ration of how LLMs and small models better
collaborate in downstream tasks. Extensive ex-
periments ! and detailed analyses on widely
used datasets verify the effectiveness of our
intuition and the proposed methods.

1 Introduction

Large Language Models (LLMs) are undoubtedly
the hottest stars in the Al and NLP community. Due
to the unified paradigm for various tasks and amaz-
ing emergent ability, more and more researchers
and works have begun to focus on how to better
apply LLMs to downstream task scenarios, such
as sequence understanding (Yu et al., 2023), fi-
nancial analysis (Wu et al., 2023), and medical
healthcare (Wang et al., 2023).

In the vast field of Chinese NLP research, Chi-
nese Grammatical Error Correction (CGEC) has
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long been regarded as a fundamental task (Ma et al.,
2022). The CGEC task aims to correct all possible
grammatical errors in the input sentence, which
is challenging because it requires the models to
have a comprehensive understanding ability for
the complex semantics of the text. In the era of
LLMs, some works have explored the possibility
of LLMs for CGEC (Fang et al., 2023; Li et al.,
2023b). Their consensus is that even with super-
vised fine-tuning on CGEC data, the performance
of LLMs on the CGEC task is still unsatisfactory.
The main reason is that the relatively free gener-
ation paradigm makes the sentences generated by
LLMs often unable to meet the minimum change
principle pursued by CGEC. Therefore, adapting
and applying LLMs in the CGEC field have en-
countered a stagnant dilemma.

To address this dilemma, our work rethinks the
proper utilization of LLMs to promote the devel-
opment of the CGEC field. Overviewing recent
GEC research trends, the subjectivity and explain-
ability of GEC have received great attention (Ye
et al., 2023; Song et al., 2023; Kaneko and Okazaki,
2023a). As illustrated in Figure 1, a grammat-
ically incorrect sentence often has different cor-



rection methods to keep its meaning unchanged
and its grammar correct. Therefore, enabling eval-
uators to perform comprehensively and flexibly
has always been an unsolved challenge. In ad-
dition, we also see from Figure 1 that the expla-
nation of the wrong sentence contains instructive
information and knowledge for error correction. If
we can obtain high-quality explanations of wrong
sentences, it can undoubtedly improve the CGEC
performance. The basis for high-quality explana-
tions of ungrammatical sentences is rich grammat-
ical knowledge, while flexible CGEC evaluation
requires the evaluator to have comprehensive se-
mantic understanding capabilities. Intuitively, for
LLMs, the massive training corpus gives them suffi-
cient grammatical knowledge, and the emergence
phenomenon gives them excellent semantic un-
derstanding capabilities. More importantly, the
two processes of explanation and evaluation are not
restricted by the minimum change principle, and
they can give enough free space to the generation
paradigm of LLMs.

Motivated by the above intuitions, we believe
that LLMs can be leveraged to provide high-
quality explanations and accurate evaluations for
small CGEC models. Therefore, we propose
an EXplanation-AugMented training framework
(EXAM) and a SEmantic-incorporated Evaluation
framework (SEE) for CGEC based on LLMs.
Specifically, (1) EXAM mines broad explanation
information (including error types, reference cor-
rections, and error explanations) related to gram-
matically incorrect sentences from LLMs, and then
utilizes mined information to enhance the training
of small models, thereby ultimately improving the
CGEC performance of small models. (2) SEE re-
quires LL.Ms to balance the edits annotated in the
golden data with the evaluated model’s edits that
do not alter the original semantics of the input sen-
tence. This ensures more accurate and comprehen-
sive evaluation results that consider both grammar
and semantics.

Extensive experiments and detailed analyses
demonstrate the effectiveness and competitiveness
of our proposed methods. In summary, our techni-
cal contributions and impacts are in three folds:

* We propose EXAM, which utilizes LLMs as
the explainer to enhance the training of small
models, and SEE, which aims to empower
the evaluation of more subjective CGEC tasks
through the intervention of LLMs.

* For CGEC field, we reposition the roles of
LLMs to give full play to the strengths of
LLMs and promote the adaptation of LLMs
to the CGEC task.

* For LLMs community, our work explores
collaborative cooperation between LL.Ms and
small models on downstream tasks and, to a
certain extent, reveals how LLMs and small
models coexist and prosper in the future.

2 Related Work

In the era of LLMs, considering the superior perfor-
mance of LLMs (Liu et al., 2023; Li et al., 2023a),
researchers have invested lots of energy in studying
LLMs for GEC tasks.

First, some works evaluate LLMs on GEC (Fang
et al., 2023; Penteado and Perez, 2023; Qu and Wu,
2023; Li et al., 2023b; Kwon et al., 2023; Davis
et al., 2024). In general, GEC-related tasks are
challenging for LLMs. There are many reasons for
this challenge, such as the inconvenience caused
to LLMs by the minimum change principle. To
address the challenges, some researchers also fo-
cus on training LLMs on GEC data (Fan et al.,
2023; Zhang et al., 2023; Su et al., 2023). Still un-
satisfactory, even after supervised fine-tuning, the
performance of LLMs still cannot prove that LLMs
have fully adapted to the GEC field. For exam-
ple, the Fy 5 scores reported by GrammarGPT (Fan
et al., 2023) still do not exceed 40.0. As a re-
sult, researchers begin to pay attention to whether
LLMs can have other roles in the GEC field, in-
stead of directly acting as the corrector. Kaneko
and Okazaki (2023b) propose to improve the GEC
performance by letting LL.Ms predict edit spans.
Ostling et al. (2023) and Sottana et al. (2023) ex-
plore the potential of using LLMs as evaluators
for English and Swedish GEC tasks. Song et al.
(2023) and Kaneko and Okazaki (2023a) propose
the new task of grammar error explanation and
have proved the ability of LLMs to explain gram-
matical error. However, they do not go further to
utilize the explanation information in training GEC
models. To the best of our knowledge, our work is
the first to comprehensively think about and design
how to make full use of LLMs in the training and
evaluation process of GEC small models. More im-
portantly, our work rethinks how LLMs and small
models should coexist and progress together in the
era of LLMs, contributing their respective strengths
to the advancement of downstream tasks.



3 Motivation and Methodology

3.1 Motivation

Minimum Change Principle In the long-term
GEC or CGEC research, the setting followed by
researchers is the “minimum change principle”,
that is, an ideal model should be able to convert
grammatically wrong sentences into correct sen-
tences with minimal changes or editing costs. How-
ever, with the development of deep learning and
Pre-trained Language Models, the enhancement
of model capabilities has conflicted with this prin-
ciple because it limits the model’s space for self-
development to a certain extent. Especially with the
emergence of LLMs, the performance obtained by
directly using LLMs to complete the GEC task is
not satisfactory. Many observations and empirical
results indicate that the key reason for the unsatis-
factory performance of LLMs on CGEC is that the
relatively freer text generation mode of LLMs is
unsuitable for the GEC task. For example, LLMs
often produce sentences that are grammatically cor-
rect and semantically consistent with the erroneous
input sentence, but the literal text differs signifi-
cantly from the input sentence. This situation often
fails in traditional evaluation metrics, resulting in
the low performance of LLMs.

LLM:s as Explainer Given the limitations of di-
rectly employing LLMs as correctors due to the
minimum change principle, can we adopt an alter-
native approach to leverage LLMs more effectively
for CGEC and circumvent the constraints imposed
by this principle? First, let’s consider what humans
do when they encounter grammatical errors, partic-
ularly when they are unsure how to correct them.
The most direct and effective solution is to turn to
a teacher or grammar reference book. Then, the
teacher or reference book would give specific ex-
planations or reasons for grammatical errors to help
humans make corrections successfully. Drawing
inspiration from human actions, why can’t we
consider LLMs as explainers similar to teachers
or reference books? As mentioned in the previous
paragraph, the fact that LLMs can generate gram-
matically correct sentences means that LLMs store
rich grammatical knowledge. Therefore, we be-
lieve that if explanations related to error sentences
can be obtained from LLMs and utilized in the
training of small models, then these explanations
embodying grammatical knowledge from LLMs
can definitely enhance the performance of small

models. In particular, the role of LLMs as explain-
ers does not need to be limited by the minimum
change principle, and it is a simple yet effective
process for LLMs to use their own grammatical
knowledge to explain wrong sentences.

LLMs as Evaluator Considering the subjective
nature of the CGEC task, a sentence with grammat-
ical errors often has different correction methods.
We argue that the ideal evaluation that can truly
reflect the CGEC performance should consider the
correction results given by the model as compre-
hensively as possible. As long as the model gives a
sentence that is consistent with the original seman-
tics of the wrong sentence and has no grammatical
errors, then its correction should be considered suc-
cessful. Suppose we want to achieve this ideal
evaluation from the perspective of dataset construc-
tion. In that case, we need to manually annotate the
dataset with as many correct reference sentences
corresponding to the wrong sentences as possible.
However, such an annotation process is expensive
and time-consuming. Even though there are already
multi-reference datasets such as MuCGEC (Zhang
et al., 2022), we still believe that automatic evalua-
tion based on such datasets is not flexible enough
because the fixed reference correct sentences of
the dataset are still limited after all. Motivated
by the process of teachers correcting students’
sentences with grammatical errors, why can’t
we utilize LLMs as evaluators to play the role
of a teacher reviewing grammatical errors? In-
tuitively, LLMs not only store rich grammatical
knowledge but also have an excellent ability to per-
ceive text semantics. Therefore, we believe that
they are fully qualified to be flexible and excellent
teachers (i.e., evaluators) who review the answers
of models in the GEC task.

3.2 [Explanation-Augmented Training

As introduced in the above section, we propose
the EXplanation-AugMented training framework
(EXAM) (as illustrated in Figure 2) to mine ex-
planation information and grammatical knowledge
from LLMs and inject them into small models, ul-
timately achieving the purpose of using LLMs to
enhance the performance of small models. Based
on our understanding of the CGEC task, we divide
the explanation information (note that the “expla-
nation” we consider here is the LL.Ms analysis of
wrong sentences in a broad sense) we want to ob-
tain from LLMs into three categories:
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Figure 2: Our designed frameworks of EXAM and SEE.

Error Types We think that if the CGEC model
knows the type of grammatical errors made in the
sentence to be corrected, this will help it reduce
the search scope when correcting errors, thereby
helping it to make better corrections. Therefore, we
ask LLMs to give the error types based on the input
error sentences. Specifically, we pre-define types
of common grammatical errors involving punctu-
ation errors, spelling errors, word errors, syntax
errors, etc. Then, we provide the defined error type
schema along with the prompt to the LLMs, re-
quiring them to choose only among the types we
specified in the instruction prompt.

References We observe that LLLMs have a partic-
ular ability to generate correct sentences based on
wrong sentences, but the sentences they generate
are not very controllable. Although the corrected
sentences by LLLMs cannot be used as the final re-
sult, we think they must be used as intermediate
references for small models! Utilizing corrections
from LLMs as references can provide valuable cues
for the small models, thereby enhancing their per-
formance. Therefore, we also guide LLMs to make
corrections they think are reasonable for the wrong
sentences and send the corrections provided by
LLMs as references to the small model.

Explanations To obtain high-quality explana-
tions from LLMs, we define three dimensions of
criteria to constrain LLMs: (1) Fluency aims to en-
sure that the explanation text generated by LLMs
has no grammatical errors and is fluent in expres-
sion; (2) Rationality requires LLMs to explain

grammatical errors as humanly as possible; (3)
Comprehensiveness is to ensure that all grammati-
cal errors in the wrong sentences can be explained
as much as possible. Additionally, we also ask
LLMs to rank multiple grammatical errors in a sen-
tence according to error severity, that is, to generate
explanations for important errors first.

After LLMs explain the samples in the dataset,
we concat the obtained error types, references, and
explanations to the front of the original input sen-
tences, and then send contacted text to the small
CGEC models to participate in their training or
inference. In summary, the design of EXAM is
simple and intuitive. LLMs and small models
each perform their respective duties and give
full play to their advantages. The stored gram-
matical knowledge of LLMs is mined without ad-
ditional fine-tuning. The small models take ad-
vantage of the alignment of supervised learning to
downstream tasks with low training costs and ob-
tain guidance from LLMs’ task-related knowledge.

3.3 Semantic-incorporated Evaluation

To alleviate the dilemma that traditional CGEC
evaluation cannot flexibly adapt to the subjective
characteristic of CGEC because they rely entirely
on dataset annotation, we design the SEmantic-
incorporated Evaluation framework (SEE) which
utilizes LLMs to comprehensively evaluate CGEC
by considering complex semantics.

Specifically, we first perform comparison and
alignment preprocessing based on the texts of er-
ror sentences and predicted sentences to obtain the



predicted edits of the predicted text compared to
the wrong sentences. We then require LLMs to
evaluate each predicted edit in three dimensions
based on grammatical analysis and semantic under-
standing of error sentences, golden sentences, and
predicted sentences: (1) Correct Edit (Ncg) means
that LLMs judge that the predicted edit is effective
in correcting the grammatical errors of the origi-
nal sentence. (2) Wrong Edit (Nwg) means that
LLMs determine that the predicted edit is invalid
and cannot correct grammatical errors. (3) Reason-
able Edit (NRg) refers to model edits that are not
included in golden annotations, but these edits do
not cause new grammatical errors and do not affect
the original semantics of the sentence. Usually, this
type of edit involves some intonation particles and
might be incorrectly classified as an incorrect edit
by traditional metrics because it is not accounted
for in the dataset annotations. From these three
dimensions we design, we can know that different
from traditional evaluation indicators, LLMs
do not need precise text matching to determine
whether the predicted edit exists in the golden
edit set to further determine whether this pre-
dicted edit is valid. The judgment of LLMs is
more flexible and takes into account the seman-
tics of the text more comprehensively. In addi-
tion, it is worth mentioning that to make LLMs’
judgment on edits more accurate, we also input the
explanation information obtained in EXAM into
LLMs at the same time when SEE evaluates.
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Figure 3: The comparison examples of evaluation.
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Based on the above three values derived from
LLMs, we can calculate Precision, Recall, and Fy 5
scores as follows:

N
P— $7 (1)
Ncg + Nwg
N
R — CE (2)

Y
Ngolden

(14+0.5%) xP xR 3)
052xP+R
where Ngoigen is the length of the golden edit set
for the wrong sentence. The Fy 5 score is widely
used in GEC-related studies because GEC is an
application that pays more attention to precision.
Furthermore, to better explain the mechanism of
SEE, we provide an evaluation example in Figure 3.
To enable LLMs to perform the tasks we de-
sign for EXAM and SEE, while we input prompts
into LLMs, we also input task demonstration exam-
ples to LLMs to make them follow our instructions
more through in-cotext learning. Due to the limita-
tion of pages, the specific contents of our designed
prompts for instructing LLMs to accomplish corre-
sponding goals are presented in Appendix B.

Fos =

4 Experiments

4.1 Experiment Setup

Datasets We mainly use the HSK dataset (Zhang,
2009) as training data. In our experiments, there
are two settings for the use of training data: (1) Full
HSK data, that is, using all 156,870 samples for
model training; (2) Sampled HSK data, we ran-
domly sample approximately 10% of the HSK data,
that is, 15,000 samples for model training. In terms
of test data, the CGEC data can be divided into
two types of test data according to the source of
the grammatical error sentences, namely Chinese-
as-Second-Language (CSL) and Chinese native
speaker data. To ensure the breadth of our experi-
ment, we select the NLPCC test data (Zhao et al.,
2018) which is the CSL data, and the NaCGEC
benchmark (Ma et al., 2022) which is Chinese na-
tive speaker data as the test sets of our experiment.
The NLPCC test data contains 2,000 samples and
NaCGEC contains 5,869 wrong sentences.

Evaluation Metrics To ensure the comparability
of our experiments with previous CGEC works, in
addition to using our own designed SEE to evaluate
P/R/Fy 5, we also report the widely used traditional
word/character-level P/R/F 5. Particularly, as in
the previous work (Zhang et al., 2022), we also
apply the MaxMatch scorer (Dahlmeier and Ng,
2012) and PKUNLP word segmentation tool (Zhao
et al., 2018) to obtain the word-level performance.
Therefore, to verify the effectiveness of our de-
signed EXAM, we also conduct human evalua-
tion experiments to provide the real performance
of the models from a human perspective.



Training Data Model Word-Level Character-Level SEE
P R Fos P R Fos P R Fos
None GPT-3.5-Turbo | 2436  28.01 2501 | 27.71 2919 2799 | 5382 30.14 4651
None Qwen-72B-Chat | 27.88 3285 2875 | 3242 3497 3290 | 6720 3501 56.76
Sampled (15K) | mT5-Base 16.10 893  13.87 | 3025 877 2030 | 5836  9.89 2947
Full (156K) mT5-Base 2408 1674 2214 | 3837 17.14 3075 | 6737 1937  45.05
Sampled (15K) | w/ EXAM (GPT) 25217 17767 23267 | 39.04" 18.16" 31.747 | 69.29" 20.27" 46.70"
Sampled (15K) | w/EXAM (Qwen) | 26417 20577 25.00"7 | 38.76" 21.81" 33.55" | 69.76" 22.637 49.25"
Sampled (15K) | BART-Large 1946 1477 1830 | 3207 13.67 2527 | 6294 12.18 3433
Full (156K) BART-Large 2835 2230 2689 | 39.10 2275 3419 | 63.16 1731  41.29
Sampled (15K) | w/ EXAM (GPT) 28.33"7 23387 27.17" | 39.617 23.87" 35007 | 68.557 23.31" 49.38"
Sampled (15K) | w/EXAM (Qwen) | 27917 22247 26557 | 40.01"7 22.90" 34.81" | 62.947 22.18" 46.02"
Sampled (15K) | GECToR-Chinese | 10.85  6.40 9.53 | 2949 465 1426 | 5560 441 16.74
Full (156K) GECToR-Chinese | 18.26 1099 1612 | 27.03 1199 21.60 | 4832 1221 3036
Sampled (15K) | w/ EXAM (GPT) 18.09" 1274 16.69" | 27537 12717 22327 | 49.46" 12057 30.51"
Sampled (15K) | w/EXAM (Qwen) | 17.317  12.06" 15927 | 25957 11.63" 20.82" | 48.987 11.497 29.63"

Table 1: Performance of various models on the NLPCC test set. Note that 15K and 156K represent the amount of
HSK data. T means that EXAM has improved performance compared to the baselines with the same training data.

Baselines and Base Models

The current main-

4.2 Main Results

stream CGEC models are mainly divided into two
categories, namely Seq2Seq and Seq2Edit models.
Since our EXAM framework is model-agnostic, we
select the representative Seq2Seq and Seq2Edit
models as baselines: (1) BART-Large (Katsumata
and Komachi, 2020) and mT5-Base (Xue et al.,
2021) are Seq2Seq models for text generation and
can be straightforwardly trained for CGEC; (2)
GECToR-Chinese (Omelianchuk et al., 2020) is
the most widely used Seq2Edit method for CGEC.
In addition, we select GPT-3.5-Turbo (Ope-
nAl, 2023) and Qwen-72B-Chat (Alibaba,
2023) as the explainer-LLMs respectively. As for
the evaluator-LLMs in SEE, we recommend the
most advanced GPT-4-Turbo (OpenAl, 2023).

Implementation Details We utilize Chinese-
BART-Large (Shao et al., 2021), Mengzi-T5-Base
(Chinese) (Zhang et al., 2021), Chinese-Struct-Bert-
Large (Wang et al., 2020) to initialize small mod-
els. For open-source LLLMs, we run their inference
process on 4 NVIDIA A100 GPUs. For closed-
source LLMs, we directly access them through the
official APIs. It is worth noting that in all our re-
ported experiments, EXAM provides only one error
type/reference/explanation information for each in-
correct sentence. Because our experiments are only
verification experiments, for better performance,
researchers can obtain more explanation informa-
tion to enhance the small models in EXAM. The
specific prompts used by our method are in Ap-
pendix B, and other implementation details and
hyperparameter selection are in Appendix A.

Our main results on NLPCC are presented in Ta-
ble 1, we also provide main results and analyses on
NaCGEC in Appendix C and Table 6.

Main Results of EXAM From Table 1, we can
know that: (1) With the same amount of training
data, EXAM generally brings significant improve-
ments to all baselines under all evaluation metrics.
(2) With only 10% of the labeled training data,
small models enhanced by EXAM achieve perfor-
mance equivalent to or better than that of train-
ing with the full amount of data. (3) The model-
agnostic nature of EXAM enables it to bring stable
gains no matter what LLMs are selected, or for
small models of Large/Base scale.

Main Results of SEE From Table 1, we see that:
(1) The evaluation results of SEE are basically
consistent in trend with traditional metrics, which
shows the correctness of SEE. (2) Especially for
the results of LLMs, we observe that SEE achieves
a huge numerical difference from the results ob-
tained by traditional metrics, which indicates that
SEE is more suitable for GEC evaluation in the
era of LLMs. Note that the base model of SEE is
GPT-4-Turbo, which is different from the eval-
uated LLMs, so it will not cause unfair evaluation.

4.3 Analyses and Discussion

4.3.1 The Impact of Fine-grained Explanation
Information on EXAM

The main results of EXAM are obtained
jointly from three kinds of information error



types/references/explanations from LLMs, so it is
necessary for us to conduct ablation studies on the
three kinds of information to observe their respec-
tive contributions to EXAM. As shown in Table 2,
we conduct ablation experiments on NLPCC test
data with GPT-3.5-Turbo as the base model of
EXAM and BART-Large as the enhanced small
model. We can see that each type of information
can bring significant improvements to BART-Large
when executed individually, demonstrating the cor-
rectness of our choice of obtaining information
from LLMSs. In particular, the references have the
greatest improvement for the small model, which
shows that the correction results made by LLMs
can bring good reference and guidance to the small
model, and a good reference correction result can
bring the most direct gain to the small model. Fur-
thermore, we see that when various types of in-
formation are used in pairs, performance can be
further improved compared to individual informa-
tion. This shows that the compatibility between
the three types of information we designed is very
good and would not affect each other.

Method | Word-Fo5 Char-Fg 5
BART-Large | 1830 25.27
+ Error Types 21.747 29.121
+ References 23.88" 33.49"
+ Explanations 21.52" 29.84
+ Error Types + References 24217 33.66"
+ Error Types + Explanations 23.29" 32.54"
+ References + Explanations 25.18" 33.74"
BART-Large w/ EXAM (GPT) |  27.17 35.00

Table 2: Ablation results for fine-grained explanation in-
formation. The training data for all models is 15K sam-
pled HSK data. The test data is NLPCC. Note that the
BART-Large w/ EXAM (GPT) is equivalent to BART-
Large+Error Types+References+Explanations.

Method ‘ Word-F0_5 Char—Fo“s
BART-Large | 18.30 25.27
Train (No gold) / Test (No gold) 27.17 35.00™
Train (Gold) / Test (No gold) 21.57+ 28.93¢
Train (No gold) / Test (Gold) 25.98+ 37.56"
Train (Gold) / Test (Gold) 43.10" 60.40"
BART-Large w/ EXAM (GPT) |  27.17 35.00

Table 3: The impact of golden annotation information.
The training data is 15K sampled HSK data. The test
data is NLPCC. Note that the BART-Large w/ EXAM
(GPT) is equivalent to Train (No gold) / Test (No gold).

4.3.2 The Impact of Golden Annotation
Information on EXAM

To further explore the performance upperbound of
EXAM, in the process of using LLMs to obtain
the training data and test data of the small model,
we input the golden sentences annotated by the
dataset into the LLMs to observe the performance
changes of the small model. In other words, we
want to observe how the quality of the explanation
information generated by LLMs changes when it
accepts golden sentences as input. In Table 3, we
are surprised to find that when we add golden sen-
tences in the process of LLMs generating training
data or generating test data, the model performance
declines compared to not adding golden sentences
in both processes (i.e., Train (No gold)/ Test (No
gold)). This is an interesting and counter-intuitive
phenomenon, and we think it shows the difference
and gap between the generative paradigm of LLMs
and the golden sentences annotated in the dataset.
If LLMs are only allowed to see golden sentences
during training or testing, this will cause the ex-
planation information generated by LLMs to be
very different from what it tends to generate on its
own, resulting in a gap between the training and
test data of the small model, which leads to per-
formance degradation of small models. Therefore,
we can also understand why there is a huge per-
formance gain when inputting golden sentences to
LLMs in both training and testing processes. In this
case, LLMs generate sentences similar to golden
sentences in both training data and test data.

64.38¢3 46

mmm Traditional Evaluation
SEE Evaluation
mmm Human Evaluation

BART-Large BART-Large w/ EXAM (Qwen) Qwen-72B-Chat

Figure 4: Human evaluation results. The training data
is 15K sampled HSK data. The test data is 200 sampled
NLPCC data. The traditional metric is Char-F 5.

4.3.3 Human Evaluation for SEE

The design motivation of SEE is to use LLMs to
bring evaluation more consistent with the human
perspective to CGEC. Therefore, we conduct hu-



Error Sentence

XBORATATHERR), BRRWERE, B5E . D&, AHRTERE.

Golden Sentence

XBOEREERR, RRIERE, HEE . L&, WM aEbk.

This paragraph is reasonable. Although it is dark now, if we wait and endure, the light will come.

Error Type bR, AR

GPT-3.5-Turbo

Misuse of punctuation, mixed sentence structures

Reference

S R LA 7
GPT-3.5-Turbo XBEELEHA]

RIRPERRE, BEE . BF, SEHRERDN.

Explanation
GPT-3.5-Turbo

FEXNAIFH, BhAARA M GEE R, A ARAREE,
FETANEERNE, BAROZGER, TR% R R AR .

TIETUAR, ZHANE
Redundant words, illogical logic

Error Type
Qwen-72B-Chat

XBEG A
. e R EIRR -

Reference
Qwen-72B-Chat

. BRI ., B -

Explanation

-72B-Chat N S L
Quen R e S

“CREAN S FEENERR X BAE IR S, &R TR - RO AEA 1
R T HE, CRRIAERR, HEE . D&, EUKEPRI B Z S HER

Table 4: We mark changes made by LLMs in

man evaluation experiments to observe whether
SEE or traditional metrics are closer to human.
Specifically, we randomly select 200 test sam-
ples from NLPCC, then require three annotators to
judge the correction results of models separately,
and calculate the average P/R/Fy 5 scores of human
evaluation based on the three annotators’ judgment
results. From Figure 4, we see that: (1) For various
models, SEE’s evaluation is closer to human evalu-
ation than traditional evaluation, which shows that
our designed SEE can more realistically measure
the CGEC performance than traditional evaluation.
(2) SEE’s evaluation of LLMs differs very little
from human evaluation, indicating that SEE is more
suitable for the evaluation of LLMs. (3) Unlike the
cases where evaluation results for small models
fall below human evaluation, SEE’s evaluation of
LLMs can slightly surpasses human evaluation re-
sults. This is because SEE relies on another LLM
(i.e., GPT-4-Turbo) for its evaluation process,
indicating better understanding among LLMs.

4.4 Case Observation

To verify the correctness of our motivation for
using LL.Ms as explainers, and to demonstrate
the explanation information generated by EXAM,
we give cases in Table 4 of GPT-3.5-Turbo
and Qwen-72B-Chat acting as the explainer re-
spectively. We can see from Table 4 that, al-
though the two LLMs make different error-type
judgments, they both give their own reasonable
explanations for their error-type judgments. Re-
garding the reference corrections they give, we

and poor explanations given by LLMs in red.

see that Qwen—-72B-Chat prefers free genera-
tion compared to GPT-3.5-Turbo. Of course,
we think the corrected sentence generated by
Qwen-72B-Chat is more fluent and reasonable.
For the explanations of grammatical errors made
in the wrong sentence, we can see that both LLMs
give quality explanations to a certain extent. Al-
though there are some minor flaws, on the whole,
they can give explanations that can be helpful for
humans or small models to be enhanced. Addition-
ally, we also provide more cases in which LLMs
do explanations and evaluations in the form of data
supplementary materials.

5 Conclusion

In this paper, focusing on the dilemma that LLMs
cannot achieve satisfactory results as correctors on
CGEC, we rethink how LLMs should be effectively
utilized in the CGEC task. To fully exploit the rich
grammatical knowledge and powerful semantic un-
derstanding ability of LLMs, and bypass the main
reason why the LL.Ms corrector is not suitable for
the CGEC task, that is, the minimum change prin-
ciple, we propose the training framework EXAM
that uses LLMs as explainers to enhance CGEC
small models, and the novel evaluation method
SEE that utilizes LLMs as evaluators to give more
reasonable evaluation of the CGEC task. Exten-
sive empirical results and analyses show that our
work is a meaningful exploration of how LLMs
and small models can coexist and make progress
together on downstream tasks such as CGEC.



Limitations

Currently, the main limitation of our work is the
scope of the languages. As we all know, GEC in
various languages has its application significance,
so it is valuable to apply our methods to other lan-
guages further. The main reason why we did not
apply our methods to languages such as English is
that there are many differences in the types of gram-
matical errors and grammatical rules that CGEC
and EGEC focus on. Therefore, the prompts of
EXAM and SEE need to be re-customized when
applied to the English scenario. The purpose of our
paper is to rethink how LLMs should be appropri-
ately utilized in the GEC field. Changing prompts
to adapt to new languages is not the main technical
contribution and innovation we pursue. In the fu-
ture, to enhance the impact of our work and serve a
wider community, we will expand EXAM and SEE
to the English scenario.

Ethics Statement

The data and models (including LLMs) used in
our experiments are all publicly available academic
resources. We also paid for closed-source LLMs
that require charging for APIs, so there is no ethical
issue about data or models in our work.
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A Implementation Details and
Hyperparameters

The hyperparameter values of the small models
to be enhanced in our experiments are shown in
Table 5. Besides, the loss functions for Seq2Seq
models are the label-smoothed cross-entropy, and
the loss function for Seq2Edit is cross-entropy.

B Our Designed Prompts for EXAM and
SEE

In order to guide LL.Ms to achieve our designed
tasks as we expect, we carefully design the instruc-
tion prompts based on the characteristics of the
CGEC task. The prompts for explanation are as
shown in Figure 5, and the prompts for evaluation
are as shown in Figure 6.

In addition, as mentioned in the main text of this
paper, to make the results generated by LLMs more
accurate, we also input task examples (or demon-
strations) to LLMs to stimulate their In-context
Learning capabilities. Considering that the prompts
with in-context learning examples added are very
long, we upload the prompts with task examples
in the form of software supplementary materials to
facilitate peer review.

C Main Results on NaCGEC

The main results of EXAM and SEE on NaCGEC
are presented in Table 6. Note that the models we
test on NaCGEC are all trained using HSK data.
The HSK data comes from sentences with gram-
matical errors made by foreigners when learning
Chinese, while NaCGEC comes from the gram-
matical errors made by native Chinese speakers in
daily life. Ma et al. have proven that Chinese native
CGEC data such as NaCGEC is more difficult than
CSL data such as HSK because the grammatical
errors made by native speakers are more subtle than
those made by foreigners. Therefore, as shown in
Table 6, when CGEC models trained with HSK
data are tested on NaCGEC, low performance is
understandable and expected.

From Table 6, we can get similar conclusions
as on NLPCC. EXAM can bring stable and com-
petitive enhancements to small models with the
participation of small-scale training data, and the
performance enhanced by EXAM is comparable to
the performance of small models trained with full-
scale data. Meanwhile, SEE can still bring reliable
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evaluation to CGEC models. The experiment on
NaCGEC reflects the robustness of our proposed
EXAM and SEE to different data sources, that is,
they are effective for both CSL CGEC data and
native CGEC data.



Configurations BART-Large mT5-Base GECToR-Chinese
Model type Seq2Seq Seq2Seq Seq2Edit
Epochs 10 10 20 (2 cold epochs)
Batch size 256 256 128
Optimizer Adam Adam Adam
b1 0.9 0.9 0.9
Ba 0.999 0.999 0.999
€ 1x1078 1x 1078 1x 1078
Learning rate 3x 1076 5x107° 1 x 107°(1 x 10~ 3for cold)

Table 5: Hyperparameter values of the small models to be enhanced in our experiments.

Training Data Model Word-Level Character-Level SEE
P R Fos P R Fos P R Fos
None GPT-3.5-Turbo | 13.84 11.67 1335 | 958 9.66 9.59 | 39.65 1217 27.31z
None Qwen-72B-Chat | 14.23 1133 13.53 | 10.32 883 998 | 3255 474  23.14
Sampled (15K) | mT5-Base 538 065 219 | 45 064 203 | 3611 440 14.79
Full (156K) mT5-Base 278 372 293 | 198 317 214 | 1825 820  14.65
Sampled (15K) | w/EXAM (GPT) | 11.06" 4.03" 820" | 8347 351" 6.547 | 3426 8.807 21.70"
Sampled (15K) | w/EXAM (Qwen) | 10517 3.117 7127 | 7.607 2557 544" | 32661 770" 19.817
Sampled (15K) | BART-Large 707 234 504 | 559 215 424 | 2945 596 1646
Full (156K) BART-Large 11.08 407 824 | 939 405 743 | 3934 901  23.52
Sampled (15K) | w/ EXAM (GPT) 10.117 448" 808" | 8.64" 449" 729" | 30.00" 9.50" 20977
Sampled (15K) | w/EXAM (Qwen) | 846" 3527 6.60" | 7.06" 3417 581" | 31227 5997 16.94"
Sampled (15K) | GECToR-Chinese 240 011 046 | 382 019 080 | 2631 3.08 1048
Full (156K) GECToR-Chinese 8.53 112 367 | 422 093 247 | 2789 323 1103
Sampled (15K) | w/EXAM (GPT) | 12.08" 2.197 635" | 926" 1.87" 517" | 30557 4747 14627
Sampled (15K) | w/EXAM (Qwen) | 11.097 2.63" 6.74" | 9.017 196" 524" | 31357 5017 15.28"

Table 6: Performance of various models on the NaCGEC benchmark. Note that 15K and 156K represent the amount
of HSK data. T means that EXAM has improved performance compared to the baselines with the same training data.
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RE-AMEF M B EU BB, AT FOURTHRAHIR, SEHIR, HEHRM
FIEHRERMRT . 2B R ENER.

REZRANKMAGGTE TR FMIERHETUELT, T RTTRRAER. 5
#iR, AEHRPAEERFRERY. R ASENME, MEAEEERRAAPEE
HRERE. RHEERBBEAGRAEEERERARY; ¢ BRBITERHIRAEEE
BEWM AN H, REWERAE TP A B RS RAA LR, BB IE#HaE
UEFR. HTRABBHSBEEMELE, RFE:
D ##Exe HemmMELEHR,
2) XNARBHUEDE EEBEEEAN. EFEA=RZeRET A% HRE.
3) WR-ARERA (edit) FE S MEEEIR, FHEREERIVT: ARG R FE
RAE ROV T RA RO ARABIR, BERER RS EEERATRE.
4 BARERS edit) Al HANHTERE, #HIRARMBEERR,
5) 4IREA "error_type" REERL T ZRHIR KA, B
a) MRIA. FAEXR. FRIEMA;
b) FHREHR. THRAHR, AARTHRCER, &L LEHETHIR;
o WETA. WEEK. FIERA
A HFTE., EELE, HRAPH
o) REH#IR. BXHR, ERTWA
FH—AREL AN, TREALT “HTRERY, “HARER” UL “FRRAER.
6) BTaHEEANMERREN, Z—FH “HMGTRHER” R “AOEARER” .

WERNFERAMEHEA R L P HILE RS EH K
- EEE SR WA IR P ROURR, SFEWEEA [1 2.
- YEFASFRBIAAEM LA FHARE, FHEMEER (.

HIRAA TR EREEWHTHE, T EEE, WRERKEBTETRUAF Y “EL M

#HR,

91 T 46 T

Figure 5: Our designed explanation prompt for EXAM.
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R F M B EMEPEREE, AP XXATHRAEIR, S#ERR, WIEERMGEERER
BB,

HREEFEMLTN G EEGHHR L, FEERGFOFAER. FEHR, AERRVGEHIRE
REWEHMERMESE LR ZWOAY, FEXRAWHERM TN SR EERE,

AR A

{
"error_sentence": & 1EEHIRENATF
"correct_sentence": EFHKIEXMUENSE 4
"edits": list %4, 4 error_sentence ¥HI# IR EfZ A
"predict sentence": FIFMERYTM A, XHFH L @A error sentence By —MEXEIR (L F 3
TR BB RS, BIAKSET error_sentence A FH— 4, RFELE edit FPAHE B E L E
AT S B HI BT

AR A

{
"Correct Edit": bool &, # 2 Ek, BIREFHN N 1, TN A0,
"Wrong Edit": bool 1, #1% predict sentence F4EIRM B IE T AXEHEE M A 1, N H 0.
"Reasonable Edit": bool 8, R edit B IHWMIE, EZHWAEN, WA 1, EMH
0,
"Explanation": R AW H TEME, %HEGENME, MBI LT R wREANN"T".

EE: WAHHAN & EE json BREH

k-

1) W F %84 i ¥ predict_sentence A7 correct_sentence, F# H % 41& X, 5% correct_sentence, ¥|
Wr predict_sentence FEI Xt T error sentence X —fr & W& HIRAFRE T 29 EH,

2) £E % E predict sentence ¥ #1 correct sentence WA TR E, &AW EE HFE— T EHNEE
iR, R E edit Y6 E WA A WL IET predict_sentence 4, N Correct Edit &H 0, H H#—
FHW RS R —NEENMEWRZNT Wrong Edit iTH 1, WRFMZLEGEN, WEFREMBET K
FEHEIH 4, Wrong Edit BH 1; ZJF#IWT predict_sentence ¥ correct_sentence Hy#4 iF 18 2 & #f
BREF M EXAMEERBIR . W RAR R HAEWM EXANR, NH HH Correct Edit MEN 1, &
M0, FHé b rEHRKER

3) Correct Edit: #mRabE#HEAEHYEX MR, WA 1, TNA 0. Wrong Edit: R E edit P
BRAMMIE, EEZAEHAEHNTLANZAENLE, EwREFESEY, NAHRMME, NiZH
1o B A Correct Edit 7 Wrong Edit El 4 1 B91E .

BT A A AT 15

Figure 6: Our designed evaluation prompt of SEE.
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