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Abstract

Recently, Large Language Models (LLMs)001
have been widely studied by researchers for002
their roles in various downstream NLP tasks.003
As a fundamental task in the NLP field, Chi-004
nese Grammatical Error Correction (CGEC)005
aims to correct all potential grammatical errors006
in the input sentences. Previous studies have007
shown that LLMs’ performance as correctors008
on CGEC remains unsatisfactory due to its chal-009
lenging task focus. To promote the CGEC field010
to better adapt to the era of LLMs, we rethink011
the roles of LLMs in the CGEC task so that they012
can be better utilized and explored in CGEC.013
Considering the rich grammatical knowledge014
stored in LLMs and their powerful semantic015
understanding capabilities, we utilize LLMs as016
explainers to provide explanation information017
for the CGEC small models during error cor-018
rection to enhance performance. We also use019
LLMs as evaluators to bring more reasonable020
CGEC evaluations, thus alleviating the troubles021
caused by the subjectivity of the CGEC task.022
In particular, our work is also an active explo-023
ration of how LLMs and small models better024
collaborate in downstream tasks. Extensive ex-025
periments 1 and detailed analyses on widely026
used datasets verify the effectiveness of our027
intuition and the proposed methods.028

1 Introduction029

Large Language Models (LLMs) are undoubtedly030

the hottest stars in the AI and NLP community. Due031

to the unified paradigm for various tasks and amaz-032

ing emergent ability, more and more researchers033

and works have begun to focus on how to better034

apply LLMs to downstream task scenarios, such035

as sequence understanding (Yu et al., 2023), fi-036

nancial analysis (Wu et al., 2023), and medical037

healthcare (Wang et al., 2023).038

In the vast field of Chinese NLP research, Chi-039

nese Grammatical Error Correction (CGEC) has040

1Our code will be made public after peer review.

他拿自己的生命，为了举行了他战斗的诺言。Error Sentence
他拿自己的生命，去履行他关于战斗的诺言。

他用自己的生命履行了他战斗到底的诺言。

他拿自己的生命，为了履行他战斗的诺言。

他用自己的生命履行他战斗时的承诺。

Golden Sentence

Alternative 1

Alternative 2

Alternative 3

“为了举行了他战斗的诺言”使用了“举行”，
动词“举行”不适合与“诺言”搭配，而“履行”
更符合此语境。该部分的句子结构不清晰，
容易引起歧义，应该使用“去履行”这样的搭
配明确动作的目的。

Explanation

Translation Unable to return home, he could only use his  
life to fulfill his promise to fight to the end.

Figure 1: The example of subjectivity and explainability
of CGEC. The explanation is produced by ChatGPT.

long been regarded as a fundamental task (Ma et al., 041

2022). The CGEC task aims to correct all possible 042

grammatical errors in the input sentence, which 043

is challenging because it requires the models to 044

have a comprehensive understanding ability for 045

the complex semantics of the text. In the era of 046

LLMs, some works have explored the possibility 047

of LLMs for CGEC (Fang et al., 2023; Li et al., 048

2023b). Their consensus is that even with super- 049

vised fine-tuning on CGEC data, the performance 050

of LLMs on the CGEC task is still unsatisfactory. 051

The main reason is that the relatively free gener- 052

ation paradigm makes the sentences generated by 053

LLMs often unable to meet the minimum change 054

principle pursued by CGEC. Therefore, adapting 055

and applying LLMs in the CGEC field have en- 056

countered a stagnant dilemma. 057

To address this dilemma, our work rethinks the 058

proper utilization of LLMs to promote the devel- 059

opment of the CGEC field. Overviewing recent 060

GEC research trends, the subjectivity and explain- 061

ability of GEC have received great attention (Ye 062

et al., 2023; Song et al., 2023; Kaneko and Okazaki, 063

2023a). As illustrated in Figure 1, a grammat- 064

ically incorrect sentence often has different cor- 065
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rection methods to keep its meaning unchanged066

and its grammar correct. Therefore, enabling eval-067

uators to perform comprehensively and flexibly068

has always been an unsolved challenge. In ad-069

dition, we also see from Figure 1 that the expla-070

nation of the wrong sentence contains instructive071

information and knowledge for error correction. If072

we can obtain high-quality explanations of wrong073

sentences, it can undoubtedly improve the CGEC074

performance. The basis for high-quality explana-075

tions of ungrammatical sentences is rich grammat-076

ical knowledge, while flexible CGEC evaluation077

requires the evaluator to have comprehensive se-078

mantic understanding capabilities. Intuitively, for079

LLMs, the massive training corpus gives them suffi-080

cient grammatical knowledge, and the emergence081

phenomenon gives them excellent semantic un-082

derstanding capabilities. More importantly, the083

two processes of explanation and evaluation are not084

restricted by the minimum change principle, and085

they can give enough free space to the generation086

paradigm of LLMs.087

Motivated by the above intuitions, we believe088

that LLMs can be leveraged to provide high-089

quality explanations and accurate evaluations for090

small CGEC models. Therefore, we propose091

an EXplanation-AugMented training framework092

(EXAM) and a SEmantic-incorporated Evaluation093

framework (SEE) for CGEC based on LLMs.094

Specifically, (1) EXAM mines broad explanation095

information (including error types, reference cor-096

rections, and error explanations) related to gram-097

matically incorrect sentences from LLMs, and then098

utilizes mined information to enhance the training099

of small models, thereby ultimately improving the100

CGEC performance of small models. (2) SEE re-101

quires LLMs to balance the edits annotated in the102

golden data with the evaluated model’s edits that103

do not alter the original semantics of the input sen-104

tence. This ensures more accurate and comprehen-105

sive evaluation results that consider both grammar106

and semantics.107

Extensive experiments and detailed analyses108

demonstrate the effectiveness and competitiveness109

of our proposed methods. In summary, our techni-110

cal contributions and impacts are in three folds:111

• We propose EXAM, which utilizes LLMs as112

the explainer to enhance the training of small113

models, and SEE, which aims to empower114

the evaluation of more subjective CGEC tasks115

through the intervention of LLMs.116

• For CGEC field, we reposition the roles of 117

LLMs to give full play to the strengths of 118

LLMs and promote the adaptation of LLMs 119

to the CGEC task. 120

• For LLMs community, our work explores 121

collaborative cooperation between LLMs and 122

small models on downstream tasks and, to a 123

certain extent, reveals how LLMs and small 124

models coexist and prosper in the future. 125

2 Related Work 126

In the era of LLMs, considering the superior perfor- 127

mance of LLMs (Liu et al., 2023; Li et al., 2023a), 128

researchers have invested lots of energy in studying 129

LLMs for GEC tasks. 130

First, some works evaluate LLMs on GEC (Fang 131

et al., 2023; Penteado and Perez, 2023; Qu and Wu, 132

2023; Li et al., 2023b; Kwon et al., 2023; Davis 133

et al., 2024). In general, GEC-related tasks are 134

challenging for LLMs. There are many reasons for 135

this challenge, such as the inconvenience caused 136

to LLMs by the minimum change principle. To 137

address the challenges, some researchers also fo- 138

cus on training LLMs on GEC data (Fan et al., 139

2023; Zhang et al., 2023; Su et al., 2023). Still un- 140

satisfactory, even after supervised fine-tuning, the 141

performance of LLMs still cannot prove that LLMs 142

have fully adapted to the GEC field. For exam- 143

ple, the F0.5 scores reported by GrammarGPT (Fan 144

et al., 2023) still do not exceed 40.0. As a re- 145

sult, researchers begin to pay attention to whether 146

LLMs can have other roles in the GEC field, in- 147

stead of directly acting as the corrector. Kaneko 148

and Okazaki (2023b) propose to improve the GEC 149

performance by letting LLMs predict edit spans. 150

Östling et al. (2023) and Sottana et al. (2023) ex- 151

plore the potential of using LLMs as evaluators 152

for English and Swedish GEC tasks. Song et al. 153

(2023) and Kaneko and Okazaki (2023a) propose 154

the new task of grammar error explanation and 155

have proved the ability of LLMs to explain gram- 156

matical error. However, they do not go further to 157

utilize the explanation information in training GEC 158

models. To the best of our knowledge, our work is 159

the first to comprehensively think about and design 160

how to make full use of LLMs in the training and 161

evaluation process of GEC small models. More im- 162

portantly, our work rethinks how LLMs and small 163

models should coexist and progress together in the 164

era of LLMs, contributing their respective strengths 165

to the advancement of downstream tasks. 166
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3 Motivation and Methodology167

3.1 Motivation168

Minimum Change Principle In the long-term169

GEC or CGEC research, the setting followed by170

researchers is the “minimum change principle”,171

that is, an ideal model should be able to convert172

grammatically wrong sentences into correct sen-173

tences with minimal changes or editing costs. How-174

ever, with the development of deep learning and175

Pre-trained Language Models, the enhancement176

of model capabilities has conflicted with this prin-177

ciple because it limits the model’s space for self-178

development to a certain extent. Especially with the179

emergence of LLMs, the performance obtained by180

directly using LLMs to complete the GEC task is181

not satisfactory. Many observations and empirical182

results indicate that the key reason for the unsatis-183

factory performance of LLMs on CGEC is that the184

relatively freer text generation mode of LLMs is185

unsuitable for the GEC task. For example, LLMs186

often produce sentences that are grammatically cor-187

rect and semantically consistent with the erroneous188

input sentence, but the literal text differs signifi-189

cantly from the input sentence. This situation often190

fails in traditional evaluation metrics, resulting in191

the low performance of LLMs.192

LLMs as Explainer Given the limitations of di-193

rectly employing LLMs as correctors due to the194

minimum change principle, can we adopt an alter-195

native approach to leverage LLMs more effectively196

for CGEC and circumvent the constraints imposed197

by this principle? First, let’s consider what humans198

do when they encounter grammatical errors, partic-199

ularly when they are unsure how to correct them.200

The most direct and effective solution is to turn to201

a teacher or grammar reference book. Then, the202

teacher or reference book would give specific ex-203

planations or reasons for grammatical errors to help204

humans make corrections successfully. Drawing205

inspiration from human actions, why can’t we206

consider LLMs as explainers similar to teachers207

or reference books? As mentioned in the previous208

paragraph, the fact that LLMs can generate gram-209

matically correct sentences means that LLMs store210

rich grammatical knowledge. Therefore, we be-211

lieve that if explanations related to error sentences212

can be obtained from LLMs and utilized in the213

training of small models, then these explanations214

embodying grammatical knowledge from LLMs215

can definitely enhance the performance of small216

models. In particular, the role of LLMs as explain- 217

ers does not need to be limited by the minimum 218

change principle, and it is a simple yet effective 219

process for LLMs to use their own grammatical 220

knowledge to explain wrong sentences. 221

LLMs as Evaluator Considering the subjective 222

nature of the CGEC task, a sentence with grammat- 223

ical errors often has different correction methods. 224

We argue that the ideal evaluation that can truly 225

reflect the CGEC performance should consider the 226

correction results given by the model as compre- 227

hensively as possible. As long as the model gives a 228

sentence that is consistent with the original seman- 229

tics of the wrong sentence and has no grammatical 230

errors, then its correction should be considered suc- 231

cessful. Suppose we want to achieve this ideal 232

evaluation from the perspective of dataset construc- 233

tion. In that case, we need to manually annotate the 234

dataset with as many correct reference sentences 235

corresponding to the wrong sentences as possible. 236

However, such an annotation process is expensive 237

and time-consuming. Even though there are already 238

multi-reference datasets such as MuCGEC (Zhang 239

et al., 2022), we still believe that automatic evalua- 240

tion based on such datasets is not flexible enough 241

because the fixed reference correct sentences of 242

the dataset are still limited after all. Motivated 243

by the process of teachers correcting students’ 244

sentences with grammatical errors, why can’t 245

we utilize LLMs as evaluators to play the role 246

of a teacher reviewing grammatical errors? In- 247

tuitively, LLMs not only store rich grammatical 248

knowledge but also have an excellent ability to per- 249

ceive text semantics. Therefore, we believe that 250

they are fully qualified to be flexible and excellent 251

teachers (i.e., evaluators) who review the answers 252

of models in the GEC task. 253

3.2 Explanation-Augmented Training 254

As introduced in the above section, we propose 255

the EXplanation-AugMented training framework 256

(EXAM) (as illustrated in Figure 2) to mine ex- 257

planation information and grammatical knowledge 258

from LLMs and inject them into small models, ul- 259

timately achieving the purpose of using LLMs to 260

enhance the performance of small models. Based 261

on our understanding of the CGEC task, we divide 262

the explanation information (note that the “expla- 263

nation” we consider here is the LLMs analysis of 264

wrong sentences in a broad sense) we want to ob- 265

tain from LLMs into three categories: 266
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Error Sentences Frozen LLMs

Error Types

References

Explanations

Golden Sentences

Prompts

Small Models
Enhanced

Seq2Seq

Seq2EditExplain Train

}Training Pairs

Evaluated Sentences

Prompts

}Evaluating Edits

Frozen LLMs

Evaluate

Correct Edit
Wrong Edit

Reasonable Edit
Total Edit Number

Calculate

P
R

F0.5

Explanation Augmented Training

Semantic Incorporated Evaluation

Figure 2: Our designed frameworks of EXAM and SEE.

Error Types We think that if the CGEC model267

knows the type of grammatical errors made in the268

sentence to be corrected, this will help it reduce269

the search scope when correcting errors, thereby270

helping it to make better corrections. Therefore, we271

ask LLMs to give the error types based on the input272

error sentences. Specifically, we pre-define types273

of common grammatical errors involving punctu-274

ation errors, spelling errors, word errors, syntax275

errors, etc. Then, we provide the defined error type276

schema along with the prompt to the LLMs, re-277

quiring them to choose only among the types we278

specified in the instruction prompt.279

References We observe that LLMs have a partic-280

ular ability to generate correct sentences based on281

wrong sentences, but the sentences they generate282

are not very controllable. Although the corrected283

sentences by LLMs cannot be used as the final re-284

sult, we think they must be used as intermediate285

references for small models! Utilizing corrections286

from LLMs as references can provide valuable cues287

for the small models, thereby enhancing their per-288

formance. Therefore, we also guide LLMs to make289

corrections they think are reasonable for the wrong290

sentences and send the corrections provided by291

LLMs as references to the small model.292

Explanations To obtain high-quality explana-293

tions from LLMs, we define three dimensions of294

criteria to constrain LLMs: (1) Fluency aims to en-295

sure that the explanation text generated by LLMs296

has no grammatical errors and is fluent in expres-297

sion; (2) Rationality requires LLMs to explain298

grammatical errors as humanly as possible; (3) 299

Comprehensiveness is to ensure that all grammati- 300

cal errors in the wrong sentences can be explained 301

as much as possible. Additionally, we also ask 302

LLMs to rank multiple grammatical errors in a sen- 303

tence according to error severity, that is, to generate 304

explanations for important errors first. 305

After LLMs explain the samples in the dataset, 306

we concat the obtained error types, references, and 307

explanations to the front of the original input sen- 308

tences, and then send contacted text to the small 309

CGEC models to participate in their training or 310

inference. In summary, the design of EXAM is 311

simple and intuitive. LLMs and small models 312

each perform their respective duties and give 313

full play to their advantages. The stored gram- 314

matical knowledge of LLMs is mined without ad- 315

ditional fine-tuning. The small models take ad- 316

vantage of the alignment of supervised learning to 317

downstream tasks with low training costs and ob- 318

tain guidance from LLMs’ task-related knowledge. 319

3.3 Semantic-incorporated Evaluation 320

To alleviate the dilemma that traditional CGEC 321

evaluation cannot flexibly adapt to the subjective 322

characteristic of CGEC because they rely entirely 323

on dataset annotation, we design the SEmantic- 324

incorporated Evaluation framework (SEE) which 325

utilizes LLMs to comprehensively evaluate CGEC 326

by considering complex semantics. 327

Specifically, we first perform comparison and 328

alignment preprocessing based on the texts of er- 329

ror sentences and predicted sentences to obtain the 330
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predicted edits of the predicted text compared to331

the wrong sentences. We then require LLMs to332

evaluate each predicted edit in three dimensions333

based on grammatical analysis and semantic under-334

standing of error sentences, golden sentences, and335

predicted sentences: (1) Correct Edit (NCE) means336

that LLMs judge that the predicted edit is effective337

in correcting the grammatical errors of the origi-338

nal sentence. (2) Wrong Edit (NWE) means that339

LLMs determine that the predicted edit is invalid340

and cannot correct grammatical errors. (3) Reason-341

able Edit (NRE) refers to model edits that are not342

included in golden annotations, but these edits do343

not cause new grammatical errors and do not affect344

the original semantics of the sentence. Usually, this345

type of edit involves some intonation particles and346

might be incorrectly classified as an incorrect edit347

by traditional metrics because it is not accounted348

for in the dataset annotations. From these three349

dimensions we design, we can know that different350

from traditional evaluation indicators, LLMs351

do not need precise text matching to determine352

whether the predicted edit exists in the golden353

edit set to further determine whether this pre-354

dicted edit is valid. The judgment of LLMs is355

more flexible and takes into account the seman-356

tics of the text more comprehensively. In addi-357

tion, it is worth mentioning that to make LLMs’358

judgment on edits more accurate, we also input the359

explanation information obtained in EXAM into360

LLMs at the same time when SEE evaluates.361

现在人们会认为中国，持别是北京，没有“自然”的感觉。

现在人们会认为中国，特别是北京，没有“自然”的感觉。

现在人们会认为中国，尤其是北京，没有“自然”的感觉了。

Wrong Sentence

Golden Sentence

Predicted Sentence

{ }Golden Edits 持别→特别 { }Predicted Edits 持别→尤其，感觉→感觉了

TP = 0 FP = 2

持别→尤其

感觉→感觉了

TP + FN = 1
P = 0 R = 0

F0.5 = 0

持别→尤其

感觉→感觉了

Correct Edit
Reasonable Edit

NCE = 1 NWE = 0
NRE = 1
P = 1 R = 1

F0.5 = 1

Ngolden = 1

Traditional Evaluation SEE Evaluation

Figure 3: The comparison examples of evaluation.

Based on the above three values derived from362

LLMs, we can calculate Precision, Recall, and F0.5363

scores as follows:364

P =
NCE

NCE +NWE
, (1)365

R =
NCE

Ngolden
, (2)366

F0.5 =
(1 + 0.52)× P × R

0.52 × P + R
, (3) 367

where Ngolden is the length of the golden edit set 368

for the wrong sentence. The F0.5 score is widely 369

used in GEC-related studies because GEC is an 370

application that pays more attention to precision. 371

Furthermore, to better explain the mechanism of 372

SEE, we provide an evaluation example in Figure 3. 373

To enable LLMs to perform the tasks we de- 374

sign for EXAM and SEE, while we input prompts 375

into LLMs, we also input task demonstration exam- 376

ples to LLMs to make them follow our instructions 377

more through in-cotext learning. Due to the limita- 378

tion of pages, the specific contents of our designed 379

prompts for instructing LLMs to accomplish corre- 380

sponding goals are presented in Appendix B. 381

4 Experiments 382

4.1 Experiment Setup 383

Datasets We mainly use the HSK dataset (Zhang, 384

2009) as training data. In our experiments, there 385

are two settings for the use of training data: (1) Full 386

HSK data, that is, using all 156,870 samples for 387

model training; (2) Sampled HSK data, we ran- 388

domly sample approximately 10% of the HSK data, 389

that is, 15,000 samples for model training. In terms 390

of test data, the CGEC data can be divided into 391

two types of test data according to the source of 392

the grammatical error sentences, namely Chinese- 393

as-Second-Language (CSL) and Chinese native 394

speaker data. To ensure the breadth of our experi- 395

ment, we select the NLPCC test data (Zhao et al., 396

2018) which is the CSL data, and the NaCGEC 397

benchmark (Ma et al., 2022) which is Chinese na- 398

tive speaker data as the test sets of our experiment. 399

The NLPCC test data contains 2,000 samples and 400

NaCGEC contains 5,869 wrong sentences. 401

Evaluation Metrics To ensure the comparability 402

of our experiments with previous CGEC works, in 403

addition to using our own designed SEE to evaluate 404

P/R/F0.5, we also report the widely used traditional 405

word/character-level P/R/F0.5. Particularly, as in 406

the previous work (Zhang et al., 2022), we also 407

apply the MaxMatch scorer (Dahlmeier and Ng, 408

2012) and PKUNLP word segmentation tool (Zhao 409

et al., 2018) to obtain the word-level performance. 410

Therefore, to verify the effectiveness of our de- 411

signed EXAM, we also conduct human evalua- 412

tion experiments to provide the real performance 413

of the models from a human perspective. 414
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Training Data Model Word-Level Character-Level SEE
P R F0.5 P R F0.5 P R F0.5

None GPT-3.5-Turbo 24.36 28.01 25.01 27.71 29.19 27.99 53.82 30.14 46.51
None Qwen-72B-Chat 27.88 32.85 28.75 32.42 34.97 32.90 67.20 35.01 56.76

Sampled (15K) mT5-Base 16.10 8.93 13.87 30.25 8.77 20.30 58.36 9.89 29.47
Full (156K) mT5-Base 24.08 16.74 22.14 38.37 17.14 30.75 67.37 19.37 45.05
Sampled (15K) w/ EXAM (GPT) 25.21↑ 17.76↑ 23.26↑ 39.04↑ 18.16↑ 31.74↑ 69.29↑ 20.27↑ 46.70↑

Sampled (15K) w/ EXAM (Qwen) 26.41↑ 20.57↑ 25.00↑ 38.76↑ 21.81↑ 33.55↑ 69.76↑ 22.63↑ 49.25↑

Sampled (15K) BART-Large 19.46 14.77 18.30 32.07 13.67 25.27 62.94 12.18 34.33
Full (156K) BART-Large 28.35 22.30 26.89 39.10 22.75 34.19 63.16 17.31 41.29
Sampled (15K) w/ EXAM (GPT) 28.33↑ 23.38↑ 27.17↑ 39.61↑ 23.87↑ 35.00↑ 68.55↑ 23.31↑ 49.38↑

Sampled (15K) w/ EXAM (Qwen) 27.91↑ 22.24↑ 26.55↑ 40.01↑ 22.90↑ 34.81↑ 62.94↑ 22.18↑ 46.02↑

Sampled (15K) GECToR-Chinese 10.85 6.40 9.53 29.49 4.65 14.26 55.60 4.41 16.74
Full (156K) GECToR-Chinese 18.26 10.99 16.12 27.03 11.99 21.60 48.32 12.21 30.36
Sampled (15K) w/ EXAM (GPT) 18.09↑ 12.74↑ 16.69↑ 27.53↑ 12.71↑ 22.32↑ 49.46↑ 12.05↑ 30.51↑

Sampled (15K) w/ EXAM (Qwen) 17.31↑ 12.06↑ 15.92↑ 25.95↑ 11.63↑ 20.82↑ 48.98↑ 11.49↑ 29.63↑

Table 1: Performance of various models on the NLPCC test set. Note that 15K and 156K represent the amount of
HSK data. ↑ means that EXAM has improved performance compared to the baselines with the same training data.

Baselines and Base Models The current main-415

stream CGEC models are mainly divided into two416

categories, namely Seq2Seq and Seq2Edit models.417

Since our EXAM framework is model-agnostic, we418

select the representative Seq2Seq and Seq2Edit419

models as baselines: (1) BART-Large (Katsumata420

and Komachi, 2020) and mT5-Base (Xue et al.,421

2021) are Seq2Seq models for text generation and422

can be straightforwardly trained for CGEC; (2)423

GECToR-Chinese (Omelianchuk et al., 2020) is424

the most widely used Seq2Edit method for CGEC.425

In addition, we select GPT-3.5-Turbo (Ope-426

nAI, 2023) and Qwen-72B-Chat (Alibaba,427

2023) as the explainer-LLMs respectively. As for428

the evaluator-LLMs in SEE, we recommend the429

most advanced GPT-4-Turbo (OpenAI, 2023).430

Implementation Details We utilize Chinese-431

BART-Large (Shao et al., 2021), Mengzi-T5-Base432

(Chinese) (Zhang et al., 2021), Chinese-Struct-Bert-433

Large (Wang et al., 2020) to initialize small mod-434

els. For open-source LLMs, we run their inference435

process on 4 NVIDIA A100 GPUs. For closed-436

source LLMs, we directly access them through the437

official APIs. It is worth noting that in all our re-438

ported experiments, EXAM provides only one error439

type/reference/explanation information for each in-440

correct sentence. Because our experiments are only441

verification experiments, for better performance,442

researchers can obtain more explanation informa-443

tion to enhance the small models in EXAM. The444

specific prompts used by our method are in Ap-445

pendix B, and other implementation details and446

hyperparameter selection are in Appendix A.447

4.2 Main Results 448

Our main results on NLPCC are presented in Ta- 449

ble 1, we also provide main results and analyses on 450

NaCGEC in Appendix C and Table 6. 451

Main Results of EXAM From Table 1, we can 452

know that: (1) With the same amount of training 453

data, EXAM generally brings significant improve- 454

ments to all baselines under all evaluation metrics. 455

(2) With only 10% of the labeled training data, 456

small models enhanced by EXAM achieve perfor- 457

mance equivalent to or better than that of train- 458

ing with the full amount of data. (3) The model- 459

agnostic nature of EXAM enables it to bring stable 460

gains no matter what LLMs are selected, or for 461

small models of Large/Base scale. 462

Main Results of SEE From Table 1, we see that: 463

(1) The evaluation results of SEE are basically 464

consistent in trend with traditional metrics, which 465

shows the correctness of SEE. (2) Especially for 466

the results of LLMs, we observe that SEE achieves 467

a huge numerical difference from the results ob- 468

tained by traditional metrics, which indicates that 469

SEE is more suitable for GEC evaluation in the 470

era of LLMs. Note that the base model of SEE is 471

GPT-4-Turbo, which is different from the eval- 472

uated LLMs, so it will not cause unfair evaluation. 473

4.3 Analyses and Discussion 474

4.3.1 The Impact of Fine-grained Explanation 475

Information on EXAM 476

The main results of EXAM are obtained 477

jointly from three kinds of information error 478
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types/references/explanations from LLMs, so it is479

necessary for us to conduct ablation studies on the480

three kinds of information to observe their respec-481

tive contributions to EXAM. As shown in Table 2,482

we conduct ablation experiments on NLPCC test483

data with GPT-3.5-Turbo as the base model of484

EXAM and BART-Large as the enhanced small485

model. We can see that each type of information486

can bring significant improvements to BART-Large487

when executed individually, demonstrating the cor-488

rectness of our choice of obtaining information489

from LLMs. In particular, the references have the490

greatest improvement for the small model, which491

shows that the correction results made by LLMs492

can bring good reference and guidance to the small493

model, and a good reference correction result can494

bring the most direct gain to the small model. Fur-495

thermore, we see that when various types of in-496

formation are used in pairs, performance can be497

further improved compared to individual informa-498

tion. This shows that the compatibility between499

the three types of information we designed is very500

good and would not affect each other.501

Method Word-F0.5 Char-F0.5

BART-Large 18.30 25.27

+ Error Types 21.74↑ 29.12↑

+ References 23.88↑ 33.49↑

+ Explanations 21.52↑ 29.84
+ Error Types + References 24.21↑ 33.66↑

+ Error Types + Explanations 23.29↑ 32.54↑

+ References + Explanations 25.18↑ 33.74↑

BART-Large w/ EXAM (GPT) 27.17 35.00

Table 2: Ablation results for fine-grained explanation in-
formation. The training data for all models is 15K sam-
pled HSK data. The test data is NLPCC. Note that the
BART-Large w/ EXAM (GPT) is equivalent to BART-
Large+Error Types+References+Explanations.

Method Word-F0.5 Char-F0.5

BART-Large 18.30 25.27

Train (No gold) / Test (No gold) 27.17− 35.00−

Train (Gold) / Test (No gold) 21.57↓ 28.93↓

Train (No gold) / Test (Gold) 25.98↓ 37.56↑

Train (Gold) / Test (Gold) 43.10↑ 60.40↑

BART-Large w/ EXAM (GPT) 27.17 35.00

Table 3: The impact of golden annotation information.
The training data is 15K sampled HSK data. The test
data is NLPCC. Note that the BART-Large w/ EXAM
(GPT) is equivalent to Train (No gold) / Test (No gold).

4.3.2 The Impact of Golden Annotation 502

Information on EXAM 503

To further explore the performance upperbound of 504

EXAM, in the process of using LLMs to obtain 505

the training data and test data of the small model, 506

we input the golden sentences annotated by the 507

dataset into the LLMs to observe the performance 508

changes of the small model. In other words, we 509

want to observe how the quality of the explanation 510

information generated by LLMs changes when it 511

accepts golden sentences as input. In Table 3, we 512

are surprised to find that when we add golden sen- 513

tences in the process of LLMs generating training 514

data or generating test data, the model performance 515

declines compared to not adding golden sentences 516

in both processes (i.e., Train (No gold)/ Test (No 517

gold)). This is an interesting and counter-intuitive 518

phenomenon, and we think it shows the difference 519

and gap between the generative paradigm of LLMs 520

and the golden sentences annotated in the dataset. 521

If LLMs are only allowed to see golden sentences 522

during training or testing, this will cause the ex- 523

planation information generated by LLMs to be 524

very different from what it tends to generate on its 525

own, resulting in a gap between the training and 526

test data of the small model, which leads to per- 527

formance degradation of small models. Therefore, 528

we can also understand why there is a huge per- 529

formance gain when inputting golden sentences to 530

LLMs in both training and testing processes. In this 531

case, LLMs generate sentences similar to golden 532

sentences in both training data and test data. 533

BART-Large BART-Large w/ EXAM (Qwen) Qwen-72B-Chat
0

10

20

30

40

50

60

F0
.5

29.99

44.22
41.66

39.29

55.37

64.38

42.52

58.23

63.46Traditional Evaluation
SEE Evaluation
Human Evaluation

Figure 4: Human evaluation results. The training data
is 15K sampled HSK data. The test data is 200 sampled
NLPCC data. The traditional metric is Char-F0.5.

4.3.3 Human Evaluation for SEE 534

The design motivation of SEE is to use LLMs to 535

bring evaluation more consistent with the human 536

perspective to CGEC. Therefore, we conduct hu- 537
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Error Sentence 这段话给我们有道理的，虽然现在黑暗，但等着、忍着，光明会到来的。

Golden Sentence 这段话是有道理的，虽然现在黑暗，但等着、忍着，光明就会到来。
This paragraph is reasonable. Although it is dark now, if we wait and endure, the light will come.

Error Type 标点误用，句式杂糅
GPT-3.5-Turbo Misuse of punctuation, mixed sentence structures

Reference
这段话给我们的道理：虽然现在黑暗，但等着、忍着，光明会到来的。GPT-3.5-Turbo

Explanation 在这个句子中，动词“给我们”和“有道理”成分赘余，此处改为“给我们的道理”，
GPT-3.5-Turbo 并且下句为道理的内容，因此不应该使用“，”而应该使用表示承接的“：”。

Error Type 词语冗余,逻辑不通
Qwen-72B-Chat Redundant words, illogical logic

Reference 这段话给我们提供了有道理的启示，虽然现在处于黑暗时期，但只要坚持等待、
Qwen-72B-Chat 忍受，光明总会到来的。

Explanation “给我们”与“有道理的”都表示“这段话”的意义，造成了词语冗余。应将“给我们”改

Qwen-72B-Chat
为“提供了”。接着，“虽然现在黑暗，但等着、忍着，光明会到来的”缺乏逻辑连贯
性，应补充关联词语“虽然”。

Table 4: We mark changes made by LLMs in orange and poor explanations given by LLMs in red.

man evaluation experiments to observe whether538

SEE or traditional metrics are closer to human.539

Specifically, we randomly select 200 test sam-540

ples from NLPCC, then require three annotators to541

judge the correction results of models separately,542

and calculate the average P/R/F0.5 scores of human543

evaluation based on the three annotators’ judgment544

results. From Figure 4, we see that: (1) For various545

models, SEE’s evaluation is closer to human evalu-546

ation than traditional evaluation, which shows that547

our designed SEE can more realistically measure548

the CGEC performance than traditional evaluation.549

(2) SEE’s evaluation of LLMs differs very little550

from human evaluation, indicating that SEE is more551

suitable for the evaluation of LLMs. (3) Unlike the552

cases where evaluation results for small models553

fall below human evaluation, SEE’s evaluation of554

LLMs can slightly surpasses human evaluation re-555

sults. This is because SEE relies on another LLM556

(i.e., GPT-4-Turbo) for its evaluation process,557

indicating better understanding among LLMs.558

4.4 Case Observation559

To verify the correctness of our motivation for560

using LLMs as explainers, and to demonstrate561

the explanation information generated by EXAM,562

we give cases in Table 4 of GPT-3.5-Turbo563

and Qwen-72B-Chat acting as the explainer re-564

spectively. We can see from Table 4 that, al-565

though the two LLMs make different error-type566

judgments, they both give their own reasonable567

explanations for their error-type judgments. Re-568

garding the reference corrections they give, we569

see that Qwen-72B-Chat prefers free genera- 570

tion compared to GPT-3.5-Turbo. Of course, 571

we think the corrected sentence generated by 572

Qwen-72B-Chat is more fluent and reasonable. 573

For the explanations of grammatical errors made 574

in the wrong sentence, we can see that both LLMs 575

give quality explanations to a certain extent. Al- 576

though there are some minor flaws, on the whole, 577

they can give explanations that can be helpful for 578

humans or small models to be enhanced. Addition- 579

ally, we also provide more cases in which LLMs 580

do explanations and evaluations in the form of data 581

supplementary materials. 582

5 Conclusion 583

In this paper, focusing on the dilemma that LLMs 584

cannot achieve satisfactory results as correctors on 585

CGEC, we rethink how LLMs should be effectively 586

utilized in the CGEC task. To fully exploit the rich 587

grammatical knowledge and powerful semantic un- 588

derstanding ability of LLMs, and bypass the main 589

reason why the LLMs corrector is not suitable for 590

the CGEC task, that is, the minimum change prin- 591

ciple, we propose the training framework EXAM 592

that uses LLMs as explainers to enhance CGEC 593

small models, and the novel evaluation method 594

SEE that utilizes LLMs as evaluators to give more 595

reasonable evaluation of the CGEC task. Exten- 596

sive empirical results and analyses show that our 597

work is a meaningful exploration of how LLMs 598

and small models can coexist and make progress 599

together on downstream tasks such as CGEC. 600
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Limitations601

Currently, the main limitation of our work is the602

scope of the languages. As we all know, GEC in603

various languages has its application significance,604

so it is valuable to apply our methods to other lan-605

guages further. The main reason why we did not606

apply our methods to languages such as English is607

that there are many differences in the types of gram-608

matical errors and grammatical rules that CGEC609

and EGEC focus on. Therefore, the prompts of610

EXAM and SEE need to be re-customized when611

applied to the English scenario. The purpose of our612

paper is to rethink how LLMs should be appropri-613

ately utilized in the GEC field. Changing prompts614

to adapt to new languages is not the main technical615

contribution and innovation we pursue. In the fu-616

ture, to enhance the impact of our work and serve a617

wider community, we will expand EXAM and SEE618

to the English scenario.619

Ethics Statement620

The data and models (including LLMs) used in621

our experiments are all publicly available academic622

resources. We also paid for closed-source LLMs623

that require charging for APIs, so there is no ethical624

issue about data or models in our work.625
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A Implementation Details and820

Hyperparameters821

The hyperparameter values of the small models822

to be enhanced in our experiments are shown in823

Table 5. Besides, the loss functions for Seq2Seq824

models are the label-smoothed cross-entropy, and825

the loss function for Seq2Edit is cross-entropy.826

827

B Our Designed Prompts for EXAM and828

SEE829

In order to guide LLMs to achieve our designed830

tasks as we expect, we carefully design the instruc-831

tion prompts based on the characteristics of the832

CGEC task. The prompts for explanation are as833

shown in Figure 5, and the prompts for evaluation834

are as shown in Figure 6.835

In addition, as mentioned in the main text of this836

paper, to make the results generated by LLMs more837

accurate, we also input task examples (or demon-838

strations) to LLMs to stimulate their In-context839

Learning capabilities. Considering that the prompts840

with in-context learning examples added are very841

long, we upload the prompts with task examples842

in the form of software supplementary materials to843

facilitate peer review.844

C Main Results on NaCGEC845

The main results of EXAM and SEE on NaCGEC846

are presented in Table 6. Note that the models we847

test on NaCGEC are all trained using HSK data.848

The HSK data comes from sentences with gram-849

matical errors made by foreigners when learning850

Chinese, while NaCGEC comes from the gram-851

matical errors made by native Chinese speakers in852

daily life. Ma et al. have proven that Chinese native853

CGEC data such as NaCGEC is more difficult than854

CSL data such as HSK because the grammatical855

errors made by native speakers are more subtle than856

those made by foreigners. Therefore, as shown in857

Table 6, when CGEC models trained with HSK858

data are tested on NaCGEC, low performance is859

understandable and expected.860

From Table 6, we can get similar conclusions861

as on NLPCC. EXAM can bring stable and com-862

petitive enhancements to small models with the863

participation of small-scale training data, and the864

performance enhanced by EXAM is comparable to865

the performance of small models trained with full-866

scale data. Meanwhile, SEE can still bring reliable867

evaluation to CGEC models. The experiment on 868

NaCGEC reflects the robustness of our proposed 869

EXAM and SEE to different data sources, that is, 870

they are effective for both CSL CGEC data and 871

native CGEC data. 872
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Configurations BART-Large mT5-Base GECToR-Chinese
Model type Seq2Seq Seq2Seq Seq2Edit

Epochs 10 10 20 (2 cold epochs)
Batch size 256 256 128
Optimizer Adam Adam Adam

β1 0.9 0.9 0.9
β2 0.999 0.999 0.999
ϵ 1× 10−8 1× 10−8 1× 10−8

Learning rate 3× 10−6 5× 10−5 1× 10−5(1× 10−3for cold)

Table 5: Hyperparameter values of the small models to be enhanced in our experiments.

Training Data Model Word-Level Character-Level SEE
P R F0.5 P R F0.5 P R F0.5

None GPT-3.5-Turbo 13.84 11.67 13.35 9.58 9.66 9.59 39.65 12.17 27.31z
None Qwen-72B-Chat 14.23 11.33 13.53 10.32 8.83 9.98 32.55 4.74 23.14

Sampled (15K) mT5-Base 5.38 0.65 2.19 4.5 0.64 2.03 36.11 4.40 14.79
Full (156K) mT5-Base 2.78 3.72 2.93 1.98 3.17 2.14 18.25 8.20 14.65
Sampled (15K) w/ EXAM (GPT) 11.06↑ 4.03↑ 8.20↑ 8.34↑ 3.51↑ 6.54↑ 34.26↓ 8.80↑ 21.70↑

Sampled (15K) w/ EXAM (Qwen) 10.51↑ 3.11↑ 7.12↑ 7.60↑ 2.55↑ 5.44↑ 32.66↓ 7.70↑ 19.81↑

Sampled (15K) BART-Large 7.07 2.34 5.04 5.59 2.15 4.24 29.45 5.96 16.46
Full (156K) BART-Large 11.08 4.07 8.24 9.39 4.05 7.43 39.34 9.01 23.52
Sampled (15K) w/ EXAM (GPT) 10.11↑ 4.48↑ 8.08↑ 8.64↑ 4.49↑ 7.29↑ 30.00↑ 9.50↑ 20.97↑

Sampled (15K) w/ EXAM (Qwen) 8.46↑ 3.52↑ 6.60↑ 7.06↑ 3.41↑ 5.81↑ 31.22↑ 5.99↑ 16.94↑

Sampled (15K) GECToR-Chinese 2.40 0.11 0.46 3.82 0.19 0.80 26.31 3.08 10.48
Full (156K) GECToR-Chinese 8.53 1.12 3.67 4.22 0.93 2.47 27.89 3.23 11.03
Sampled (15K) w/ EXAM (GPT) 12.08↑ 2.19↑ 6.35↑ 9.26↑ 1.87↑ 5.17↑ 30.55↑ 4.74↑ 14.62↑

Sampled (15K) w/ EXAM (Qwen) 11.09↑ 2.63↑ 6.74↑ 9.01↑ 1.96↑ 5.24↑ 31.35↑ 5.01↑ 15.28↑

Table 6: Performance of various models on the NaCGEC benchmark. Note that 15K and 156K represent the amount
of HSK data. ↑ means that EXAM has improved performance compared to the baselines with the same training data.
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你是一个优秀的语法纠错解释模型，能针对中文文本中的标点错误、拼写错误、词语错误和

句法错误等提供流畅、合理且忠实的解释。 

 

你需要识别我输入的句子中可能含有的语法错误并纠正句子，对错误句中的标点错误、拼写

错误、词语错误和句法错误等提供流畅、合理且忠实的解释，解释包括语法错误类型和解释

描述信息。流畅性要求解释本身没有语法错误且表达流畅；合理性要求对语法错误的解释是

能被人们接受的；忠实性要求对句子中所有语法错误都有对应解释，且解释能对应正确句的

纠正方式。为了提升解释的合理性和忠实性，你需要： 

1） 提供充分且全面的纠正证据词。 

2） 必须根据纠正句给出合理的语法规则。最好使用三段论推理方式给出解释。 

3） 如果一处编辑改动(edit)存在多个语法错误，请按照优先级顺序：句法级别错误>词语

级别错误>拼写级别错误>标点级别错误，选择优先级最高的语法错误进行解释。 

4） 每个编辑改动(edit)分别给出相应的严重程度、错误类型和解释描述。 

5） 错误类型"error_type"只能是以下二级错误类型，即： 

a) 标点冗余、标点丢失、标点误用； 

b) 字音混淆错误、字形混淆错误、词内部字符异位错误、命名实体拼写错误； 

c) 词语冗余、词语丢失、词语误用 

d) 词序不当、逻辑不通、句式杂糅 

e) 照应错误、歧义错误、语气不协调 

中的一个或者多个，不能单纯写“句子级错误”，“词级错误”以及“标点级别错误”。 

6） 当不能确定是那个错误类型时，统一写为“其他句子级错误”或者“其他词级错误”。 

 

请注意你需要强调解释描述信息中的证据词和纠正方式： 

- 证据词必须是出现在错误句中的文本段，并且前后使用【】包围。 

- 纠正方式必须是出现在纠正句中的文本段，并且前后使用{}包围。 

 

错误类型严格按照给出的进行解释，不可自主捏造，如果错误类型都无法匹配则标为“其他

错误”。 

 

现在开始解释： 

 

Figure 5: Our designed explanation prompt for EXAM.
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你是一个优秀的语法纠错评估模型，能针对中文文本中的标点错误、拼写错误、词语错误和句法错误等提

供准确的评估。 

 

你需要仔细对比预测句和参考句的前提上，对原错误句中的标点错误、拼写错误、词语错误和句法错误等

是否被正确纠正提供合理且忠实的判断，并且对没有的被正确纠正的部分提供合理解释。 

 

输入格式为： 

``` 

{ 

"error_sentence": 含有语法错误的句子 

"correct_sentence": 正确被语法纠正的参考句 

"edits": list 结构，包含 error_sentence 中的错误纠正信息 

"predict_sentence": 待评估的预测句，这其中只会包含对 error_sentence 的一个语法错误位置进

行替换修改替换，即只替换了 error_sentence 句中的一处，你需要在 edit 中相同编辑位置的纠正进

行对比判断。 

} 

``` 

 

输入格式为： 

``` 

{ 

 "Correct Edit": bool 值，满足要求，即足够准确则为 1，否则为 0。 

"Wrong Edit": bool 值，如果 predict_sentence 中错误地修正了本来正确的部分则为 1，否则为 0。 

"Reasonable Edit": bool 值，如果不在 edit 范围附近的纠正，但是判断合理的，则为 1，否则为

0。 

"Explanation": 如果判断为不准确时，给出合理的解释，解释为什么不准确；如果准确则为"无"。 

} 

``` 

注意：输入输出都为合法的 json 格式结构 

 

要求：  

1）请仔细对比评估 predict_sentence 和 correct_sentence，并且结合语义，参考 correct_sentence，判

断 predict_sentence 中的对于 error_sentence 的这一位置的语法 错误纠正是否足够准确。  

2）主要关注 predict_sentence 中和 correct_sentence 词组不同的位置，首先判断是否为同一范围内语法

错误，如果是 edit 范围附近没有的纠正而 predict_sentence 中有， 则 Correct Edit 是为 0，并且进一

步判断是否是一个合理的纠正如果是则可 Wrong Edit 记为 1，如果判断是不合理的，则是错误地修正了本

来正确的部分，Wrong Edit 要为 1；之后判断 predict_sentence 中和 correct_sentence 的纠正词是否都

能准确的纠正这个语法错误。如果都能准确且合理的纠正这个错误，则输出的 Correct Edit 赋值为 1，否

则为 0，并给出不准确的理由 

 3）Correct Edit：如果能准确且合理的纠正这个错误，则为 1，否则为 0。Wrong Edit：如果是 edit 中

没有的纠正，但是是合理且准确的可以认为是合理的纠正，但如果是不合理的，则为错误地纠正，应该为

1。因此不存在 Correct Edit 和 Wrong Edit 同为 1的情况。 

 

现在开始进行评估： 

Figure 6: Our designed evaluation prompt of SEE.
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