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ABSTRACT

Automatically adapting novels into screenplays is important for the TV, film, or
opera industries to promote products with low costs. The strong performances
of large language models (LLMs) in long-text generation call us to propose a
LLM based framework Reader-Rewriter (R2) for this task. However, there are
two fundamental challenges here. First, the LLM hallucinations may cause incon-
sistent plot extraction and screenplay generation. Second, the causality-embedded
plot lines should be effectively extracted for coherent rewriting. Therefore, two
corresponding tactics are proposed: 1) A hallucination-aware refinement method
(HAR) to iteratively discover and eliminate the affections of hallucinations; and 2)
a causal plot-graph construction method (CPC) based on a greedy cycle-breaking
algorithm to efficiently construct plot lines with event causalities. Recruiting
those efficient techniques, R2 utilizes two modules to mimic the human screen-
play rewriting process: The Reader module adopts a sliding window and CPC to
build the causal plot graphs, while the Rewriter module generates first the scene
outlines based on the graphs and then the screenplays. HAR is integrated into
both modules for accurate inferences of LLMs. Experimental results demonstrate
the superiority of R2, which substantially outperforms three existing approaches
(51.3%, 22.6%, and 57.1% absolute increases) in pairwise comparison at the over-
all win rate for GPT-4o.1

1 INTRODUCTION

Screenplays are the bases of TV, film, or opera-like variants, which are often adapted directly from
novels. For example, 52% of the top 20 UK-produced films between 2007-2016 were based on
adaptations of novels (Association & Economics, 2018) and the monthly average of TV or movie
adaptations in USA for the first nine months of 2024 is more than 10 (Vulture, 2024). Generally,
adapting novels into screenplays requires long-term efforts from professional writers. Automatically
performing this task could significantly reduce production costs and promote the dissemination of
these works (Zhu et al., 2023). However, current work (Zhu et al., 2022; Mirowski et al., 2023; Han
et al., 2024; Morris et al., 2023) can only generate screenplays from predefined outlines. Therefore,
such an automatic novel-to-screenplay generation (N2SG) is highly expected.

Considering the remarkable performances of large language models (LLMs) in text generation and
comprehension tasks (Brown et al., 2020; Ouyang et al., 2022), we are interested in the large lan-
guage model (LLM) based approach to perform N2SG. However, there are two fundamental chal-
lenges ahead before building such a system.

1) How to eliminate the affections of hallucinations in N2SG? Current LLMs like GPT-4 strug-
gle with processing entire novels and often generate various inconsistent contents when processing
lengthy input owing to the LLM hallucinations (Liu et al., 2024; Ji et al., 2023; Shi et al., 2023).
Existing refinement methods can only roughly reduce such inconsistency and cannot cope with long
input data (Madaan et al., 2023; Peng et al., 2023). 2) How to extract effective plot lines capturing
the complex causal relationships among events? Eliminating inconsistency alone cannot ensure that
generated stories have coherence and accurate plot lines as the original novels. Existing plot graph
based methods (Weyhrauch, 1997; Li et al., 2013) depict plot lines in the linearly ordered events.

1Code and data will be released later.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

Screenwriter
Title: Mozart: Notes of Destiny

Content: Scene 1: EXT. SALZBURG -

FATHER'S HOUSE - DAY (JANUARY 27, 

1756)

We see the quaint and picturesque landscape 

of Salzburg blanketed in a light dusting of 

snow. Birds chirp cheerfully. A modest but 

elegant house stands proudly against the 

backdrop of the magnificent Alps. ..

Novel Plot Lines

Plot events &

Character profiles

Screenplay

Title: Life of Mozart

Content: CHAPTER I. 1756-1777.

CHILDHOOD AND EARLY TRAVELS.

Mozart’s Parentage—Early Development of 

his Genius—Character as a Child—Travels 

at the age of Six—Received by Maria 

Theresa and Marie Antoinette—Mozart and 

Goethe—Meeting with Madame de 

Pompadour—The London Bach’s Opinion of 

Young Mozart…

Outline

Refine multi-turns

Figure 1: Typical rewriting process of a human screenwriter. A screenwriter needs read and rewrite
multiple times with iterative refinements when adapting the novel to a screenplay.

However, events may be intricate and intertwined, and those methods cannot model the complex
causalities.

For the first challenge, we could just part-by-part refine the context associated with the inconsistency
caused by hallucinations. Therefore, a hallucination-aware refinement method (HAR) is proposed
in this work to iteratively eliminate the affections of LLM hallucinations for better information
extraction and generation from long-form texts.

For the second one, the plot lines including causalities should be extracted for coherent rewriting.
Plot graphs are convenient to represent sequential events and can be extended as causal plot graphsto
embed the causalities. Therefore, a causal plot-graph construction (CPC) is proposed in this article
to robustly extract the causal relationships of events with the causal plot graphs.

Now the question is how to build an N2SG system with HAR and CPC. Looking at human screen-
writers (Figure 1), we see that they can successfully do it by a reading and rewriting composed
procedure (McKee, 1999): First, they read the novels to extract the key plot events and character
profiles (i.e., character biographies and their relationships) for constructing plot lines of the novels;
Then, they rewrite the novels into screenplays according to those plot lines which are adapted into
the story lines and scene goals as outline guiding the script writing. Both reading and rewriting steps
may apply multiple times with multiple refinements until satisfaction is achieved.

Inspired by the iterative-refinement based human rewriting process, we propose the Reader-Rewriter
(R2) framework (Figure 2). The Reader adopts a sliding window based strategy to scan the whole
novel by crossing the chapter bounds, so that events and character profiles can be effectively captured
for the following CPC process to build the causal plot graph, in which HAR is deployed to extract
accurate events and character profiles. The Rewriter adopts a two-step strategy to first obtain the
storylines and goals of all scenes as global guidance and then generate the screenplay scene by
scene under the precise refinement from HAR, ensuring coherence and consistency across scenes.

Experiments on R2 are conducted on a test dataset consisting of several novel-screenplay pairs and
the evaluation is based on the proposed seven aspects. The GPT-4o-based evaluation shows that R2

significantly outperforms the existing approaches in all aspects and gains overall absolute improve-
ments of 51.3%, 22.6%, and 57.1% over three compared approaches. Human evaluators similarly
confirm the strong performances of R2, demonstrating its superiority in N2SG tasks.

In summary, the main contributions of this work are as follows:

1) Hallucination-aware refinement method (HAR) for refining the LLM outputs, which can eliminate
the inconsistencies caused by the LLM hallucinations and improve the applicability of LLMs.

2) A causal plot-graph construction method (CPC), which takes a greedy cycle-breaking algorithm
to extract the causality embedded plot graphs without cycles and low-strength relations of events.

3) A LLM based framework R2 for N2SG, which adopts HAR and CPC, and mimics the human
screenplay rewriting process with the Reader and Rewriter modules for the automatically causal-
plot-graph based screenplay generation.
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LLM

Reader Rewriter

Character Event Extraction

Plot Graph Extraction

Initial Plot Graph

Cycle-break

Final Plot Graph

Outline Generation

Screenplay Generation

HAR

Final Outline

HAR

LLM

Scene i ’s Storyline (i=1...k)

Scene i ’s Goal (i=1...k)

The Plot Graph Traversal

Final Screenplay

The Novel Context

LLM

Plot Event i (i=1...n)

Character Profile i (i=1...n)
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HAR

Final Plot Events & 
Character Profiles

(b) Hallucination-Aware Refinement (HAR)

Hallucination-Aware

Context

Suggestions

Hallucination
Location

Refined

Input
②

①
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⑤

⑥
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Initial Input

Final Output

CPC

Casual Relationship i (i=1...m)

Final Causal Plot Graph

Scene i ’s Script (i=1...k)

Causal Relationships The Plot Events

(c) Causal Plot-graph Construction (CPC)

Screenplay Title: Mozart: Notes of Destiny;     Genre: Biography; Scenes: 12;     Theme: The pursuit of artistic freedom amidst personal and 

societal constraints; Core Conflict: Mozart struggles against the limitations imposed by authority figures… 

Content: Scene 1 EXT. SALZBURG - FATHER'S HOUSE - DAY (JANUARY 27, 1756) We see the quaint and picturesque landscape of Salzburg blanketed in 

a light dusting of snow. Birds chirp cheerfully. A modest but elegant house stands proudly against the backdrop of the magnificent Alps. The front door opens 

with a soft creak, revealing LEOPOLD MOZART …

Novel Title: Life of Mozart; Genre: Biography; Chapters: 6; 

Content: Chapter I 1756-1777. CHILDHOOD AND EARLY TRAVELS. Mozart’s Parentage—Early Development of his Genius—Character as a Child—

Travels at the age of Six—Received by Maria Theresa and Marie Antoinette—Mozart and Goethe—Meeting with Madame de Pompadour…

Plot EventsNodes:

Casual Relationships

Relationship Strength

Edges:

Weights:

(a) The General Pipeline

Scene-Related 

Context
LLM

LLM
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1

4

5

6

7

8

3

2

1
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7

8

Final Causal Plot Graph & 
Character Profiles

Figure 2: Structure of the Reader-Rewriter (R2). The general pipeline (a) of R2 consists of two
modules, the Reader and the Rewriter, where two strategies, the Hallucination-Aware Refinement
(HAR) (b) and the Causal Plot-graph Construction (CPC) (c) are integrated to efficiently utilize
LLMs and understand the plot lines. The arrows indicate data flow between the different modules.
The examples in the figure are for better illustration.

2 FOUNDATIONS FOR LLM BASED NOVEL-TO-SCREENPLAY GENERATION

There are two challenges for the LLM based N2SG. First, the LLM outputs can be quite different
from the expected ones owing to the hallucinations. Consequently, LLMs may extract and gen-
erate non-existent events and screenplays. Second, understanding the plot lines of novels is very
important to generate coherent and consistent screenplays. Plot graphs are often used to describe
the plot lines, which should capture the complex causalities among events. For the first challenge,
the hallucination-aware refinement meth (HAR) is introduced, so that the affections of LLM hal-
lucinations can be significantly mitigated (Sec. 2.1). For the second challenge, a causal plot-graph
construction method is proposed to efficiently build the causalities embedded plot graphs (Sec. 2.2).

2.1 HALLUCINATION-AWARE REFINEMENT

HAR prompts the LLM to identify the intrinsic inconsistencies caused by the hallucinations, locate
where the hallucinations occur in the LLM outputs, and provide suggestions for refinement.

Denote the LLM asM. In the round t, HAR (Figure 2 (b)) first identifies the hallucination locations
loct where the intrinsic inconsistencies occur in the input xt and generates suggestions sugt describ-
ing howM refines them. Then the hallucination-aware context ct is extracted from the input and
corresponding support texts based on the hallucination locations, and input toM to refine the hallu-
cination part in xt as rt. Next, rt is merged into xt as xt+1 for the t+1-th round of self-refinement.
This self-refinement process continues until the initial input data is fully processed and consistent,
culminating in the refined output. Algorithm 1 presents the full process of HAR.

3
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Algorithm 1 Hallucination-aware refinement

Require: Initial input x0, support text s, LLMM, prompts {pfb, prefine}, stop condition stop(·),
context retrieve function retrieve(·), task-specific prompt pfb, input-output-feedback refined
quadruple examples prefine.

1: for iteration t ∈ {0, 1, . . . } do
2: loct, sugt ←M(pfb ∥ xt) ▷ Locate the hallucinations and provide suggestions
3: ct ← retrieve(loct, s) ▷ Retrieve the hallucination-aware context
4: if stop(loct, sugt, t) then
5: break ▷ Check the stop condition
6: else
7: rt ←M(prefine ∥ ct ∥ sugt) ▷ Get the refined part of input
8: xt+1 ←Merge rt into xt ▷ Update the input with the refined part
9: end if

10: end for
11: return refined and consistent output xt

Chapter 1-Profiles

Event: Chapter 1-Event 1 Monologe: I remember the excited whispers about my musical talent since my first notes, as I sat at the keyboard, lost in a world that was mine and mine alone.

Event: Chapter 1-Event 2 Monologe: The thrill of playing for the Empress still resonates in my heart a moment woven in my memory like the finest tapestry of sound.

Father & Son

Character  Relations

Chapter 2-Profiles

Love interest
Employer and 

antagonist

Chapter 5-Profiles

Emperor & 

patron

Husband & 

wife

Chapter 1-Events

Chapter 1-Event 5

Chapter 1-Event 2

Chapter 1-Event 1

Description: Wolfgang Amadeus Mozart is born in Salzburg into a musical family on January 27, 

1756.  Place and Time: Salzburg, January 27, 1756. Background: Wolfgang's father, Leopold, 

worked as a court musician and capellmeister while raising his children in a musically rich environment.

Chapter 2-Events

Chapter 2-Event 5

Chapter 2-Event 2

Chapter 2-Event 1

Chapter 5-Events

Chapter 5-Event 5

Chapter 5-Event 2

Chapter 5-Event 1

Casual Relationship: Chapter 5-Event2 -> Chapter 5-Event 5

Strength: Medium Detail: Inspired by Bach, Mozart's newfound musical 

explorations lead to the creation of 'The Magic Flute'.

Character  Relations Character  Relations

Character  Biographies
Character  Biographies Character  Biographies

Wolfgang 

Amadeus 

Mozart

Leopold 

Mozart

Wolfgang 

Amadeus 

Mozart

Archbishop 

Jerome 

Colloredo

Rosa 

Cannabich

Wolfgang 

Amadeus 

Mozart

Constance 

Weber

Joseph

II

Figure 3: Demonstration of the causal plot graphs and character profiles. The plot lines are repre-
sented as directed acyclic graphs (DAGs) composed of events and their causal relationships. Thicker
arrows represent stronger relations.

2.2 CAUSAL PLOT-GRAPH CONSTRUCTION

The Causal Plot Graph The causal plot graph (Figure 3) embeds causalities of events by graphs.
Here causal means the graph is built according to the critical connections between key events, not
just their sequences in novels. Especially, this type of plot graph is designed as a directed acyclic
graph (DAG) for the causal relationships (edges) between the plot events (nodes).

Formally, the causal plot graph is a tuple G = ⟨E,D,W ⟩, where E denotes the events composed
of place and time, background, and description; D describes the causal relationships of events;
and W indicates the strengths of causal relationships, classified into three levels: High for direct
and significant influences; medium for partial or indirect influences; and low for minimal or weak
influences.
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The Greedy Cycle-breaking Algorithm The initial extracted plot graph by LLMs often contains
cycles and low-strength relationships owing to the LLM hallucinations. Therefore, a variant of
Prim’s algorithm (Prim, 1957) is proposed to remove these cycles and unimportant relationships.
Called as the greedy cycle-breaking algorithm, it breaks cycles based on the relationship strength
and the degree of event node.

Specifically, the causal relations are first ordered by their weights W as D from high level to low
one. Two relations of the same level will be set to a lower sum of the degrees of its connected event
endpoints, so that more important edges between more important nodes are prioritized. Denote
each directional relation d(a, b) with a and b being the start and end points of d respectively. The
forward reachable set of endpoint x is Sx. If the end b of d ∈ D is already reachable to its start
a via previously selected causal relation edge, d is skipped to avoid forming a cycle. Otherwise,
it is added to the edge set F , and Sx of all endpoints of the edges in F is updated to reflect the
new connections, ensuring the set F remains acyclic. As a result, the set F forms the edge set
of the directed acyclic graph (DAG) that preserves the most significant causal relationships while
preventing cycles. Algorithm 2 gives the details of this algorithm.

Algorithm 2 Greedy cycle-breaking algorithm for causal plot-graph construction

Require: E: set of plot events, D: set of causal relations, W : set of relation strengths.
1: Sort D by W (from high to low) and the sum of endpoints degrees (from less to more)
2: for each edge d ∈ D and its endpoints a, b, where a, b ∈ E do
3: if a ∈ Sb then
4: continue ▷ Skip if a is reachable from b
5: end if
6: Add d to F ▷ Add to acyclic edge set
7: Update Sx of each endpoint x for all edges in F ▷ Update the forward reachable sets
8: end for
9: return F as the causal relation edge set of the DAG

Now we discuss R2 based on the proposed two fundamental techniques.

3 THE PROPOSED READER-REWRITER FRAMEWORK

R2 (Figure 2 (a)) consists of two main components according to the human rewriting process, the
Reader and the Rewriter. The former extracts the plot events and character profiles, and constructs
the causal plot graphs, while the latter adapts the novels into screenplays with the graphs and profiles.

3.1 LLM-BASED READER

The LLM-based Reader takes two sub-modules: The character event extraction and the plot graph
extraction.

Character Event Extraction The Reader first identifies the plot events from the novel and extracts
them in a chapter-by-chapter way because of the limited input context window of LLMs. Here the
LLMs extract event elements such as description, place, and time (Figure 3). This is implemented
by prompting LLMs to generate structured outputs (Bi et al., 2024).

To better cope with long texts of novels, a sliding window based technique is first introduced during
event extraction. Sliding through the full novel with a chapter-sized window, this strategy ensures
the extracted events consistent across chapters. It is also applied to extract character profiles in
each chapter (Figure 2). Then HAR (Sec. 2.1) is taken to reduce the inconsistencies in plot events
and character profiles caused by LLM hallucinations. Here, the LLM is recursively prompted to
identify the inconsistencies and refine them according to the relevant chapter context, so that the
inconsistencies between the events and profiles are significantly reduced.

Plot Graph Extraction The extracted events are utilized to further construct the causal plot graphs
by the proposed CPC method. Specifically, firstly the LLM is recursively prompted to identify the
new casual relationship according to the relevant chapter context. After the graph is connected and

5
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no new relationships are added to it, CPC is performed to eliminate the cycles and low-weight edges
in the graph, so that the obtained causal graphs can more effectively and accurately reflect the plot
lines in the novels.

3.2 LLM-BASED REWRITER

The Rewriter is organized into two subsequent steps: The first step is to create the screenplay outlines
of all scenes with the second for iteratively generating the screenplay of each scene. Those two
steps are packed as two corresponding sub-modules: The outline generation and the screenplay
generation. The final screenplay is iteratively refined by HAR.

Outline Generation A screenplay adaptation outline can be constructed with the plot graph and
character profiles (Figure 2), which consists of the story core elements, the screenplay structure,
and a writing plan including the storyline and goal for each scene. Three different methods are
used to traverse the plot graphs, depth-first traversal (DFT), breadth-first traversal (BFT), and the
original chapter order (Chapter), corresponding to three different screenplay adaptation modes, i.e.,
adapting the screenplay based on the main storyline (depth-first), the chronological sequence of
events (breadth-first), or the original narrative order of the novel.

The misalignment of events and characters often happens during the outline generation, especially
when generating the scene writing plans. Therefore, R2 performs HAR (Sec. 2.1) to get the initial
screenplay adaptation outlines. This process focuses on the alignment of key events and major
characters and returns the final adaptation outlines.

Screenplay Generation Now each scene can be written based on its writing plan (Figure 2) which
includes the storyline, goal, place and time, and character experiences. The LLM is prompted to
generate each scene with the scene-related context which consists of the relevant chapter and the
previously generated scene. Then HAR verifies whether the generated scene meets the storyline
goals outlined in the writing plan. This approach ensures the consistency between the generated
screenplay scenes and maintains alignment with the related plot lines of the novels.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTING

Dataset and Evaluation A novel-to-screenplay dataset was created by manually cleaning pairs
of novels and screenplays collected from public sources to evaluate the performance of N2SG. The
novels are categorized into popular and unpopular groups based on their ratings and number of
reviews. To ensure fairness, both types are included in the testing sets. Such dataset will be open for
future research of both trainable and train-free applications.

To ensure a balanced assessment, the proposed R2 method adopts five novels—two from the popular
category and three from the unpopular category as testing set, and no training samples are involved.
To further minimize subjective bias caused by reading long texts at one time, we select a total of 15
excerpts in novels for every human evaluator, with each excerpt limited to around 1000 tokens.

In the evaluation, 15 human evaluators are employed to focus on seven aspects, including Inter-
esting, Coherent, Human-like, Diction and Grammar, Transition, Script Format Compliance, and
Consistency. The pairwise comparisons through questionnaires are designed. Their responses were
then aggregated to compute the win rate (Equation 1) for each aspect. However, since human evalu-
ators often exhibit large variances in their judgments, GPT-4o2 is also utilized as the main evaluator
to give the judgment according to the same questionnaires. This can enhance objectivity and reduce
potential bias in the results. Appendix A presents further details of the dataset and evaluation.

Task Setup The R2 framework uses the optimal parameters obtained from the analysis experi-
ments (Sec. 4.4) with the refinement round set to 4 and the plot graph traversal method set to BFT
for comparing with the competitors. It employs GPT-4o-mini3 with low-cost and fast inference as

2https://platform.openai.com/docs/models/gpt-4o
3https://platform.openai.com/docs/models/gpt-4o-mini
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the backbone model, since our target is to build an effective and practical N2SG system. During
inference, the generation temperature is set to 0 for reproducible and stable generations.

Compared Approaches R2 is compared against ROLLING, Dramatron (Mirowski et al., 2023),
and Wawa Writer4. ROLLING is a vanilla SG method that generates 4,096 tokens at a time via GPT-
4o-mini using the R2-extracted plot events and all previously generated screenplay text as prompt.
Once the generation arrives at 4,096 tokens, it will be added to the prompt for iteratively generating
the screenplay. Dramatron is an approach that generates screenplays from loglines. Here we input
the R2-extracted plot events to it for comparison. Wawa Writer is a commercially available AI
writing tool, whose novel-to-screenplay features are adopted for performance comparison.

Table 1: Comparison of R2 in the win rate against three approaches evaluated by GPT-4o (%).

Approach Interesting Coherent Human-like Dict & Gram Transition Format Consistency Overall
ROLLING 19.2 34.6 26.9 15.4 30.8 15.4 23.1 24.4
R2 80.8 (↑61.6) 65.4 (↑30.8) 73.1 (↑46.2) 84.6 (↑69.2) 69.2 (↑38.4) 84.6 (↑69.2) 76.9 (↑53.8) 75.6 (↑51.3)

Dramatron 39.3 46.4 35.7 42.9 28.6 35.7 50.0 39.3
R2 60.7 (↑21.4) 57.1 (↑10.7) 64.3 (↑28.6) 57.1 (↑14.2) 71.4 (↑42.8) 64.3 (↑28.6) 57.1 (↑7.1) 61.9 (↑22.6)

Wawa Writer 10.7 32.1 25.0 10.7 25.0 35.7 21.4 22.0
R2 89.3 (↑78.6) 75.0 (↑42.9) 75.0 (↑50.0) 89.3 (↑78.6) 75.0 (↑50.0) 64.3 (↑28.6) 78.6 (↑57.1) 79.2 (↑57.1)

Table 2: Comparison of R2 in the win rate against three approaches evaluated by human (%).

Approach Interesting Coherent Human-like Dict & Gram Transition Format Consistency Overall
ROLLING 35.9 40.1 36.6 19.0 35.2 35.2 45.1 34.5
R2 71.8 (↑35.9) 66.9 (↑26.8) 73.9 (↑37.3) 83.1 (↑64.1) 70.4 (↑35.2) 88.7 (↑53.5) 77.5 (↑32.4) 74.9 (↑40.4)

Dramatron 40.0 47.8 48.9 61.1 47.8 48.9 66.7 50.6
R2 74.4 (↑34.4) 52.2 (↑4.4) 54.4 (↑5.5) 40.0 (↓21.1) 56.7 (↑8.9) 77.8 (↑28.9) 55.6 (↓11.1) 57.4 (↑6.9)

Wawa Writer 43.8 40.0 47.5 45.0 43.8 47.5 45.0 44.4
R2 62.5 (↑18.7) 67.5 (↑27.5) 62.5 (↑15.0) 62.5 (↑17.5) 62.5 (↑18.7) 60.0 (↑12.5) 50.0 (↑5.0) 62.1 (↑17.7)

4.2 MAIN RESULTS

The quantitative comparison in Table 1 shows that R2 consistently outperforms the competitors
(overall, 51.3% gain for Rolling, 22.6% gain for Dramatron, and 57.1% gain for Wawa Writer). In
particular, R2 demonstrates clear superiority in Dict & Gram (69.2% gain for Rolling) and Inter-
esting (78.6% gain for Wawa Writer). These results demonstrate that R2 can generate linguistically
accurate and fantastic screenplays with smooth transitions. Moreover, human evaluation results in
Table 2 demonstrate R2 overall outperforms its counterparts across most aspects, especially in In-
teresting and Transition, indicating its ability to generate fantastic and fluent screenplays. Only
compared to Dramatron, R2 has a slightly poor performance in Dict & Gram and Consistency. A
possible reason is the human preference for the long-form narrative generated by Dramatron.

The qualitative analysis for the generated screenplays indicates the following disadvantages of the
compared approaches: Owing to the lack of iterative refinement and limited understanding of the
plots of novels, the screenplays generated by the ROLLING often perform poorly compared to R2 in
the Interesting, Transition, and Consistency aspects. Dramatron tends to generate screenplays simi-
lar to drama, frequently generating lengthy dialogues, which leads to poor performance in the Inter-
esting, Format, and Transition aspects. As for Wawa Writer, the screenplays it generates frequently
demonstrate plot inconsistencies between scenes and Diction and Grammar issues, indicating its
backbone model may lack of deep understanding of the novel.

4.3 ABLATION STUDY

This study assesses the effectiveness of relevant techniques by GPT-4o (Table 3). First, removing
the HAR led to a significant drop in Dict & Gram (38.4% lose) and Consistency (46.1% lose),
showing that HAR is critical to enhance language quality and consistency. Second, removing the

4https://wawawriter.com

7

https://wawawriter.com


378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

CPC causes a significant drop in Interesting (64.2% lose) and Consistency (71.4% lose), indicating
that CPC is essential in generating fantastic and consistent screenplay. Finally, excluding all context
supports results in a sharp decrease in Transition (66.6% lose), Consistency 77.8% lose), indicating
its importance in improving plot transitions and consistency.

Table 3: Ablation results of R2 in win rate evaluated by GPT-4o.

Approach Interesting Coherent Human-like Dict & Gram Transition Format Consistency Overall

R2 61.5 61.5 65.4 69.2 61.5 61.5 76.9 77.7
w/o HAR 38.5(↓23.0) 38.5 (↓23.0) 38.5(↓26.9) 30.8(↓38.4) 38.5(↓23.0) 46.2(↓15.3) 30.8 (↓46.1) 44.7 (↓33.0)

R2 82.1 64.3 78.6 71.4 82.1 78.6 85.7 92.1
w/o CPC 17.9 (↓64.2) 85.7 (↑21.4) 21.4(↓57.2) 28.6 (↓42.8) 28.6 (↓53.5) 64.3 (↓14.3) 14.3(↓71.4) 44.3(↓47.8)

R2 66.7 77.8 77.8 66.7 83.3 88.9 88.9 92.2
w/o Context 33.3 (↓33.4) 50.0 (↓27.8) 22.2 (↓55.6) 33.3(↓33.4) 16.7 (↓66.6) 11.1 (↓77.8) 11.1(↓77.8) 33.3 (↓58.9)
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Figure 4: The effect of traversal method and refinement rounds.

𝑅2

INT.  SALZBURG - LEOPOLD MOZART'S 

STUDY - DAY

A sun-drenched room filled with musical scores, 

instruments, and the sound of a CHERUBIC melody 

wafting through.  Lively drawings of music notes 

hang on the walls.

…

Wolfgang begins to play again, a joyful minuet that 

echoes with precision.  A few notes falter, but he 

shrugs off the mistake, flicking a lock of blond hair 

from his brow with youthful defiance.

WOLFGANG

(determined, resolute)

I’ll keep going!  Every note will shine brightly like 

my dreams!

…

As Wolfgang’s eyes wander to a portrait of BACH, a 

quiet “wow” escapes his lips.  The boy's heart races 

with a fierce ambition.

WOLFGANG

(voice soft with awe, bursting with ambition)

Do you think I could play like him one day?  I dream 

of composing the most beautiful symphonies the 

world has ever heard!

…

Rolling

INT. MOZART FAMILY HOME – DAY

LEOPOLD MOZART (a composed, middle-aged 

man with a commanding presence) is sitting at the 

harpsichord, playing softly.

…

LEOPOLD

(smiling warmly)

Nannerl, it’s your turn. Play what we practiced.

Nannerl eagerly sits at the harpsichord and begins 

playing a lively melody. Her fingers move smoothly 

over the keys, but Wolfgang’s focus sharpens, 

watching closely.

…

WOLFGANG

(excited, pointing to the keys)

Papa, I want to play too!

Leopold chuckles and looks at his young son.

LEOPOLD

(half-joking)

Wolfgang, you’re still too small. First, listen and 

learn.

…

Dramatron

INT/EXT.  The Mozart Family Home.The Mozart 

Family Home is a modest yet inviting residence 

nestled in the heart of Salzburg, Austria.  The 

interior is filled with the warm glow of candlelight, 

and the walls are adorned with framed sheet music 

and portraits of musical icons.  A grand piano sits 

prominently in the living room, accompanied by 

various string instruments scattered around the room, 

hinting at the family's deep musical roots. 

…

WOLFGANG  

(playing a cheerful melody on the piano)  

Listen, Nannerl! This new piece dances in my 

fingers as if it were born from the notes themselves!

NANNERL  

(smiling, picking up her violin)  

Indeed, Wolfgang! Let us weave our sounds together. 

What shall we call it? A dance of joy?

LEOPOLD  

(entering with a proud smile)  

Ah, my dear children! Your music fills this home 

with life. Wolfgang, how your talent shines! Have 

you considered how fortunate we are to share this 

gift with the world?

…

Wawa

INT. MOZART FAMILY LIVING ROOM - DAY

Warm afternoon sunlight streams into the living 

room. LEOPOLD sits at the harpsichord, elegantly 

playing a Bach fugue. NANNERL sits nearby, 

diligently practicing her violin.

YOUNG MOZART flits around the room like a 

happy little bird, oblivious to his father’s music.

LEOPOLD

(stopping his playing, turning to MOZART, serious 

tone)

Wolfgang! What are you doing again?

MOZART

(stopping in his tracks, grinning)

Daddy, your music is so beautiful, like birds singing!

LEOPOLD

(shaking his head, tone softening)

Nannerl is practicing seriously; you should learn too.

MOZART

(running to the harpsichord, curious about the keys)

Daddy, I want to play!

…

INT.  MOZART FAMILY LIVING ROOM - DAY 

(YEARS LATER)MOZART has grown into a 

handsome boy, sitting at the harpsichord, fluidly 

playing a complex piece.  

…

Plotline: Wolfgang Amadeus Mozart, born on January 27, 1756, displays extraordinary musical talent from a young age. Leopold, while teaching music to Wolfgang 
and his sister Nannerl, notices their exceptional gifts. He dedicates himself to nurturing their talents.

Figure 5: The case study on the different approaches.

4.4 EFFECT OF DIFFERENT FACTORS

The Plot Graph Traversal Methods The effect of different plot graph traversal methods on
screenplay adaptation is explored (Figure 4 (a)). Here the win rate difference compared to Chap-
ter is directly exhibited since Chapter’s performance is behind the other methods. Overall, BFT
outperforms DFT and demonstrates significant advantages in Coherent, Transition, Format, and
Consistency. This illustrates BFT’s effectiveness for telling complex stories with intertwined plots,
while DFT maintains strong performance in creating fantastic stories. These results confirm that
BFT offers the best balance for plot coherence and overall quality in screenplay adaptation.

The Rounds of Refinements Figure 4 (b) demonstrates when the number of refinement rounds
increases, the number of suggestions rises in the first four rounds and then begins to decline, indicat-
ing that there is less room for improvement. The suggestion adoption rate shows a downward trend,
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stabilizing around 60% during rounds 2 to 4, with a noticeable drop in round 5. Moreover, the time
cost is progressively higher as the refinement rounds increase. Therefore, four refinement rounds
achieve the best balance between refinement quality and efficiency.

4.5 CASE STUDY

A case study is also undertaken to demonstrate the effectiveness of R2, where the screenplay segment
generated by R2 and three approaches are presented in Figure 5. R2 outperforms other approaches in
creating vivid settings, expressive dialogue, and integrating music with character development. For
instance, R2 effectively enhances the mood through the elegant scene setting and emphasizes Wolf-
gang’s passion and ambition through the emotional dialogue. These elements make the screenplay
more immersive and emotionally driven compared to simpler treatments in other scripts.

5 RELATED WORK

Long-form Generation Recently, many studies (Yang & Klein, 2021; Yang et al., 2022; Lei et al.,
2024) have emerged on long-form text generation with LLM, which aim at solving challenges in-
clude long-range dependency issues, content coherence, premise relevance, and factual consistency
in long-form text generation, etc. Re3 (Yang et al., 2022) introduces a four-stage process (plan, draft,
rewrite, and edit) for long story generation, using recursive reprompting and revision; DOC (Yang
et al., 2023) focuses on generating stories with a detailed outline linked to characters and uses a
controller to ensure coherence and control. Compared to those multi-stage generation frameworks
driven by the story outline, our approach uniquely leverages a condensed causal plot graph and
character profiles for automatic and consistent screenplay generation from novels.

Other work focuses on constructing human-AI collaboration frameworks for screenplay genera-
tion (Zhu et al., 2022; Mirowski et al., 2023; Han et al., 2024; Zhu et al., 2023). Dramatron
(Mirowski et al., 2023) presents a hierarchical story generation framework that uses prompt chaining
to guide LLMs for key screenplay elements, building a human collaboration system for long-form
screenplay generation. IBSEN (Han et al., 2024) allows users to interact with the directors and char-
acter agents to control the screenplay generation process. These studies emphasize collaborative,
multi-agent approaches with human-LLM interactions. In contrast, our approach solves N2SG by
automatically generating long-form screenplays from novels, minimizing the user involvement.

LLM-Based Self-Refine Approach Iterative self-refinement is a fundamental feature of human
problem-solving (Simon, 1962). LLMs can also improve the quality of their generation through
self-refinement (Madaan et al., 2023; Saunders et al., 2022; Scheurer et al., 2024; Shinn et al., 2023;
Peng et al., 2023; Madaan et al., 2023). LLM-Augmenter (Peng et al., 2023) uses a plug-and-play
module to enhance LLM outputs by incorporating external knowledge and automatic feedbacks.
Self-Refine (Madaan et al., 2023) demonstrates that LLMs can improve their outputs across various
generation tasks by multi-turn prompting. In this paper, R2 utilizes the LLMs-based self-refinement
approach to tackle challenges in causal plot graph extraction and long-form text generation.

6 CONCLUSION

This paper introduces a LLM based framework R2 for the novel-to-screenplay generation task
(N2SG). Two techniques are first proposed, a hallucination-aware refinement (HAR) for better ex-
ploring LLMs by eliminating the affections of hallucinations and a causal plot-graph construction
(CPC) for better capturing the causal event relationships. Adopting those techniques while mimick-
ing the human rewriting process leads to the Reader and Rewriter composed system for plot graph
extraction and scene-by-scene screenplay generation. Extensive experiments demonstrate that R2

significantly outperforms the competitors. The success of R2 establishes a benchmark for N2SG
tasks and demonstrates the potential of LLMs in adapting long-form novels into coherent screen-
plays. Future work could explore integrating control modules or multi-agent frameworks into R2

to impose more stringent constraints and expand it to broader long-form story generation tasks to
further develop the capability of our framework.
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A DATASET AND EVALUATION DETAILS

The details of evaluation dataset are shown in Table 4.

Table 4: Details of the experimental dataset. The column headers represent the following: Size
refers to the number of the novel-script pairs; Avg.Novels represents the average words of novels;
Avg. Screens indicates the average words of screenplays; Reviews denotes the average adapted
movie reviews; Rating refers to the average adapted movie rating; Genres indicates the categories
of adapted movie genres.

Dataset Type Size Avg.Novels Avg.Screens Reviews Rating Genres
Test 5 86,482 32,358 269,770 7.6 Action / Suspense / Crime / Biography /

Sci-Fi
Unpopular 10 159,487 28,435 62,527 6.5 Suspense / Crime / Comedy / Love / Ro-

mance / Sci-Fi / Adventure / Thriller / Bi-
ography / History / Drama

Popular 10 133,996 29,737 757,127 8.98 Sci-Fi / Thriller / Drama / Suspense / Ac-
tion / Crime / War / Biography / History

Evaluation Methods Similar to the prior work such as Re3 (Yang et al., 2022) and DOC (Yang
et al., 2023), pairwise experiments are conducted by designing questionnaires and presenting them
to human raters. Each questionnaire consists of an original novel excerpt or a logline (depending
on the competitors), two screenplay excerpts (denoted as A and B, with random ordering), and a
set of questions evaluating seven aspects (Table 5). Each aspect includes one to two questions, with
control questions taken to ensure accuracy in the responses. Each survey question has only four
options: A, B, or both are good, or neither are good.

Table 5: Evaluation criteria for screenplay

Criterion Description
Interesting Degree of capturing the interest of readers.

Coherent Degree of the smooth development of plots and scene transitions.

Human-like Language quality resembling human writing.

Diction and Grammar Accuracy of word choice and grammar.

Transition Degree of the natural flow of the story and emotional shifts between scenes.

Script Format Compliance Adherence to the screenplay formatting rules.

Consistency Degree of the consistency with the original novel plot.

Evaluators are recruited and training is provided before completing the questionnaires. Each evalu-
ator must read the original novel, compare the screenplay excerpts A and B, and answer the survey
based on the comparison. The evaluators are not informed of the sources of the screenplays and are
instructed to select the option that best aligns with their judgment. Finally, the questionnaire results
are aggregated and the win rate (WR) of a screenplay X ∈ {A,B} for each aspect i is computed by
the formula:

WRX,i =
NX,i +NAB,i

NT ×Qi
(1)

where: NX,i is the number of evaluators who prefer to screenplay X in aspect i; NAB,i is the number
of evaluators who found both screenplay A and B suitable in aspect i; NT is the total number of
evaluators; Qi is the number of questions in aspect i.

The Consistency of Evaluators Cohen’s kappa coefficient is used to measure the consistency of
opinions between two evaluators when filling out the questionnaire. The value of Cohen’s kappa
ranges from -1 to 1, with 1 indicating complete agreement, 0 for the same consistency as a random
selection, and a negative value for a lower consistency than a random selection. There are three
different evaluators by random selection in each of the three groups of experiments. The average
value of Cohen’s kappa for every two evaluators on all questionnaires are calculated, and the Cohen’s

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

kappa heat maps in the comparative experiments with rolling (Figure 6a), Dramatron (Figure 6b),
and Wawa (Figure 6c) are obtained. Among these three figures, the highest Cohen’s kappa is only
0.44, and there are even negative Cohen’s kappa values between three pairs of evaluators, which
clearly shows that the consistency of opinions between evaluators is quite low.

(a) R2 vs. ROLLING; (b) R2 vs. Dramatron (c) R2 vs. Wawa Writer

Figure 6: Cohen’s kappa heat map between three evaluators in each comparison questionnaire.
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