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ABSTRACT

In this supplementary letter, we transfer techniques of our Forgedit to Imagic.
Keeping the multi-stage fine-tuning process of Imagic, we change everthing else
to our Forgedit settings. We transfer our forgetting mechanism with disentangled
UNet to Imagic in order to tackle its overfitting problem during editing stage. We
found that our novel techniques improves Imagic, which demonstrates that our
findings in Forgedit are universal.

Imagic (Kawar et al| 2023) with Imagen Imagen(Saharia et al)} [2022)), the previous SOTA text-
guided image editing method, is slow and prone to overfitting. The recent SOTA text-guided image
editing method, Forgedit (Zhang et all, 2023} [Zhan L@ﬁ/ith implementation open-sourced
[2024D)), built with Stable Diffusion 1.4 (Rombach et al] 2022) and BLIP [2022),
speeds up Imagic SD (Kawar et al| 2023) significantly by 14 times and completely solves the overfit-
ting problem of Imagic via disentangled UNet with forgetting strategies.Forgedit is the new SOAin
terms of CLIP score (Hessel et al, 2021)), LPIPS scordZhang et al| (2018)) and FID score
(2017) on TEdBench (Kawar et al.| [2023). This forgetting mechanism replaces several blocks
of UNet based on the disentangled law: UNet encoder learns structures, UNet decoder learns tex-
tures. We further explore the properties of Forgedit in a series of supplementary letters
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Figure 1: We compare the editing effects of Forgedit and Forgedit transferred to Imagic.

Discriminative deep neural networks in image and video classification (He et al} 2016} [Zhang et al]
[2020alfb} [Zhang] 2022}, [Huang et al 2020} [Wang et all} 2016} 2021) also explore whether differ-
ent stages of the network should be trained jointly or in multi-stages. Our Forgedit utilizes unified
vision-language optimization while the fine-tuning stage of Imagic is seperated. Imagic first opti-
mize text embedding, then optimize UNet. In this letter, like Forgedit, we use BLIP
generated caption to be the source prompt for Imagic. Instead of optimizing the entire UNet, we




transfer the settings of Forgedit UNet for training. We optimzie the source text embedding for 400
iters and UNet for 1000 iters, compared to Forgedit with vision-language joint training for 400 iters.
We found that such settings, again, causes overfitting in some cases. So the default forgetting strate-
gies are applied. Shown in Figure[I] following the settings in the paper of Imagic+SD
[2023)), the UNet of Imagic is trained with more iterations thus the editing results seem to be kind of
better than Forgedit+SD. The forgetting strategy is the default one on UNet encoder, ’encoderattn’,
since the target prompt is to modify the action of the polar bear. With one al00 GPU, the optimiza-
tion of Forgedit Imagic on text embedding costs 29 seconds, UNet costs 1 minutes and 26 seconds,
which is almost 4x the cost of Forgedit joint vision-language optimization.
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