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Abstract

Parameter-Efficient Fine-Tuning (PEFT) has become the standard for customising
Foundation Models (FMs) to user-specific downstream tasks. However, typical
PEFT methods require storing multiple task-specific adapters, creating scalability
issues as these adapters must be housed and run at the FM server. Traditional
prompt tuning offers a potential solution by customising them through task-specific
input prefixes, but it under-performs compared to other PEFT methods like LoRA.
To address this gap, we propose Low-Rank Prompt Adaptation (LoPA), a prompt-
tuning-based approach that performs on par with state-of-the-art PEFT methods
and full fine-tuning while being more parameter-efficient and not requiring a
server-based adapter. LoPA generates soft prompts by balancing between sharing
task-specific information across instances and customization for each instance. It
uses a low-rank decomposition of the soft-prompt component encoded for each
instance to achieve parameter efficiency. We provide a comprehensive evaluation
on multiple natural language understanding and code generation and understanding
tasks across a wide range of foundation models with varying sizes.

1 Introduction

Language models exhibit remarkable few-shot learning capabilities, demonstrating strong perfor-
mance across tasks, including those unseen during training [2, 132} [23]]. Nevertheless, fine-tuning
remains crucial for optimised performance on a given downstream task. However, it becomes in-
creasingly challenging with larger models because updating all parameters is impractical. Parameter
Efficient Fine-Tuning (PEFT) presents a promising solution, adjusting a limited subset of parameters
while leaving the rest unchanged. This approach allows the personalisation of pre-trained Foundation
Models (FMs) to multiple users simultaneously.

In recent years, numerous PEFT approaches have been proposed [11} 12} 116} 17, [18}130L 136, each
varying in how and what they modify within FMs [10} 9]]. These variations can be categorized by
the position in the FMs where modifications are applied, the functions used for modification, and
the methods of integrating the modifications. While effective, these methods require maintaining
multiple adapter-like modules for each user-specific task on the FM server and the need to select and
assemble a subset of these modules every time a batch of user requests is processed for inference

135] (see Fig. [I).
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Prompt tuning [[15] is a simple approach that
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FM server to perform the same processing re-
gardless of the task. However, despite its advan-
tages, prompt tuning has been shown to under-
perform compared to other methods for PEFT
[[LO]. This gap in performance raises concerns
about the viability of prompt tuning as a solution.
Recently, efforts have been made to enhance the
performance of prompt tuning by strategically
inserting soft prompts into different layers of the
transformer [20, 38,119, 141]]. However, this im-
provement increases the number of parameters
and again necessitates server-side modifications
for serving multiple tasks. An interesting recent
work explored a simple method to make soft prompts input-dependent by using a lightweight prompt
generator for each sample [38]. This approach achieved notable improvements, raising the question:
Can we further improve the performance of prompt tuning while staying parameter-efficient?
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Figure 1: A schematic illustrating how typical
PEFT methods like LoRA achieve personalization
of a foundation model for multiple tasks, such as
Yes/No text classification or code completion, dur-
ing inference.

To this end, we propose Low-rank Prompt Adaptation (LoPA), a new instance-aware prompt tuning-
based approach|'| LoPA constructs the soft prompt from two components: a task-specific element that
shares task information across samples and an instance-specific element that incorporates information
from each individual instance. Our extensive analysis reveals that relying solely on either component,
as done in previous works [I15 38]], is insufficient for outperforming other PEFT baselines. LoPA
achieves its high performance by taking a more balanced approach.

LoPA combines the task-specific and instance-specific components using a gating function, which
activates task-specific information conditioned on each instance. Additionally, it employs a low-rank
decomposition of the instance-level component to enhance parameter efficiency (see Fig. [2). Once
trained, users can provide the learned soft prompts as a prefix with their input to the FM, incurring no
additional computational cost at the server.

We conducted extensive experiments on various models. These included six benchmark NLU tasks
from the GLUE dataset and three Code Understanding and Generation tasks. Our results show
that LoPA outperforms existing prompt-tuning methods. It often matches the performance of full
fine-tuning and LoRA. In 11 out of 24 test cases, we found LoPA outperformed LoRA.

To summarize, the contributions of this work are as follows:

* We propose LoPA, a parameter-efficient and high-performing prompt-tuning strategy.

* We verify its effectiveness by evaluating it against full fine-tuning and state-of-the-art PEFT
methods in nine tasks using seven different transformer backbones.

2 Related Work

Adapter-based. Several recent approaches have emerged to support parameter-efficient fine-tuning.
These methods typically involve incorporating trainable adapter layers or modules into the trans-
former network [[11} 10, [17]. Training such layers has been demonstrated to be computationally
more economical than full fine-tuning while maintaining performance. Notably, LoRA [12] has
gained prominence for its low-rank approximation of model updates, effectively capturing task-
specific knowledge. Beyond LoRA, Compacter [14] introduces adapters parameterised by low-rank
hyper-complex multiplication (PHM) layers [39] to achieve a more optimal balance between task

'The code for LoPA can be found here
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performance and the number of trainable parameters. DoRA [18] is another recent approach that de-
composes weights into their magnitude and directional components and employs LoRA for directional
updates to minimise the number of trainable parameters efficiently.

Soft Prompting. Another line of work advocates for strategically inserting soft prompts into hidden
states of the transformer instead of using trainable adapter modules. For example, prefix-tuning [16]
and P-tuning-v2 [20]] prepend trainable prefix vectors to keys and values matrices at all transformer
layers. Prompt tuning, P-tuning, and DePT [[15} 21}, 130] are special cases that operate by prepending
prompt embeddings to the input at the first layer, with [30]] being a hybrid-approach that further
uses LoRA to learn updates for the input’s embedding matrix. While these approaches are instance-
agnostic and optimise a task-specific prompt, there are also methods to optimise an instance-aware
soft prompt. For instance, IDPG [38]] generates a soft prompt for each sample, prepended either at
the initial word-embedding layer (version-S) or all layers (version-M). LPT [19] inserts a prompt into
some intermediate layer (i) to eliminate gradient calculation below it for faster training and (ii) to
retain more task-related information (which could be lost if it had to be propagated through lower
layers). SPT [41] aims to be more intelligent by learning a gating function to determine whether the
soft prompt from the previous layer should be propagated or if a new one should be learned.

With the exception of prompt tuning and S-IDPG, PEFT approaches mostly operate by injecting
prefixes and new trainable modules into deeper layers or doing low-rank re-parameterization of
existing ones, necessitating the storage of PEFT parameters at the server to update the foundation
model. In contrast, LoPA provides the soft prompt as a prefix that is prepended to the input query,
overcoming the need to store task-specific parameters on the server. Furthermore, we demonstrate that
LoPA achieves a more balanced trade-off between specificity and generalization compared to existing
approaches for enhancing learned models, such as prompt tuning [15]], which solely focuses on a
general task-specific soft prompt, and IDPG [38]], which emphasizes an instance-specific prompt.

3 Proposed Methodology

In this section, we formally define the proposed approach, followed by an explanation of how it
affects model learning as compared to existing soft-prompting approaches.

3.1 Preliminaries

Transformers. A transformer model consists of multiple stacked layers, where each layer has
multiple heads (= Np), each performing self-attention over the input [33]]. Let us consider a
single head, H parameterised by the query, key, and value weights as W@ WK WV ¢ Rduxd,
respectively, where d is the model dimension. In multi-headed attention, d s is typically set to NLH.

For a given sequence of n input vectors X = {x',... x"} and a query vector x* with each x € R? ,
the output of the head at position i is -

o’ = Attention(W9x’, WEX WVX) = softmax(WQxi(WKX)T)WVX (1)

where, we have ignored the constant v/dg for notational convenience. For the first layer of the
transformer network, the input X is the embedding matrix i.e. X = X, € RAx™,

Full Fine-Tuning (FFT). With fine-tuning, the objective is to adapt the model to a new task with
data D = {(X,y)}. Formally, adaptation is achieved by updating the weights (1¥) of the model to
maximise the log-likelihood of the response y, i.e., maxy £ = Ex y)p[log pw (y|X)].

Prompt-Tuning (PT). The objective of prompt-tuning is to achieve task-specific model adaptation by
learning a "soft prompt" Z. Such a soft prompt is prepended to the input word embeddings and trained
via back-propagation: maxz £ = E[log pw (y|concat(Z, X.))]. In PT, the soft prompt Z € R**™ is
parameterised by a set of m learnable vectors {z', ...z™}, where m denotes its length [15]. Thus, it
can be interpreted as an embedding of virtual tokens that enable the model to perform a downstream
task without updating its parameters [28l [8]].

With prompt tuning, the output of an attention head in the first layer is modified as follows:

ol = Attention(W?x’, W concat(Z, X,.), WV concat(Z, X))



By using the formulation of Attention from Eq. [I] this equation can be equivalently written as

033,1—, = Z AikWVZk + (1 — Z Aik) 01; (2)
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where, A, is the attention transformer gives to the prefix vector z;, for a given query vector x*. In Eq.
we can observe that the soft prompt linearly interpolates the head’s position-wise output; where the
bias term can be considered in an offset subspace spanned by vectors {WVZ’V}L"Z1 with dimension
m (or < m) [10]].

3.2 Low-rank Prompt Adaptation (LoPA)

LoPA constructs the soft prompt as Z = Zg o g(Z;), where Zg € R*™ ig the task-specific
component and Z; € R%*™ is the instance-specific component. These are combined using the
gating function g, implemented using sigmoid, where o denotes the Hadamard product. Intu-
itively, by sharing Zg across instances, it captures general information, adapting the model to
user-defined tasks, while Z; fine-tunes the soft prompt for specific instances, acting as activations.
Both Zg and Z; have their own
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MLP layers. This design makes f computationally cheaper, with O(hdm(% + =-)) parameters,
reduced by a factor of (4 + -=-) < 1 when 7 is chosen to be < min(d, m). The overall composition
of Z can be represented as:

Z =Zs o g(MLPy(X') x MLP(X') ") 4)

Z;=f(X")

where _ marks the three trainable components. The MLP head consists of a down- and up-projection
layer with a non-linear activation in between. It sits atop a smaller language model, referred to as the
Encoder model, that gives the input representation X'. A visual illustration of the framework can be
found in Fig. 2}

Next, we provide an intuitive explanation why LoPA could be better than traditional prompt-tuning
[15] and existing instance-specific approaches [38]].

Offset subspace induced by LoPA. From Eq.2, we can observe that the bias vector in the offset
subspace is a linear combination of {WVz*} Vk € {1,...,m}, with A;; (Eq. 3) representing the
scalars [[10,26]]. In LoPA, the input influences Z, causing the vectors {W"z*} to vary accordingly.
Consequently, distinct offset sub-spaces emerge for different inputs. In contrast, traditional prompt
tuning maintains fixed vectors while allowing only the scalars to vary with input. As a result, instance-
sensitive approaches can exert greater influence on the attention patterns in deeper layers of the
transformer, thereby offering enhanced flexibility and responsiveness to varying inputs.



Tuning Tunable SST-2 MNLI MRPC QNLI QQP RTE Avg
Parameters  (acc) (acc) (acc,F1) (acc) (acc,F1) (acc)

FFT 355M 95.99  90.40 90.81 94.60 90.39 85.92 91.35
p-tuning-v2 0.49M 8991 88.13 70.18 85.21 84.63 5343 78.58
prefix-tuning 25.75M 93.80 89.51 90.86 94.98 86.87 82.67 89.78

LoRA 236M 9622 9030  90.77 9469 8991 8566 91.26

~ None | 0 5997 3960 7352  50.16 4234 5343 5317
PT 102K 8440 5467 7238 5874 4820  53.07 6191
DePT 102K 89.68 7151 7297 57.09 4581 5379 65.14
S-IDPG 289M 9530 8450 7860 9048  84.88  77.26 85.17
Ours 1.60M 9599 89.22 9109 9374  89.72  83.39 90.53

Table 1: Performance on GLUE tasks. We report the average of accuracy and F1 for both MRPC and
QQP. For all the other tasks, we report accuracy. Approaches below the dotted line do not require any
modification to the model on the server side. Bold denotes the best-performing tuning method for the
given model. Underline marks the best result among all prompt tuning methods.

Coupled learning of Zs and Z;. Let’s examine the partial derivatives of the objective £ with respect
to Zs and Z;. Using the chain-rule on the formulation in Eq. 4] with g(.) = sigmoid(.),

Vzs L =VzLoo(Zr)
Vz,L=(VzLoZs) o(Zr)(1—o0(Zr))

These expressions suggest a coupled learning process where changes in Z; (through the sigmoid
function) directly impact the updates to Zg, and the updates to Z; are scaled by both Zg and the
derivative of the sigmoid function. In contrast, consider IDPG with Z = MLP(X') [38]. Here, the
bias term of the MLP layer can be viewed as a task-specific element, such that the composition is
Z = 75 + Z;. This approach results in updates to Zg and Z; being independent of each other. Such
a linear-sum operation may fail to capture the complex relationships between the two components
that LoPA can capture due to LoPA’s non-linear factorization.

4 Experiments, Results, and Discussion

4.1 Experimental Setup

Tasks. We evaluate LoPA on (i) six Natural Language Understanding (NLU) tasks from the GLUE
benchmark [34]—namely, SST-2 [31], MNLI [37], MRPC [3], QNLI [29], QQP, and RTE [5]; (ii)
a code-generation task that requires the model to complete method bodies from MBPP benchmark
[1]], and (iii) two code-understanding tasks—namely, CruxEval-I (input prediction) and CruxEval-O
(output prediction) from CruxEval benchmark [6]. These tasks assess the model’s ability to reason
about the execution of simple Python programs by asking it to predict the input given the output of a
function and vice-versa.

Baselines. We evaluate LoPA against the following baselines that represent different customisation
approaches. (1) FFT, (2) LoRA [12], (3) p-tuning-v2 [20] and (4) prefix-tuning (h=512) [16] are
selected as representatives of methods that customise models on the server side, with FFT representing
full fine-tuning and the remainder showcasing parameter-efficient techniques. (5) Standard prompt-
tuning [15], (6) S-IDPG [38]] and (7) DePT [30] are chosen because they customise models from the
user side, focusing on soft prompt insertion with DePT also learning updates to the input embedding
matrix. For IDPG, we use DNN layers in MLP-head to encode the soft prompt for the input embedding
layer. We chose DNN over PHM layers [39] because we found them to exhibit better performance
across our task set. Refer to Appendix|[/.1]|for the comparison. Additionally, the proposed LoPA also
uses DNN layers, facilitating a fair comparison with S-IDPG-DNN [38]]. Lastly, we include results
for the model without any fine-tuning to report its (8) zero-shot performance.



Code Understanding Code Generation

Model Tuning  #P
ode unme - wRArEmS = Evall  CruxEval-O MBPP
FFT  350M 33.0 19.5 17.49
_LoRA 13M 310 182 2156
None 0 308 50 15.85
350M
CodeGen-350 PT 10.2K 328 158 15.20
S-IDPG ~ 8.5M 16.9 132 17.04
Ours  44M 345 18.5 17.04
FFT 13B 45.0 34.8 4476
_LoRA  47M 355 360 4414
None 0 768 798 34.08
D kCoder-1.3B
eepseckCoder-1.3 PT 20.5K 412 31.2 34.49
SIDPG  163M 26.0 285 42.50
Ours  42M 430 34.5 44,66
FET 2.7B 402 37.0 55.03
_LoRA 79M 415 25  SLs4
PHi22 7B None 0 33 330 45.17
PT 25.6K 35.0 34.0 49.69
SIDPG  203M 35.0 33.0 53.29
Ours  4.76M 43.0 37.2 52.15
FFT 3.3B 392 39.5 54.00
_LoRA 63M 380 4“2 492
PHi3.3.88 None 0 3338 395 8.82
PT 30.7K 335 315 34.08
S-IDPG ~ 24.2M 31.0 39.5 42.29
Ours  53M 422 42.5 44.35
FFT 7B 00M 00OM 00M
_LoRA 118M 475 498 5338
None 0 39.3 44.0 50.51
DeepseekCoder-7B PT 41.0K 458 448 37.47
SIDPG  32.1M 405 415 53.59
Ours  635M 50.0 48.0 52.46
FFT 3B 00M 00M 00M
_LoRA  94M 455 405 445
Llama. 8B None 0 370 315 4537
PT 41.0K 375 32.0 26.07
SIDPG  32.IM 292 35 33.05
Ours  64M 412 39.8 43.94

Table 2: Performance comparison on CruxEval and MBPP tasks. We report average pass@1 scores.
Approaches below the dotted line are prompt-tuning methods, which do not require any modification
to the model on the server side. Bold denotes the best-performing tuning method for the given
model. Underline marks the best result among all prompt-tuning methods. OOM indicates that the
corresponding tuning approach exceeded the available GPU memory and ran out of memory.



77— SST-2 MNLI MRPC QNLI QQP RTE  Avg
(acc) (acc) (acc,F1) (acc) (acc,F1) (acc)

concat(Zg,Zy) 9450 78.45 76.00 91.43 76.11 84.12 83.44
max(Zg,Zr) 95.99 89.37 88.62 93.74 78.44 85.92 88.68
Zsog(Zy) 95.99 89.22 91.09 93.74 89.72 83.39  90.53

Table 3: Performance of LoPA on GLUE tasks with respect to function encoding Z. concat(.)
represents the concatenation of Zg and Z;. max(.) represents the element-wise max operation. We
report the average of accuracy and F1 for both MRPC and QQP. For all the other tasks, we report
accuracy. Bold denotes the best-performing encoding function for LoPA.

Backbone Architectures. For NLU tasks, we test all the tuning methods on 355M RoBERTa [22]
similar to the setup opted by prior work [20, |38} 41]]. For Code Generation and Understanding, we
test a subset of the baselines (FFT, LoRA, PT, S-IDPG) on a range of FM backbones; starting from
smaller FMs: 350M CodeGen-mono [25] and 1.3B Deepseek-Coder [7]; mid-sized FMs: 2.7B
phi-2 [13], 3.8B phi-3 [24]; and larger FMs: 7B Deepseek-Coder [7|] and 8B Llama 3 [23]].

Implementation Details. For the GLUE tasks, we use the train-test splits pre-defined in the
benchmark, while for the MBPP and CruxEval tasks, we employ a 50-50 split. Across all tasks
and backbone models, the soft prompting baselines are implemented with m = 10 virtual tokens
representing the soft prompt. For NLU tasks, both IDPG and LoPA use RoBERTa + MLP (h=256)
as the encoder, whereas in code tasks, 1256M CodeSage + MLP (h=1024) is used. Additionally, for
LoPA, the best-performing rank (r) of the low-rank decomposition is chosen from {1, 2,4}, and the
corresponding number of tunable parameters is reported.

Training Configuration. For NLU tasks, training with FFT and LoRA was done for 10 epochs, while
with prompt-tuning-based approaches it was done for 20 epochs. In MBPP, all foundation model
(FM) backbones were trained for 10 epochs across all tuning methods. In CruxEval Tasks across
all PEFT methods, FM backbones under 7B were trained for 20 epochs, while larger FMs (>7B)
were trained for 10 epochs. Lastly, training with FFT on CruxEval tasks was done for 5 epochs. The
learning rates for LoPA are set to 1 x 107 in NLU and 1 x 102 in Coding tasks. The baseline
tuning methods use the following learning rates across all the tasks: FFT using 1 x 10~°, LoRA and
the remainder of soft-prompting approaches using 1 x 10~4. All experiments are conducted on 40GB
2xA100 GPUs.

Evaluation. We report binary or multi-class classification accuracies and F1 scores for NLU tasks as
provided in the GLUE benchmark. For coding tasks, we report the pass@1 scores computed using
the best-performing temperatures: 0.6 for MBPP and 0.2 for CruxEval.

4.2 Baseline Comparison

Performance on Natural Language Understanding. In Table |1} we can observe that the LoPA
consistently outperforms the traditional prompt-tuning method and DePT by an average margin
of 28.62 points and 25.39 points respectively. This result demonstrates that conditioning the soft
prompt on instances enables it to influence the model’s output more significantly. Furthermore, LoPA
shows an average improvement of 5.36 points over IDPG, highlighting that the proposed factorisation
captures complex relationships between task-specific (Zg) and instance-specific (Z;) components.
This improvement is particularly notable in limited-data settings, with a 12.5-point increase in MRPC
and a 6.13-point increase in RTE.

Additionally, LoPA achieves performance close to FFT and LoRA, within 1 point, while using 760k
fewer parameters than LoRA owing to LoPA’s low-rank decomposition of the soft prompt. This
performance profile suggests that the LoPA is a parameter-efficient and high-performing alternative
for NLU tasks. It outperforms existing prompt-tuning approaches and performs on par with FFT and
LoRA, making it a compelling choice for efficient and effective model tuning.

Performance on Code Understanding. In Table |2} LoPA consistently improves the pass@1 score
of the baseline with no tuning across all FM backbones. It outperforms prompt-tuning on CruxEval
tasks, with modest improvements of approximately 2 to 4 points on smaller FMs like CodeGen
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Figure 3: Performance comparison of baselines as a function of m on (a)-(c) GLUE benchmark and
(d) CruxEval-O (with DeepseekCoder-1.3B as FM). Tunable parameters shown relative to the method
with the most. Higher performance and fewer parameters indicate better results.

and DeepSeekCoder-1.3B and larger improvements ranging from 8 to 11 points on larger FMs like
LLama-3 and Phi-3 in CruxEval-O. Furthermore, IDPG performs worse than PT for all models
except Phi-3 in CruxEval-O. These results suggest that merely encoding an instance-sensitive soft
prompt does not guarantee improvements and can even degrade performance (e.g., IDPG on CodeGen
and DeepSeekCoder-1.3B in CruxEval tasks). The poor generalization of the learned soft prompt,
possibly due to over-parameterization and resulting overfitting, might explain this behaviour. In
contrast, LoPA, being more parameter-efficient, explicitly incorporates task and instance information
in its design of the soft prompt, leading to better performance.

LoPA also performs on par with LoRA, often within a range of 1 to 4 points of pass@1, while
roughly using two-thirds of the parameters. Notably, LoPA outperforms LoRA across all models
in CruxEval-I, except for LLama-3, with improvements approximately ranging from 2 points in
DeepSeekCoder-7B to 4 points in Phi-3. This result might be attributed to the fact that many of
the FMs considered here are good knowledge approximators, well-trained on diverse datasets, and
demonstrate strong zero-shot generalization. Directly updating a subset of their weights can still lead
to catastrophic forgetting, where the models lose previously acquired knowledge [27]. In such cases,
soft prompting, as employed by LoPA, can effectively elicit the necessary skills to solve new tasks
without compromising existing knowledge [26].

Performance on Code Completion. On the code completion task of MBPP, both IDPG and LoPA
improve the performance of the baseline model with nearly equal gains except for LLama-3. However,
LoPA achieves this with significantly fewer tunable parameters—approximately half the number used



R — R )
12

94 14 42
Lo2 g 102
v 122 40 = 2
£ 90 10E . 1 8 E

= C

Eas = e =
S 0.8 1» %38 6 9
5 8 g 8
L 86 0.62 1]
w T E 36 £
3 84 g 4 s
o 0.4 S ~ &

82 >

0.2 34
80
0.0 0
1 2 4 1 2 4
Rank (r) Rank (r)
—— |, ds-1.3 —e— 0, ds-1.3 1, phi-2 0, phi-2
—e— MRPC RTE —+— SST-2 Params ‘ Params(ds-1.3) Params(phi-2)
(a) NLU (b) CruxEval
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models. Higher performance and fewer tunable parameters indicate better results.

in CodeGen and only one-fifth of those used by IDPG in DeepseekCoder-7b. This demonstrates that
LoPA scales well with the size of the foundation model, maintaining both performance and parameter
efficiency. This efficiency is attributed to the low-rank approximation of the instance-specific matrix
employed by LoPA. For LLama-3, all tuning approaches led to a drop in performance, possibly due
to over-fitting, suggesting that LLama-3 might already be trained on MBPP.

Overview of Results. Averaged over all tasks and foundation models, LoPA showed relative
percentage improvements of 28.52% over PT and 20.16% over IDPG, while being outperformed by
LoRA by only 0.54%. Notably, LoPA outperformed LoRA in 11 out of 24 cases. Thus, in the test
cases we considered, there was no clear systematic advantage to LoRA in terms of accuracy. Given
that LoPA requires no task-specific processing at the server—the prompt can be computed anywhere,
even at the client, before being sent to the server for processing—we believe LoPA may be a useful
alternative to LoRA for some tasks.

4.3 Ablation Study

Performance of LoPA as a function of soft-prompt length. In Figure[3] we study how the length of
the soft prompt impacts the performance of LoPA compared to other prompting methods. Increasing
the length of the soft prompt corresponds to adding more vectors to the set that represents the soft
prompt, thus expanding the offset subspace (See Eq. [2). Whether the added vectors are mutually
independent and provide additional useful information depends on the tuning approach to learning
them and the offset subspace of the FM.

For instance, PT and IDPG initially see performance improvements with increased prompt length,
but performance eventually plateaus or drops due to over-fitting (See PT on SST-2 Fig. [3c|and IDPG
on CruxEval-O Fig. [3d). In contrast, LoPA does not exhibit significant performance fluctuations with
varying prompt lengths (See Fig. [3al3d). This stability is likely due to the shared component Zg
acting as a regularizer, preventing over-fitting of the instance-specific soft prompts.

Moreover, LoPA with m = 5 outperforms PT and IDPG even when they use longer prompts (m > 5)
(Refer Fig. [3a] [Bb). This result suggests that the dimension of the offset subspace is much smaller,
and LoPA can more accurately represent it with its learned vectors.

Performance of LoPA as a function of rank. In Figure 4, we examine how the rank of
the proposed low-rank decomposition of the instance-specific component affects the perfor-
mance. For NLU, we consider three tasks: MRPC, RTE, and SST-2, and observe the per-
formance of RoBERTa as the rank increases from 1 to 4 . Performance consistently im-
proves with increasing rank, showing gains of 1% to 2% for SST-2 and up to 8% for MRPC.



In contrast, for CruxEval tasks, increasing the Encoder CruxEval-I | CruxEVal-O
rank does not proportionally improve the per- CodeBert(125M) 412 328
formance. We attribute this behaviour to the ["CodeSage(130M) 43.0 345
size of the datasets used to approximate the low- CodeSage(365M) ) 34.5

rank matrices. NLU tasks provide thousands of
samples, allowing for better approximation of Figure 5: Ablation for Encoder in LoPA with
higher-order matrices. However, CruxEval has DeepseekCoder-1.3B as the foundation model.
only a few hundred samples, and increasing the

rank introduces more parameters, possibly leading to over-fitting.

Performance of LoPA as a function of encoder network. In Figure |5 we study the impact on
the performance by choosing different transformer backbones for the Encoder network in LoPA.
For this experiment, we use 125M CodeBERT [4], and 130M and 365M CodeSAGE [40] encoder
models to generate input encodings, X’ for the CruxEval tasks. We observe that CodeSAGE models
achieve a 2-point improvement over CodeBERT in both tasks. This improvement can be attributed
to CodeSAGE’s superior pre-training using Contrastive Learning, which allows for finer distinctions
in code representations. Consequently, the soft-prompt vectors {z*} in LoPA, as functions of the
input X', capture instance-specific nuances more effectively and accordingly exert influence on the
model’s output. We also tried tuning the encoder model while learning soft prompts but did not find
any significant improvements in the performance.

Performance of LoPA with respect to function encoding Z. In Table 3] we evaluate the effect of
different functions encoding Z as a combination of Z; and Zg on RoBERTa’s performance in NLU
tasks. The results show that simply concatenating Zg and Z; performs the worst while the non-linear
functions, such as max(.) and the proposed gating mechanism, yield the best performance. We leave
the exploration of other non-linear functions for future work.

5 Conclusion

In this paper, we introduced Low-Rank Prompt Adaptation (LoPA), an instance-specific soft-
prompting method that outperforms other methods in the prompt-tuning family, and performs on par
with full fine-tuning and LoRA, while using fewer tunable parameters. LoPA first uses a low-rank
approximation of the instance-specific soft prompt and combines it with a task-specific soft prompt
via a gating function. With a more informed way of designing soft prompts, this work aims to position
prompt tuning as a powerful alternative to adapter-based methods for user-specific customization of
foundation models.

Limitations and Future Work. The main limitation of LoPA is that its effectiveness as an alternative
to LoRA was demonstrated on a set of benchmark tasks, but this may not hold for obscure real-life
user tasks where LoRA or even full fine-tuning might be necessary. Further investigation into its
performance on real-world tasks is part of our future work. In this work, we assumed the learned
soft prompt to be prepended as a prefix to the input. Future research could explore the effects of
positioning it as a suffix or randomly within the input. Finally, the foundation model combined
with LoPA can be viewed as a Conditional Auto-Encoder, where soft prompt vectors exist in a
latent subspace rather than an offset subspace. This viewpoint raises intriguing questions, such as
whether the observed performance improvements result from inferring and compressing task-specific
knowledge and providing it as additional information. Investigating this alternate perspective could
lead to further performance enhancements by developing more sophisticated auto-encoding systems.

Broader Impact. Our contribution to new knowledge is the development of a language-model cus-
tomization method that delivers strong performance while being parameter-efficient. The significance
of our work lies in its potential to reduce training and maintenance costs associated with hosting
and customizing foundation models. Furthermore, our method enhances user privacy by enabling
task-specific customization on the user end rather than the server end.
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7 Appendix

7.1 Comparison with Parameterized Hypercomplex Multiplication (PHM) layers

Tuning Tunable SST-2 MNLI MRPC  QNLI QQP RTE Avg
Method Params  (acc) (acc) (acc,Fl1) (acc) (acc,F1) (acc)
LoPA 1.60M 9599 89.22 91.09 93.74 89.72 83.39 90.53
S-IDPG

+FC 2.8OM 9530 84.50 78.60 90.48 84.88 7726 85.17

+ PHM (n=8) 0.37M  95.07 83.46 76.12 85.45 77.35 67.14 80.77
+PHM (n=16) 0.20M  94.61 83.66 76.68 81.16 80.39 65.34 80.31
+PHM (n=32) 0.17M  94.72 81.45 74.99 84.59 81.90 68.23  80.98

Table 4: Performance on GLUE tasks. We report the average of accuracy and F1 for both MRPC and
QQP. For all the other tasks, we report accuracy. Bold denotes the best-performing tuning method for
the given model. FC represents the fully-connected layers and PHM represents the hypercomplex
multiplication layers parameterised by n.

In this section, we consider PHM layers as an alternative to low-rank decomposition in LOPA to reduce
parameter complexity. We carry out an ablation study on NLU tasks where we implement IDPG with PHM
layers as Z; = PHMy (X') with W = "7 | A; @ B;, where ) represents the Kroneckr product between
learnable matrices A;, B; and n represents the hyper-parameter balancing the parameter complexity and extent
of factorisation in the Kronecker product. We can observe in Table ] that while PHM layers reduce parameters,
they also lead to a significant performance drop of approximately 10 points on average compared to LOPA. This
drop may be due to the structural bias in W imposed by Kronecker factorisation of PHM layers, which could
limit expressiveness [39] in comparison to Fully-Connected layers of DNN. We want to point out that for a
further reduction in trainable parameters, LoPA can also be used in conjunction with PHM layers.

7.2 Convergence Analysis of Soft-Prompting Approaches

We present plots in Figures [6}j§] comparing the training loss and performance on NLU tasks (QQP, QNLI, MNLI)
for Prompt Tuning (PT), IDPG, and LOPA. The results show that instance-dependent methods like IDPG and
LOPA converge faster than traditional prompt tuning. Moreover, LOPA converges faster and achieves higher
accuracy or F1 scores compared to IDPG.

Epoch/total_loss Epoch/accuracy
- - 6LUE/aap/lopa —

50k 100k 150k 200k

(a) Training Loss (b) Validation Accuracy
Figure 6: Convergence plots for the PEFT approaches , IDPG and the proposed
LOPA on the NLU task QQP.
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Figure 7: Convergence plots for the PEFT approaches

LOPA on the NLU task MNLI.

Epoch/total_loss
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Step
80k
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Figure 8: Convergence plots for the PEFT approaches

LOPA on the NLU task QNLI.

14

Epoch/accuracy

Step

50k 100k 150k 200k
(b) Validation Accuracy
, IDPG and the proposed
Epoch/accuracy
Step
20k 40k 60k 80k

(b) Validation Accuracy
, IDPG and the proposed



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
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* The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
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the results.
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are provided or not.
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their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
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checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: The code is publicly released on Github.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

¢ The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: Yes, the hyper-parameters are discussed to replicate results.
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¢ The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer:

Justification: Running multiple experiments on many large language models across all tasks is
expensive.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

» The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
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* The method for calculating the error bars should be explained (closed form formula, call to a
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¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report
a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
Justification: The amount of computer resources used is discussed in the paper.
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¢ The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.
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runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
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Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Research adheres to NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]
Justification: We discuss the potential societal impact of our work in the conclusion section.
Guidelines: Broader impact is discussed in the paper.

» The answer NA means that there is no societal impact of the work performed.

« If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

» The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]
Justification: No new data or model is released.
Guidelines:

¢ The answer NA means that the paper poses no such risks.

¢ Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.
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12.

13.

14.

15.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]
Justification: Models and datasets with their licenses used are respected and cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

« If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]
Justification: Neither crowdsourcing nor research with human subjects was done.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main

paper.

¢ According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer:[NA]
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Justification: Neither crowdsourcing nor research with human subjects was done.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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